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Short-term urban traffic forecasting with spatio-temporal correlations

ABSTRACT

The spatial-temporal evolution of traffic flow in an urban network is essential in developing
effective traffic management systems for urban areas. Most of previous models of short-term
traffic forecasting make use of time-series analysis, without the components to consider the
spatial correlations between the measurement locations in the network. In this paper, we
present a space-time modeling approach to the traffic flow forecasting problem. A space-time
autoregressive integrated moving average (STARIMA) model is introduced to develop an
efficient estimation and forecasting model, in which the spatial correlations of the time series
are modeled with a network specification incorporating physical neighborhood structure. A
case study using the traffic data in Taipei city, Taiwan, is performed, and the experimental
results reveal that the proposed model is suitable for traffic flow forecasting in urban network
with multiple locations which are correlated both spatially and temporally.

I. INTRODUCTION

With the development of technologies in telemetric, the interests and applications of
Intelligent Transportation Systems (ITS) have been growing in recent years. The
implementations in real-time such as dynamic traffic information provisions and dynamic
traffic control require the forecasting of traffic conditions in near future. Majority of previous
literature have focused on the modeling of observations from a single site using univariate
approaches, and there are recent studies to investigate the relationships between sites with
multivariate approaches [1]. To facilitate an effective traffic control system in an urban area,
it would be more desirable to understand the evolution of traffic patterns in a transportation
network over both space and time.

Modeling traffic flow in urban arterials is challenging. There are many origins and
destinations with multiple route choices for travelers in the network, and there may be
disturbances on the roads such as traffic signals and mixed traffic. Recent empirical
investigations demonstrated the dependency of traffic data in the spatial and temporal

domains [2], [3]. Therefore a forecasting model for urban area considering the spatial
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relationships of traffic flow at different adjacent locations is appropriate and necessary.

In this paper, an approach for the space-time modeling of traffic flow for urban roads is
proposed. The univariate autoregressive integrated moving average (ARIMA) model, which
has been implemented successfully in the traffic flow forecasting problem [4], [5], is extended.
A space-time autoregressive integrated moving average (space-time ARIMA, or STARIMA)
model is introduced in this paper to develop a multivariate yet computational efficient
approach taking into account the physical space-time relationships for detector locations.
Some practical considerations and specifications for urban traffic network are discussed.

Il. METHODS FOR SHORT-TERM TRAFFIC FORECASTING

Forecast implies prediction of future events and conditions [6], and forecasting of traffic
conditions in the near future is essential in the applications of traffic management and control
in Intelligent Transportation Systems. A wide variety of short-term traffic forecasting
problems have been investigated during past decades, and the scopes of them were diverse [7].
For the purpose of traffic management in urban arterials, models to understand the traffic for a
wide area of the network are particularly necessary. The exploitation of multivariate time
series techniques may provide better insight and interpretation of the hidden relationships.
The modelling of spatial-temporal domain of traffic data has been receiving attention recently.
Yue and Yeh [2] investigated the spatio-temporal dependency of traffic flow, and identified
that the cross-correlation and time lags between stations would be different for different time
period (e.g. morning period, evening period and off-peak) and traffic conditions. Cheng et al.
[3] also obtained similar conclusions with an empirical investigation using London's road
network data, and they concluded that spatio-temporal network autocorrelation structure
should be dynamic and heterogeneous in both space and time.

I1l. THEORETICAL BACKGROUND

The space-time autoregressive integrated moving average (STARIMA) model is
characterized with the autoregressive and moving average forms of multiple time series
lagged in both space and time to incorporate the spatial correlations of the time series data [8].
It can be viewed as a special case of the vector ARMA (VARMA) model. VARMA is a
multivariate version of ARMA, and supposes a general relationship of dependences between
multiple time series [9]. It requires estimation of covariance matrix of the time series, and
therefore the number of parameters to be estimated is a multiple of the square of the time
series number. When the number of time series is large, it is generally difficult to calibrate a
VARMA model in real applications.

STARIMA assumes a restricted form of the covariance matrix by specifying a spatial
dependence structure of the time series measured over a space, and the number of coefficients
in the model can be reduced. This is an appropriate assumption for the traffic measurements in
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an urban road network, because traffic at a site is influenced by upstream and nearby traffic
conditions.

A. Network specification

Assume that z(t),i=12,..,N are N time series data which are stationary or made
stationary by differencing transformation, and z(t)is the corresponding Nx1 vector. Let L0
be the spatial lag operator of order I, defined as

L9%(t)=z(t) (1)

Lz(t)= iw.(.')zj(t) for | >0 )

ij
j=1
in which wi(j" are a set of weightings capturing the spatial dependencies of how the time

series data collected at location i is affected by location j at spatial order I. The spatial order
accounts for the hierarchical structure, such that nearer neighbors have stronger effects than
neighbors farther away. The setting of weightings have to satisfy the condition that

iwﬁ.‘)=1,w,| (3)

]
j=1

for those locations with neighbors, in which w{" is nonzero if locations i and j are correlated

at the 1" order, or zero otherwise. The specification of w{’ can be symmetric [8] or

asymmetric [10]. A simple guideline is to set

(4)

o _ JUNDL vieNY
W = .
0, otherwise

where Ni(') is the neighbor set of location i at spatial order I, and ‘Ni(')‘ is the corresponding

number of elements in the set.

B. Model formulation

------

My

P A q
Z; (t) = ZZ(’% L(I)Zi (t - k)_ Zzgkl L(I)gi (t - k)"‘ & (t) (5)
k=1 1=0 k=1 1=0
where p is the autoregressive order, g is the moving average order, A, is the spatial order of
the k" autoregressive term, m, is the spatial order of the k™ moving average term, ¢, and

6, are the corresponding AR and MA parameters to be estimated, and &, (t) is the error
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term.

Define W) as an N x N square matrix corresponding to the weighting elements wi(j'),

such that L@z(t)=z(t)and L"z(t)= W"(t)for 1 >0, then (11) can be formulated in the
vector form

B W"2(t k) Zq:iak,w k)+e(t) (6)

k=1 1=0

N

i
k=1

C. Modeling procedure

N
o

The modeling procedure of STARIMA is iterative between model identification, model
estimation and diagnostic checking. Model identification is to determine the suitable temporal

orders (p,q) and the corresponding spatial orders (i, 4,..., A,;my, my,....my ). Examining

the space-time sample autocorrelations and space-time sample partial autocorrelations of the
time series is a procedure to identify the appropriate orders.

As mentioned in [11], there are different definitions of autocorrelation and partial
correlation functions for space-time modeling. For space-time autocorrelation with constant
variances at all spatial lags, [8] suggested that the formulation of space-time autocorrelation
between 1™and k™ order neighbors at time lag s can be given by

)= 7/|k( )
A= 6) 7 O ®

inwhich y,(s) is the space-time covariance function, defined as

7|k :_E{ZL +5)} (8)
The sample estimates of (14) can be calculated by

7|k ZZ( Dz '[—l—S)) )

Iltl

Substituting (7), (8) and (15) mto (13), the sample estimates of the space-time autocorrelation
for spatial order | and time lag s (for k = 0) can be calculated as

iT S(ZW&')zj(t)-zi(Hs)J
~ T i=1 t=1
p(s) = T _s 172
[ZZ(ZW.' J zzc.a»ﬂ
i=1 t=1\ j=1 i=1 t=1 (10)

The space-time partial autocorrelation does not have a closed form formulation, and its
determination is not straight forward. It can be derived from the general form of STAR model

(i.e. a model with g = 0) with transformation [8]. A STAR model with order k in time and
A=A inspace can be expressed as



k 2
2(t)=3.> W2t - j)+lt) (11)
which can be reduced to its the space-time version of Yule-Walker equations

7’h0 ZZ%M (12)

j=11=0

for s=12,..,.k and h=0,1,...,4. To solve (18), one can replace the covariance with its
sample estimates in (15) and estimate the coefficients by successively fitting. Alternatively,
the STAR model can be viewed as a special case of Vector autoregressive (VAR) model,
which can be solved in statistical software packages. Practically, the data set matrices need to
be reshaped into suitable vector form, such that the data at different spatial lag represent a
different time series. SAS [12] can derive the partial correlations of multivariate time series
based on the definition in [13], and also offers other information for tentative order selection,
such as partial autoregressive and partial canonical correlation.

Once a tentative model is identified, the parameters can be estimated by minimizing the
non-linear equation

Zp:i%w(')z(t—k)—zq: 3 6, W"e(t —k)(13)

k=1 1=0 k=1 1=0
It is noted that in the evaluation of (19), the calculations of the first few equations with t<k
require the time series data before t=1, which is not available. A remedy is to replace z(t)
and e(t) by zerofor t<1;or one can ignore the first few equations in the estimation process.

The adequacy of the estimated model will then be evaluated with a diagnostic checking

process. If the data are represented adequately, the residuals of the fitted model should be
white noise, recognized by the sample space-time autocorrelations and partials of the
residuals to be effectively zero. Otherwise, if the residual correlations show a structure that is
similar to the identification process, and this pattern can be helpful in updating the candidate
model by identifying new parameters to be included. Furthermore, estimated parameters
which are statistically insignificant should be considered to be removed, and the model should
be represented with a minimum number of parameters. For any model fine-tuning, the overall
procedure is iterated back to the model identification and estimation for an updated tentative
model.

IVV. NUMERICAL EXAMPLE

A. Data collection

To model traffic flow forecasting for urban arterials, we selected a study area of 5 km by 4
km in Taipei city, Taiwan, and traffic data from 24 vehicle detectors for the westbound traffic
were collected. The study area and locations of the sites are displayed in Fig. 1, and the VD
No. and the corresponding Station ID are shown in Table I. The attributes of the detectors are
available in the webpage of the traffic control center of Taipei city
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(http://tms.bote.taipei.gov.tw/). Traffic data, including traffic volume, speed and occupancy,
were recorded every 5 minutes. Since there are traffic signals in the urban area with cycle
length of approximately three minutes, the variability of the traffic flow within a short time is
strong. Therefore, the 5-min data are aggregated into 15-min intervals in the analysis, and
there are 96 observations each day.

Data sets were collected since 29" June 2009 for four weeks, and the data shows daily and
weekly seasonal pattern. The data of the first nine days are used for estimation of the model
parameters, and the data of the following day are used for validation and demonstration of the
model forecasting performances. As the proposed models require that the data to be no
missing, occasional missing values are interpolated with the immediate before and after
values in the time series.

B. Modeling with Seasonal ARIMA

A prior study [14] by the authors using the same set of data determined that (2, 0, 1)x(0, 1,
1)gs is a better model with smaller estimation and forecasting discrepancies, and the resultant
model is a linear recursive estimator

yt = VYo T ¢l(yy—l ~Yior )+ ¢2 (yy—2 - yt—98)

(14)
-0, — ‘9(96)5t—96 + 019(96)€t—97

where y, and vy, are the forecasted and observed flow values at time t.

C. Modeling with STARIMA

Traffic characteristics and network topology are incorporated into the spatial modeling by
defining a hierarchical structure for the neighboring relationships of the locations of the
detectors. The first order and second order neighbors for each detector are defined in Table I,
and the corresponding weighting matrices are determined with (10). To identify the tentative
model, we examine the pattern of the space-time sample autocorrelations and partial
autocorrelations, which are calculated as in Table Il. The sample autocorrelations indicate that
there is a spike at spatial lag 0 and temporal lag 96 for the seasonal order. At the non-seasonal
level, the magnitudes of values seem to be large at time lag 2 for spatial lags 0. The
corresponding moving average terms are included in the model tentatively. The sample partial
autocorrelations also indicate that there is a spike at spatial lag 0 and temporal lag 96 for the
seasonal order and a cut off at time lag 2 for the non-seasonal order, and we include these
terms in the autoregressive part.

Various combinations of the parameters are experimented, and it is an iterative process to
identify, estimate and reformulate the model. The final model is

Z(t) = ¢10Z(t _1)"‘ ¢ZOZ(t - 2)"’ ¢11VV(1)Z(t _1)

+ 4, Wz(t —2)—- 0,¢(t - 2) (15)
- 9(96)08(t —96)+¢(t)



and the estimated parameters are displayed in Table Il111l. The p-values of all parameters are
less than 0.01, indicating that the selected model is suitable to describe the data. The
space-time autocorrelations and partial autocorrelations of the residuals are insignificant.
Therefore, the final model passes the diagnostic checking.

In the final model, the estimated parameters show a desired structure. The chosen
parameters are quite similar to the seasonal ARIMA, with AR terms at non-seasonal level and
MA terms at both non-seasonal and seasonal level. For traffic flow forecasting, it is
reasonable to expect AR terms with spatial lags because traffic flows progress from upstream
to downstream, whereas the MA terms have no spatial lag since the errors are not transferred
between measurement sites. Furthermore, at spatial lag 0, the coefficients of the AR terms are
decreasing over the time lag. For spatial lag 1, ¢, is significant and ¢,, is insignificant,
implying that the traffic at a location is affected by its close neighbors at a shorter time lag. In
contrast, for spatial lag 2, ¢, is insignificant and ¢,, is significant, and it means that the
effect due to the neighbors further apart appears at a longer time lag. In addition, ¢, has a
higher value than ¢,,, as neighbors closer in space and time should have a stronger effect
than neighbors further away in space and time. Since the parameters are meaningful, we
conclude that the selected model is suitable to describe the data and will be used for the
forecasting purpose.

D. Forecasting and Comparisons

We compare the forecasting performances of the ARIMA and STARIMA models. The
discrepancies between the modeled and observed time series are measured by Root Mean
Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). The data of one day (i.e.
96 observations) are used for the validation purpose. Selected time series (VD Nos.1 — 6) are
compared in Fig. 2. In overall, the forecasting ability of STARIMA model is comparable to
and better than that of the univariate ARIMA models. The average RMSE and MAPE are
40.88 (veh./15 mins) and 15.83% respectively for the STARIMA model, which are reasonably
good for urban traffic forecasting (and the MAPE is 11.91% if we evaluate the 6am-6pm time
intervals).

V. CONCLUSIONS AND RECOMMENDATIONS

In this paper, a space-time and multivariate technique is introduced to model the spatial and
temporal dependences of traffic flows at different locations in an urban network. The
space-time autoregressive integrated moving average (STARIMA) model, which is an
extension of the univariate ARIMA model, is proposed and the solution approach is described.
As compared to the ARIMA model, the advantage of STARIMA is that the traffic conditions
of various locations in the network which are expected to exhibit spatial relationships can be
formulated as a single model. The final model shows a relative simple structure and offers a
large reduction in the number of parameters to be estimated.
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Fig. 1.  Locations of the vehicle detectors in the study area in Taipei city, Taiwan
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Fig. 2.  Observed traffic flow and the forecasting using seasonal ARIMA and Space-time
ARIMA

Table |
Spatial neighboring relationships of the vehicle detectors
2nd
No. | Station ID | 1storder order No. | Station ID | 1storder | 2nd order
1 | VMTG520 |2 6 13 | VJTJ960 14,15 16




2 | VMXH820 | 3 6 14 | VKLLH20 | 15,16 9
3 | VMZL960 | 4,5 9 15 | VKRMS820 | 16 -
4 | VMZLI20 |5 - 16 | VKWNV20 | - -
5 | VMYNB820 | - - 17 | VKLGD20 | 18 11
6 | VMFIG20 |78 9 18 | VKAHN20 | - 13,19
7 | VMDL820 | 8,9 3 19 | VIRHZ20 | 20,21 22
8 | VMEKDOO | 9 3,14 20 | VIPIZ60 21,22 23
9 | VMDLS800 | - 4,15 21 | VIPJA20 22,23 24
10 | VMT7FI6O | - 1,11 22 | VINKW20 | 23,24 -
11 | VLKGF40 |12 6 23 | VINLD61 |24 -
12 | VLGGY6O0 | - 6 24 | VINM760 | - -
Table 11

Space-time autocorrelations and partial autocorrelations of the differenced time series

Space-time autocorrelations Space-time partial autocorrelations
Time lag Spatial lag (1) Time Spatial lag (1)
(s) 0 1 2 lag (s) 0 1 2
1 0.2403 | 0.0714 | 0.0320 1 0.2349 | 0.0067 | 0.0132
2 0.1418 | 0.0796 | 0.0135 2 0.0807 | 0.0433 | -0.0077
3 0.0271 | 0.0095 | 0.0045 3 -0.0245 | -0.0197 | -0.0011
4 0.0666 | 0.0559 | 0.0072 4 0.0521 | 0.0366 | -0.0009
96 -0.4097 | -0.0975 | -0.0078 96 -0.3901 | 0.0147 | 0.0198
Table 11

Estimated parameters of the final STARIMA model

Parameter | Estimate Std. t-value | p-value
Error
Pro 0.2576 | 0.0057 | 45.43 | <.0001
P 0.0295 | 0.0073 4.05 <.0001
Pyo 0.0294 | 0.0094 3.14 0.0018
/. 0.0200 | 0.0068 2.95 0.0033
(7 0.0312 | 0.0074 4.22 <.0001
Oy -0.6655 | 0.0046 | -143.42 | <.0001

10




A REE NG o TR

T

NSC 99 - 2221 - E - 009 - 094

s

el e R B o8 L R IR T A 1R

N4 R
PRALPS M2 BAE

R BN R A R YR

§ R 2 B

11-14 December 2010, Hong Kong

§k oA

The 15" International Conference of the Hong Kong Society for Transportation
Studies (HKSTYS)

WA AL

Short-term traffic flow forecasting for urban roads using Space-time ARIMA

§RPET S B

15-17 December 2010, Hong Kong

¢ & LA

The First International Conference on Sustainable Urbanization (ICSU)

FERwmT AP

On the path towards sustainable transportation for gaming-led tourism city: the
case of Macao

EHET S

19-27 June 2011, Jeju, Korea

6ok o 4

The 9" Eastern Asia Society for Transportation Studies (EASTS)

FAhwmv AL

Modeling household car and motorcycle ownership: a case of Macao.

With the sponsorship of the National Science Council, | have attended the 15" International
Conference of the Hong Kong Society for Transportation Studies (HKSTS) and the First
International Conference on Sustainable Urbanization (ICSU) in Hong Kong. The two
conferences are back-to-back, and HKSTS is the annual international conference in the
transportation area. The papers were presented in the conference.

| have also attended the The 9th Eastern Asia Society for Transportation Studies (EASTS)

conference in Jeju,

Korea for paper presentation. This biennium conference is a main

gathering of academics from Asian countries. Participants were mainly from Taiwan, Japan,
Korea, China, Hong Kong, Thailand, Indonesia etc. It was a good chance to meet people for
discussions, and the discussions with experts in the area have sharpened my idea in research.
Extended version of the paper has been submitted for possible journal publication and is
currently under review.

Copies of the abstracts are attached for reference.

Publications:

1. Wong, K.I. and Hsieh, Ya-Chen (2010) Short-term traffic flow forecasting for urban roads
using Space-time ARIMA. In Proceedings of the 15the International Conference of Hong
Kong Society for Transportation Studies (HKSTS), 11-14 December, Hong Kong.

Wan, I.M. and Wong, K.I. (2010) On the path towards sustainable transportation for




gaming-led tourism city: the case of Macao. In Proceedings of the First International
Conference on Sustainable Urbanization (ICSU), 15-17 December, Hong Kong.

3. Wong, K.l. and Lin, Hung-Ling (2011) Modeling household car and motorcycle
ownership: a case of Macao. In Proceedings of the Eastern Asia Society for
Transportation Studies, Vol.8, 19-23 June, Jeju, Korea.



SHORT-TERM TRAFFIC FLOW FORECASTING FOR URBAN ROADS USING SPACE-
TIME ARIMA

K.I. WONG® and YA-CHEN HSIEH"
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National Chiao Tung University, Taiwan
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ABSTRACT

With the development of technologies in telemetric, the interests and applications of Intelligent
Transportation Systems (ITS) have been growing in the recent years. The applications in Advanced
Traveler Information System (ATIS) and Advanced Traffic Management Aystem (ATMS) require the
forecasting of traffic pattern to the near future. In contrast to the strategic models which predict over a
period of month or year for long-term planning purposes, short-term models forecast traffic conditions
within a day or a few hours that capture the dynamics of traffic, and are suitable for traffic
management and information systems.

A wide variety of short-term traffic forecasting problems have been investigated during past decades.
An earlier comprehensive overview was given by Vlahogianni et al. (2004). Usage of input data would
separate the forecasting techniques into univariate and multivariate approaches (Makridakis and
Wheelwright, 1978). Univariate methods assumed that utilizing the historical time series data of a
single variable is sufficient to detect the basic pattern for forecasting. Among the univariate models,
autoregressive integrated moving average (ARIMA) model has been successfully applied in many
areas and proved for its advantages over some other forecasting methods (Williams et al., 1998; Smith
et al., 2002). Multivariate methods assumed there exists some relationships between two or more
variables, and this pattern or trend can be extrapolated into the future (Stathopoulos and Karlaftis,
2003). This approach enables the modeling of the relationship of traffic measurements at different
locations.

The modelling of spatial-temporal domain of traffic data in urban area has been receiving attention in
the recent years. Yang (2006) developed a spatial-temporal Kalman filter (STKF) forecasting model to
compare with ARIMA and neural network (NN). An adaptive forecasting model selection strategy was
proposed, which selects STKF with real-time data, but switch to use historical average method if real-
time data was not available. Ghosh et al. (2009) proposed a structural time-series model methodology,
which considers explicitly the trend, seasonal, cyclical, and calendar variations of traffic pattern, with
the model flexibility that the immediate upstream junctions can be incorporated in the model as
explanatory variables for the downstream predictions.

In this paper, the space-time ARIMA (STARIMA) is used to investigate the spatial-temporal
relationship and forecasting of urban traffic flow. Following the successful implements of ARIMA in
the single location traffic prediction, a natural extension is to develop the multivariate version of the
model with spatial-temporal domain. The space-time ARIMA model was firstly proposed by Pfeifer
and Deutsch (1980), and is characterized by the autoregressive and moving average forms of several
univariate time series lagged in both space and time. As compared to the ARIMA model, the
calibrated model of STARIMA has the advantage with its small number of parameters, requiring
fulfillment of rigorous statistical tests. A case study using the traffic data from 24 vehicle detectors in
Taipei city, Taiwan are used to illustrate the performance of the model, and it is shown that
STARIMA model are suitable for traffic flows forecasting in urban area.

Keywords: Urban traffic flow, short-term forecasting, ARIMA, Space-Time ARIMA.
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On the path towards sustainable transportation for gaming-led tourism city:
The case of Macao
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ABSTRACT

As one of the two special administrative regions of China, Macao is a gaming-led tourism city owing to its
unique city profile. Macao has rich historic buildings and monuments, and the historic center was awarded
‘World Cultural Heritage’ by the United Nations Educational, Scientific and Cultural Organization in 2005.
Since reunification with China in 1999, the Macao Government has defined gaming sector as their long term
economic development direction and has deregulated the monopoly of the gaming industry in 2002. This
strategy has successfully boosted the tourism as well as the economics in the city. However, the transportation
system does not catch up with the increasing demand from both citizens and visitors, and the mobility of people
within the city is of increasing concern. Notably, casinos and gaming groups provided their own transportation
service — free shuttle services between selected locations — to compete between each other. This solves part of
the transportation problem for visitors but also damages the accessibility of many local residents in various ways.

Recently, the Government has announced the first ten-year land transport policy consultation paper for defining
goals towards sustainable transportation development for the next decade. In this study, an overview of
transportation system of Macao will be carried out through the assessment of urban development, land use and
tourism. The impacts of city development and the possible directions for sustainable transportation of the city
will be discussed. The unique experience for a tourism oriented city for developing transport sustainability will
be critically examined.

KEYWORDS

Gaming, Heritage, Macao, Sustainable Transportation, Tourism



Modeling Household Car and Motorcycle Ownership: A Case of Macao
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Abstract: Reducing the private vehicle ownership and usage is one of the key challenges in
the development of a sustainable transportation system. However, to evaluate the
effectiveness of a policy, it is necessary to understand the factors that influence the
preferences and behavior of travelers. In this paper, the characteristics of household vehicle
ownership level for cars and motorcycles in Macao are investigated. A discrete choice
approach is used to estimate the number of vehicles that a household would own using
disaggregate household survey data. The result suggests that income has positive effect on
both car and motorcycle ownership. Car ownership level is higher at lower population density
at residential location, whereas motorcycle is more popular at high population density area.

Key Words: Car ownership, Motorcycle ownership, Discrete choice models
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