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ABSTRACT
MPEG-21 provides a solution named as
Universal Multimedia Access (UMA) for
constructing a multimedia content delivery and
rights management framework. Based on the
concepts of UMA, we build a smplified UMA
model on Internet. In this model, the source
video with embedded watermark is encoded and
saved as FGS bitstreams. The video features
like motion vectors are recorded in MPEG-7
descriptors. To support video contents of
different formats, we adopt a transcoder to
convert the bitstream from FGS format to a
format that fits with the terminal capability.

Moreover, the database is managed by
following the MPEG-7 syntax.
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|. Introduction

Recently, multimedia technology provides
the different players in the multimedia value
and deivery chain with an excess of
information and  services. Access to
information and services can be provided with
ubiquitous terminals and networks from almost
anywhere at anytime. However, no solution
enables all the heterogeneous communities to
interact and interoperate with one another so
far.

MPEG-21 provides a solution named as
Universal Multimedia Access (UMA) [1]. The
major aim is to define a description of how
these various elements such as network,
terminal, user preference, and natura
environments, etc. can fit together. It defines a
multimedia framework to enable transparent
and augmented use of multimedia resources
across a wide range of networks and devices
employed by different = communities.
Additionally, it allows content adaptation
according to terminal capability.

[1. Multimedia Content Delivery and Rights
Management Framework

The basic idea of the UMA is to find
effective negotiation approaches of al
heterogeneous communities. The key issue of
UMA is how to deliver abundant multimedia
contents to any user amost anywhere at
anytime. When delivering the digital contents,
rights management is very important for
protecting the intellectual properties, since the
progress of digital technology has facilitated the
reproduction and retransmission of multimedia
data. Thus, we first introduce the concepts of
multimedia content delivery and rights
management (MCD&RM) under the UMA
framework using an IMPRIMATUR model [6].
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Figure 1. Representative diagram of the IMPRIMATUR framework.

Following this model, we try to construct a
MCD&RM framework on Internet.

A. European IMPRIMATUR model

European Commission-funded
IMPRIMATUR business model in an e
commerce trading environment can provide the
conceptual framework to develop a prototype
ERMS (Electronic Rights Management
System). Additionally, it is designed to embrace
a complete ERM S within which digital content,
payment mechanisms and rights management
must fully comply with the requirements of an
electronic trading architecture. As to the rights
management, each of the basic building blocks
represents a fundamental activity in the trading
of intellectual property rights (IPRs) and is
necessary for one or more aspect of trading to
take place. For example, the basic building
blocks of conceptual business architecture
defined within the IMPRIMATUR Business
Architecture are summarized in the following.

Creator means the creation of information
and IPRs. Creation Provider makes creation
available for commercial exploitation. Media
Distributor distributes creation. Right Holder is
the holder of IPRs. IPR Database retains current
information on IPR ownership and restrictions.
Consequently, Purchaser can acquire the
information from Media Distributor and IPR
Database. Monitoring Service Provider checks
legal or illegal use of information. Certification
Authority will authenticates users (media
distributors, purchasers). Unique Number Issuer
provides a unique number for creation or a
mechanism for uniquely identifying Digital
Items. Bank facilitates payments. These basic

building blocks, their relationships and
transactions can be expressed in many ways.
The Figure 1 diagram is just one example of the
manner in which it may be represented.

B. The proposed architecture

For achieving UMA, we propose a video
server that contains the key modules described
in MPEG-21 [1]. In this model, we combine the
tools as referred to MPEG-4 Fine Granularity
Scalability (FGS) [2], MPEG-4 Simple Profile
[3], MPEG-7 [4], Digital Watermarking
techniques [5], and Internet protocols. The
proposed architecture consists of seven modules
as shown in Figure 2(a). The details of each
modul e are described in the following.

1) Video Input

The source video is inputted from the image
acquisition device and saved in a digital form
like YUV or RGS formats.

2) Feature Extractor

It exploits the important features of video
signals. The features like motion vectors are
stored in the MEGP-7 Database for advanced
processing.

3) FGS Bitstream Archive

Each video signal is encoded as FGS
bitstreams and stored in mass storages. When
any request from users, the server will send
bitstreams directly to the terminals, or pass
them through the Transcoder when format
CoNversion is necessary.

4) MPEG-7 Database:

The video contents are indexed and retrieved
with the approaches as referred to MPEG-7
standard. In addition, the recorded information
such as motion vectors of each video signal can
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Figure 2. Illustration of the proposed multimedia content delivery and rights management
architecture, which adopts the tools defined in various existing MPEG standards and Internet
protocols. Figure (b) isthe simplified model for the system in Figure (a).

speed up the transcoding when it is necessary to
convert the bitstream format priori to delivery.
5) Real-time Transcoder:

The transcoding depends on the channel
conditions, terminal capabilities, and video
content features. When justifying the
transmission conditions, the server will ask the
transcoder for converting the archived FGS
bitstreams into the other bitstreams with
specified formats, sizes, and qualities in an
adaptive manner.

6) Channel Monitor:

It accepts feedback information from the
terminals and also estimates the characteristics
of channels, which mean the round-trip time,
packet lost ratio, bit error rate, and bandwidth.
All obtainable information is passed to the
server for adapting the content delivery.

7) Terminas:

Priori to receiving the bitstream, the terminal
exchanges its capabilities with the server.
Consequently, the terminals receive and
reconstruct the demanded video signals.

Thus in our framework, the source video is
encoded and archived as FGS bitstreams, which
can provide various QoS service like SNR
scalable video coding schemes [2]. With the
FGS bitstreams saved in FGS BitStream
Archive module and the retrieval features of
each bitstream in MPEG-7 Database, the
proposed MCD&RM system can serves
heterogeneous terminas through the Internet.
Moreover, according to Internet and Terminal
devices capabilities, the Channel Monitor can
adapt the different resourcesto each Terminal.

C. Digital Watermarking on |PMP
Digital Watermarks are methods for secretly
and imperceptibly embedding signal of certain

characterigtics into the media of interest. People
can apply the watermarks and thus marks the
host signal as being its intellectual property.
When there is any argument about data
ownership, the product owner is the only one
that can detect the watermark and thus prove his
ownership on the data. In order for a digita
watermark to be effective and practical, it
should possess such properties as the
imperceptibility, security, and robustness. This
is for the least possibility to remove or detect
the watermarks even for those who know the
principle of embedding agorithm, or
unauthorized  distribution  with  common
manipulations, like lossy compression, filtering,
cropping, and resampling, etc.[4].

An example of digital watermarking is to
embed the data into the LSB bit of the motion
vectors fields for each video bitstream. The
hiding in the motion vector indicates to an
dteration of 1 pixe of it. Based on this
approach, we embed the watermark into each
block that is selected in a predefined and secure
way. The embedded data within the specified
motion vector fields can be extracted back when
authenticating some video sequences from
Internet. If the watermark is recognized to in
most probably equal to what is embedded
before, we can use that to show the ownership
of the sequences.

Hiding data in the motion vector fields is
compatible with source encoders and needs no
overhead for transmission, but its security and
robustness are very weak due to the motion
vectors can be removed by re-encoding the
watermarked bitstream. Thus, we are looking
for an improved watermarking technique for
digital video.
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Figure 3. PSNR versus bitrates of the Y component for each video sequence, where ‘ME’ means the
motion vectors derived from Full Search and ‘MVD’ means the motion vectors from MPEG-7 motion

descriptors.

[1l. System Simulations

To demonstrate the performance of our
proposed MCD&RM architecture in Figure
2(a), we build a simulated end-to-end model as
shown in Figure 2(b). In the simulated model,
each sequence is pre-encoded and stored in the
FGS Bitstream Archive. Where the video
sequences, caled as Foreman, Akiyo, and
News, arein CIF and YUV format. Moreover,
we assume the terminals demand the MPEG-4
Simple Profile bitstreams that the transcoder
needs to convert the FGS bitstream into the
MPEG-4 bitstream [3] before sending the
video signalsto the terminals.

Figure 3 demonstrates coding efficiency of
the simulated model based on applying various
motion vectors in transcoding. For a given
bitrate, the experimental results show that the
transcoded MPEG-4 bitstreams employing the
MPEG-7 motion descriptors have almost the
same performance as those using the motion
vectors obtained by Full Search. Thus, with the
MPEG-7 motion descriptors, we can reduce the
computational cost of the transcoder by about
50% without significant loss.

Figure 3 aso compares the system
performance under bandwidth variations. When
the original video signals are available, the
coding efficiency at every given bitrate is
optimal, which isindicated as * Original+ME’ in
the figures. When the available bandwidth
between the FGS archive and transcoder
decreases, the reconstructed video qualities of
MPEG-4 bitstreams are reduced. For fast
motion sequences like Foreman and Container,
the loss of PSNR is about 0~7 dB. While the
lossis about 2~10 dB for slow motion sequence
such as News. Thus, we will continue to figure
out transmission rules that can transfer the

maximal amounts of the FGS bitstream to the
transcoder to serve the MPEG-4 bistream of
high quality.

In this report, we demonstrate several key
modules in our proposed MCD system based on
a simulated system. The study of the remaining
issues, for example, the handling of the network
fluctuation, supports of the transcoding formats,
traffic monitoring and flow management, and
multicast streaming of video, etc., for
accomplishing this system on the real Internet is
in progress for the remaining two years for this
program.
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