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The goal of subproject 1 is to provide the medium access control mechanism and
connectivity support for vehicle ad-hoc networks.

The extension of wireless technology, vehicular ad hoc network provides general data
transmission services and emergency warning services. To rescue more drivers from being
involved in an emergency event on the road, fast emergency message propagation is an important
issue. There are two types of broadcasting forwarder selection scheme, known as sender-oriented
schemes and receiver-oriented schemes. The former maintains neighboring information to choose
the best forwarder before broadcasting the message while the later distributed elects the
forwarders. To solve the problem of high overhead in sender-oriented scheme and long delay in
receiver-oriented scheme, we proposed a vehicle-density-based emergency broadcast (VDEB)
scheme in this project.

On the other hand, the development of electron tolling collection (ETC) system is the
tendency in many countries, which is primarily based on the dedicated short range
communication (DSRC). There are several techniques that can be employed to realize the DSRC.
In particular, the wireless access for vehicular environment (WAVE) provides multi-channel
access to enable reliable and fast communication in vehicular network. For this reason, we intend
to develop a multi-lane free-flow ETC system based on the multi-channel character of the

WAVE/DSRC.

Keywords: Vehicle Ad-Hoc Network, Emergency Message Broadcasting, ETC.
Multi-channel
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An Upper Bound of the Throughput for Multi-Radio Wireless M esh Networ ks'

Rong-Hong Jan? Shu-Ying Huang*and Chu-Fu Wang

Abstract — This paper focuses on how to determine an
upper bound of maximum throughput from mesh clients to the
Internet (or from the Internet to mesh clients) for multi-radio
Wireless Mesh Networks (WMNs) under an interference-free
assumption. In the case of the number of channels for
assignment being high enough in a multi-radio WMN to meet
the interference-free assumption, then the resulting solution
can provide the basis for channel assignment and routing to
achieve optimal throughput.

Index Terms - Multi-radio wireless mesh networks, Maxi-
mum flow problem, Throughput.

I. INTRODUCTION

Multi-radio WMNs are the most promising networking
technology recently to extend last-mile broadband Internet ac-
cess. Due to the fact that a multi-radio WMN contains no wired
infrastructure within its serving field, it has a low cost of de-
ployment and maintenance. It is therefore attractive to several
wireless network applications, e.g., wireless last mile access of
ISPs, broadband home networking, community and neighbor-
hood networks, enterprise networking, building automation,
and so on [1]. A multi-radio WMN consists of mesh routers
and mesh clients where mesh routers have minimal mobility
and form the wireless backbone through wireless links. Other
than their routing functionality, mesh routers provide additional
functions to support mesh networking. With access point func-
tionality, mesh routers can provide network access for mesh
clients within their coverage area. With gateway functionality,
mesh routers can connect to the wired Internet. Mesh routers
can thus be classified into three types, i.e., pure routers, mesh
gateways, and mesh APs (see Fig. 1(a)). Each mesh router
is equipped with multiple radio interfaces for effective use of
available orthogonal channels. Thus, they can reduce wireless
interference and increase network throughput [2]. Two of the
most challenging research issues in multi-radio WMNs are the
channel assignment and the routing problems, which are usu-
ally coupled together to maximize network throughput. The
channel assignment problem determines the connectivity be-
tween nodes, thus the network topology of the WMN is then
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(a)

(b)

Figure 1. An example for illustrating the problem formula-
tion in multi-radio WMNs.

determined. Based on the resulting network topology, routing
decisions can also be made. However, in order to achieve better
results, these two optimization problems should be considered
jointly, not sequentially [3]. Unfortunately, the joint problem
of finding optimal throughput is NP-hard [4].

In this paper, we want to find an upper bound of the through-
put for multi-radio WMNs. More precisely, our problemis that,
given the deployment of mesh routers and the number of radio
interfaces of each mesh router, we want to find the maximum
flow from mesh clients to the wired Internet or from the wired
Internet to the mesh clients under an interference-free assump-
tion. Since these two cases are symmetric, we only consider
the previous case in this paper.

I1. PROBLEM DEFINITION

The sets of the pure routers, the mesh gateways and the mesh
APs are denoted as Vp, Vi, and Vy, respectively. The net-
work model for finding the maximum throughput from mesh
clients to the wired Internet in the multi-radio WMN under
an interference-free assumption can be modeled as a directed
graph G = (V, E), called the communication graph, where V/
is a set of nodes containing all mesh routers plus a source s and
asink ¢; thatis V. = Vp U Vg U V4 U {s,t}. The source s
represents all mesh clients, and the sink ¢ represents the wired
Internet. Given any two mesh routers, if the distance between
them is less than the transmission radius (we assume that all
interfaces have identical transmission radii), there are two di-
rected edges with opposite directions between them. We add an
edge from s to every mesh AP and also add an edge from every



mesh gateway to ¢ (the corresponding communication graph of
Fig. 1(a) is shown in Fig. 1(b)). Now, we will formulate the
maximum throughput problem of a multi-radio WMN as a net-
work flow-like problem, called the Augmenting Network Flow
Problem (ANFP) in communication graph G.

Let RE be the number of backhaul interfaces equipped in
mesh router i for backbone communication, R be the number
of client interfaces of mesh AP i, ¢,, be the capacity of the
wired link and C be the channel capacity. Thus, the maximum
capacity of mesh router (mesh AP) 4 is equal to RZ x C (RY x
(), respectively. The edge capacity c,; for each edge (7, j) €
E can then be set as follows:
min{Rf, RP} x C,
RS x C,

CU}’

ifi,j eV —{st}
ifi=s,andj eV —{s,t}
ifieV —{s,t}andj =t

1)
The flow on G must satisfy two types of basic constraints, i.e.,
the edge capacity constraint and the node capacity constraint.
Let z;; denote the flow on edge (4, j). The edge capacity con-
straint ensures that the flow on each link cannot exceeded the
capacity of the edge and the property of flow conservation. For
the node capacity constraint on each mesh router, the sum of
incoming flows and the sum of outgoing flows must not exceed
its capacity, i.e., its backhaul interfaces multiplied by channel
capacity. Therefore, our problem ANFP can be mathematically
formulated as follows:

Cij =

Maximize f
Subject to
f, ifi=s
Zl‘zj—Zwki:{ 0, ifieV —{st} ,VieV (2
eV kev —f, ifi=t
0<wy <cy,Vi,jeV 3)
> ari+ Y wi; <RP xCVie Ve )
keV JEV
> wet 2i; <RP x C,¥i € Ve )
keV jev—{t}
mhi+ Y wiy <RP X CVi€Va )
keV—{s} jeEV

I11. PROBLEM TRANSFORMATION

In this section, we present how to transform the problem
ANFP into a maximum flow problem. Comparing problem
ANFP to the maximum flow problem, problem ANFP has ad-
ditional node capacity constraints (4)-(6). Our approach is to
transform each of the constraints (4)-(6) into a set of flow con-
servation constraints and edge capacity constraints using node
splitting on sets Vp, Viz, and V4, respectively. As shown in Fig.
2(a), we split each pure router node i € Vp into two connecting
nodes 7;, and i,,¢. Node i;, has an edge entering it for every
edge entering ¢, while node 7 ,,,; has an edge leaving it for every
edge leaving i. We call the resulting graph G’» = (V}, E) an
augmenting communication graph with pure router nodes split-
ting. The constraint (4) in ANFP can be rewritten as follows:

Zkevl‘jﬂ +Z icv Tij <R x C,Vi € Vp

= Zkev T + Zkev Ty < R x C,Vi € Vp (7)
(by constraint (2))

= ey ki < (RPxC)/2,Vie Vp

Let flow z; ,  on edge (z'q;n,z'(,ut) € E}, be > ey Thi- In-
equation (7) can be rewrittenas 2}, < (RP x C)/2,Vi €
Vp (an edge capacny constralnt) The flow xj . . can be
rewritten as G ious Zkev i = 0 (a flow conservation
constraint). And by constraint (2), the flow z; . can also be
rewritten as » ..y @i; — i, ;. ., = 0 (the flow conservation
constraint). Thus, constraint (4) can be replaced by two flow
conservation constraints and an edge capacity constraint. If we
set capacity of edge (iin, iout), Vi € Vp in G'» to (RE x C)/2
and set the other edges’ in G’ to ¢;;, then, we have the follow-
ing lemma.

Lemma 1. A flow meets the constraint (2)-(4) in G of the prob-
lem ANFP, which also meets the flow conservation constraints
and the edge capacity constraints in G'».

Now, we define the augmenting communication graph G/, =
(VL Eg,) with gateway router nodes splitting as follows. Each
mesh gateway node i in G is split into two connecting nodes
i;n and i,,:. The node i;, has an edge entering it for every
edge entering 7. The node i,,; has an edge leaving it for every
edge leaving 7 (see Fig. 2(b)). The constraint (5) in ANFP can
be rewritten as follows:

Ekev Tri + Ejevf{t} Tij < RqB x C,\Vi € Vg
= ZjEV Tij + (ZjEV Tij — xit) < RZB X C,VZ e Vo
(by constraint (2))
= Zjevxij < (RZBXC-F(IJ”)/2,VZ€VG
(8)
Note that z;; < min{cq;t,RZ—B x C}. Then, inequation (8)
can be rewritten as 3.y, xi; < (RE x C + mz’n{cit, RE x
C})/2 Vi € Va. Slmllarly, let flows 2} ;, = >, cy Thi
and z} , = x;. \We replace constraint (5) by a capacity con-

straint ) ;< (RP x C+min{cy, RP x C})/2,Vi € VG
and two flow conservation constraints » , ., Tx; — o
0 and x7/7717/0'uf o (m;outt + Zyevf{t} a:”) = Zkev Thi —

(zie + Zjevf{t} Tij) = D okev Thi — Zjev zy; = 0. |If
we set the capacity of the edge (i:n, tout), Vi € Vi in G to
(RE x O+ min{eci, RP x C})/2, and set the capacity of the
edge (iout,t) to min{c;,, RZ x C}, and set the other edges in
G, to ¢, then, we have the following lemma.

Lemma 2. A flow meets constraint (2)-(3) and (5) in G of the
problem ANFP, which also meets the flow conservation con-
straints and the edge capacity constraint in G'.

Similarly, constraint (6) can be transformed by two flow con-
servation constraints and a capacity constraint in the augment-
ing communication graph G’, = (V}, E’;) with mesh AP
router nodes splitting (see Fig. 2(c)). If we set the capac-
ity of the edge (iin,i0ut),Vi € Va in Gy to (RE x C +
min{cs;, RE x C})/2, and set the capacity of the edge (s, 4 :,)
to min{cs;, RP x C}, and set the other edges in G, to ¢;;, we
have the following lemma.

Lemma 3. A flow meets constraint (2)-(3) and (6) in G of the
problem ANFP, which also meets the flow conservation con-
straints and the edge capacity constraint in G’,.

Let Gpoa = (Viga, Epga) be the resulting augmenting
communication graph with vertex sets Vp, Vg, and V4 split-
ting. And let the capacity c;; of edge (i, ) in G'’p; 4 be the
values defined in Lemmas 1 3 (see Fig. 2). Then we have a



Figure 2. The illustration of nodes splitting.

network flow problem on graph G’5; ,. By Lemmas 1-3, we
have the following theorem.

Theorem 4. The problem ANFP in graph G can be trans-
formed into the network flow problem in G5 4.

IV. ANALYSIS

Now, we give the time complexity analysis for solving the
network flow problem in G, 4. Note that the cost of splitting
every mesh router ¢ into ¢, and ¢, to obtain Vi, 4 is O(|V]).
The cost of adding a new edge (i;n, i,4¢) and assigning its ca-
pacity, repeated |V| times, is also O(]V]). The total cost of this
construction is therefore O(]V|). Note that |V 4|) = 2|V|
and |Ebo 4| = |E] + |V, if we apply the Edmonds-Karp
algorithm to the graph G’ 4. Hence, the total cost of find-
ing a maximum flow in the original graph G = (V,E) is
O(IV]) + O(Vhgall Epaal?) = OCIVI(IE| + [V ])?).

On the other hand, we have conducted simulations to
demonstrate how tight the proposed throughput upper bound is.
In the simulations, we observe the gap between the throughput
upper bound (X g) and the solution values (the lower bounds)
found by two heuristic channel assignment algorithms, the
flow-based channel assignment (FBCA) algorithm and the ran-
dom channel assignment (RCA) algorithm, respectively. The
FBCA algorithm uses a greedy approach to assign channels. At
first, it ignores the channel interference constraint and performs
the maximum-flow algorithm on the communication graph G
to determine the possible total incoming load of each node.
Then, it assigns the remaining available channels to the inter-
faces of nodes one by one in non-increasing order of the load
value of each node. For the RCA algorithm, the channels are
randomly assigned to each node’s interfaces. The solution val-
ues found by the FBCA algorithm and the RCA algorithm are
denoted by X rpca and Xgcoa, respectively. In the simula-
tions, we consider an 8 x 8 grid network. For each topology,
we choose 30 mesh APs and 6 mesh gateways randomly. The
remaining nodes are pure routers. Each pure router (mesh gate-
way) is equipped with 2 (5, respectively) backhaul interfaces.
Each mesh AP is equipped with 2 backhaul interfaces and 1
client interface. The capacity of each channel is 10 Mbps and

. N
1000 /g O . 04 =
.

— (X X e Xy 1004

+—Xyp

N
-+ Xegcp +

5 10 15 2 5 10 15 20
Number of channels Number of channels

(a) (b)

Figure 3. Numerical results.

the capacity of the wired link is 100 Mbps. Fig. 3(a) shows the
effects of the number of channels on the network throughput.
Each data point in Fig. 3(a) is the average over the 1000 topolo-
gies. Note that Xppca and Xgrca can serve as the lower
bounds of the optimal throughput and X rpc 4 is better than
Xrcoa. Thus, the optimal throughput is guaranteed to fall be-
tween Xyp and Xppcoa. Fig. 3(b) shows the gap ratios of
the value X ¢ 4 to the upper bound Xy g where the gap ratio
is defined to be (XUB — XFBCA)/XUB x 100%. From Flg
3(b), we learn that the gap ratio is less than 10% if the number
of available channels is greater than 15. This means that our
proposed throughput upper bound X ¢y g is close to the optimal
throughput if the number of available channels is greater than
15.

V. CONCLUSION

In this paper, given the deployment of mesh routers and the
number of radio interfaces of each mesh router, we want to find
the maximum flow from mesh clients to the wired Internet un-
der an interference-free assumption. We define the maximum
throughput of the problem as an upper bound of the through-
put for the given wireless mesh network. The proposed prob-
lem is transformed into a maximum flow problem, and then the
problem can be solved by existing maximum flow algorithms.
Therefore, an upper bound of the throughput for the given wire-
less mesh network can be obtained in polynomial time.

References

[1] I. F Akyildiz, X. D. Wang, and W. L. Wang, "Wireless mesh networks:
a survey”, Computer Networks, vol. 47, pp. 445-487, 2005.

A. Raniwala, K. Gopalan, and T. C. Chiueh, "Centralized channel as-
signment and routing algorithms for multi-channel wireless mesh net-
works”, ACM SIGMOBILE Mobile Computing and Communications
Review, vol. 8, pp. 50-65, 2004.

J. Chen, S. He, Y. Sun, P. Thulasiramanz, and X. Shen, "Optimal flow
control for utility-lifetime tradeoff in wireless sensor networks”, Com-
puter Networks, vol. 53, pp. 3031-3041, 2009.

K. Jain, J. Padhye, V. N. Padmanabhan, and L. Qiu, "Impact of interfer-
ence on multi-hop wireless network performance”, in Proc. of the 9th
annual international conference on mobile computing and networking,
pp. 66-80, 2003.

[2]

[3]

[4]



A Real-time Traffic Estimation Protocol in VANET

Chih-Hsien Huang, Chia-Tai Tsai, Rong-Hong Jan, Chien Chen
Department of Computer Science,
National Chiao Tung University
Hsin Chu, Taiwan
{u9655523, tai, rhjan, cchen}@cs.nctu.edu.tw

#e
AEH T D FR R (Vehlcular
Ad Hoc Networks » VANET) » 3% 117 — @ &

PRI R R L5 ﬂr'ﬂf»iii-m
£ & 3+ T (Real-time Traffic Estimation Pro-
tocol » RTEP) - RTEP 1/ i+ % i & v (position
based forwarding) 5 ZA# - I | * % #4582
s Fiét(hello)* g ::zrg C et g 2 A aRiTEL o

Flpt o B Rl 7K IRiT 0 ey ¥ R B
i3 mﬁ F kN gtﬁ Wo g b - B R G
¥ @ (traffic value)szdg At Bo i b o 2 i BAE
5?"‘"‘_§$ﬁmf’f§’§x" ﬁ}i’lﬁ])\-&jﬁ@@]
FELELL R RRY B RFBLIADER
AL, & LT - R G EL T L gt
B RTEP tha s4 & » % MFH @R - ke
f6 o A r NS2 R R B LITF AP
RTEP »cit » % 2587 2 bl ind
# B R ARTAHET o RTEP ¥ 5 2 &0
HRES -

B 452 © Vehicular networks, Vehicle-to-Vehicle,
VANET
1§ 4
bR E LG ORRGE T FE

3| iE ﬁﬁ % i(lntelligent Transport Systems >
ITS) » b % SuBe 2k X 94 75 KB/ > eI
7 mif%i'l;ﬁ%],l‘* o AAR R OF A AE K
Aol PR R KR CERAR-F -
?g]’i*"'lzﬁﬁi%] FAGVER R H Y B R RER
#, (Vehicular Ad Hoc Networks » VANET ) i1
kI RF) A FehEAR AL §Jﬁ3¢:@¢q>¢u_
FF oo T A PLUR kB K,!rt TP RRIAEEHE R
(Roadside-to-Vehicle » R2V) s i 7 4 7 > iR
2% 3 @ 4m¥ 2 4m(Vehicle-to-Vehicle » V2V)
S BN o Aot T R D B AR R R e
* o@-ﬁ —fwwvzvm ﬁ" qlv,él__ﬁr.,
AAEER AR Foow WG AR TR
RN ﬁi,g * oo R A ,Fa—:uﬁ | B e g b
Liz%‘i*m Aok % 2ELEY LD B
AR EREE R o ;12,.{ - A
d HEF 2o P FATRNEET

f#i@ LH i e RER ﬁiﬁi}f
WaaF"m&ﬂHx BOE - h R S G
BN R S RS AIREN R R ER
* oo K f i O e R 2 E [ERE I 4
Ao BT kR AHER D 2T
Pt AR BB R T T2
T BE I B w R R T o

& MANET *® cndEic § b i R B F =
GBS BRAF TR HREFERPN R
Tl EEA A R ES 9%@1'/:,?_ L
A& AR ST S 2t ST P i RI(R] 1))
S - B RERFE Y IR ORY
f}:é'r"%_h’mﬁl[#ﬁ:‘\"“r"mlg B LA e
B 1(b)#im o iz d 3 VANET ¢ & fmi-if 4 6
s % F - 2 A MANET F 2 ¥ 245
Z[2]-[4]& % B & & VANET a3k @ -
Fl o & B4 VANET B2 B0 2 66
AP B QI FR BT A KRR ER
ehif § H % 984T (road-based routing) if £_1 &

@ 1‘%—*;}’6

s

(b) i Be e B dp it
D R R e T R B

~ B RO T TSRS
3 et ifs G 2 F s By chut L pE
FEEs i sl f PRS-
VANET :* CFBERF He LS e
B BT RS SRR Rl B
FRALBELME - Bk BIRRA 4
B RV ORER i BiRAY 45 o
STt Ak A8 3"554‘&»‘“ AR S kiR T4 S
B IE o Ft o R e T TG KD iR



BAR A SRR B URE 0 B REILE
JEE P PEARGE A DR s %gwm
LIV ﬁﬁ@&,;»mei}&%gg %3,_3
BRSPS T ey o Tt ) AR H YA Ao
PRI TEOD R ARSEA PR LSNE
B APE T - BYRLLIRE B T
(Real-time Traffic Estimation Protocol » RTEP) -
P %t RTEP § 2 #cnm i o
RETP ¥ # %+ VANET 2. & /& * ¢ - ‘Tc;; =
L x AR R R Fd BinFaA @SR
=R U RN Fo

A= éﬁ’]‘#_&r" A
VANET % "t B Aok i 4p B A @ RTEP = ;2
PI#-A% = Fdtmahi i o Q,E_q_jz,_ﬁd
RTEP # 5y & e 21 754 » s A%~

2 2
g ‘:_.é\q °

fr MR-

o

¥
i
ke

2. T REaFy
21 B2 ERREM A

B % %F R, 4§ (Vehicular Ad Hoc Net-
works > VANET) & _d 2 zt,zﬁ(vehlcles) LR
“E X 8 (ad hoc network) 3] f& - fa e o %
2 VANET e fms R AR % H > # 25

FERBABDN S o A AR K R A
FEAA R B gma g p AR e T LR
P ;;»#4,& TR ﬁ&ﬁ;ﬁ?{"éﬁ% % o

AT AL V2V i R & 345% oF o
Ef] s V2V Jz.é."'iﬁa; §8 0 F P IRA R (T

40 B R im%@ﬁ,pﬁdwﬂﬂ
A SRE 2 B - BRE X T
M5 BB EL o e ¥ - B VANET ¢
F1et o VANET ﬁ ﬁéﬂk&i&__ﬁé‘m_ TI}

%w+vﬂMWﬁ #ﬁ“i%&%?%%
a,m*VMET4%+%ﬁzk%&ﬁ%i
"GWNET%%{hPh’ﬁﬁﬁkﬁ
AF AR e (2) VANET enfp it S 4 ds i o
d 3B fRenF A B B Rt g Bk
wa g s enipe; (3) VANET & 2hefs #5 £
AL s 3 o REE R RS B T
%*@ﬁﬁﬁ’ﬁﬁ?ﬁ%ﬂ&ﬁ&jﬁﬁ’
TGRS APT A RIFRND AR
ﬁﬁwmw“(MkV%wg«m;’rgF
2 iﬁml; ) e J‘ﬁ.fﬁ—)]*u? g et i (5)
VANET 2 FF chidt 4L § F %788 4ol 5 B enfe
o & L G it (6)F T i
"é{ T8 0 w2 VANET 42 > & g_efﬂk/] B-r H_

3R RAL e f¥ 7] (v %4 VANET 52
MANET 67 b fe(bed 1)+ ot £ 8 47 o

A% & VANET 4¢i# 78
B [ A AR

SR g et B RER

# 1 MANET §2 VANET e £ i

MANET VANET
x il ~ LT G
a1§é£’(ﬂ ’* L]-OFg 1000 p Ff: gg@iﬁﬁ}-’;b
ipa | AHSBEI | g maRET e
B % i PR N - B B e R
# B WE~7 B TR
& 2L B e o w
FLI T e 5L H =8
Sgat | Epriss o fFEe s A dgin
22. BERRp R OEE
Ll AP Rt 2l R Rt

B R HO B RER 0 blhe R
%gg¢,Lﬂﬂnﬂm~éyii*ﬁﬁ"
FUo g EE G A oAl BT G R R BIE R R
ﬁk,%#léﬁfrﬁ@ﬁxméﬁ B ?QJ%@
BRE T ERIAR B R 2

Ed ko TR E ] RS S o [14]
B - BRORBEESZEEC T
LS SRRV B e RS T I
CRESE -

PERREALT e P a
el L R RS T
B B - AR BdR TR BRER R
P B EE R L PRE RS TR
HPREEE LA RS R A
FAch v L RBL BiBAT F A dhini

%é#ﬁﬁ&ﬁﬁi’ﬁfiﬁ%ﬁﬁy
BebfeRALR A AT R RERTY R
WVANET s - plFrpriiag g2 e 7]
Bl BART D RAAKPE D EHA
if"rfﬁf’#" Whar g_ﬁ arg AR 0 8 % VANET s

R 5 ﬁ~zvﬁ%ﬁ£@¢)m**ﬁ%
F‘*fik w %1—*""’“‘{i° ¥ L"h}i-ra'alg
B R AT F‘Lm‘#‘ AR o E et
Eﬁﬁm M E AT R 2

AK&# bR PR ] iEE R D
R TR EE R foE ﬁﬂimm%”
Foo ET K vk (] St I'B‘ﬁ)»ﬂ; ke
ERPF I RFAIHCILEIZF IR B
T OF AR 00 R RE 0 T ﬂ%ﬁﬁﬁ
B Rt fAER -

B p[OI[10][12] &A1 * 53 % Bl <@ dmia
BREL  &a ROREL P RH AR D
e B e O]l & R R F AL
d et KR T R iRBhRE o R R
RS SRR E S R ALk Fol
PR ien Kl S Bnd S 3 R
SIS TR ¢ g L

PR R o v r[10J N - B
Mk s 4 B q\_guﬁg i T3
P HFAN R A AAH K A i
&wmﬁmﬁﬁﬁ’ﬂﬁiu—ifﬂ

= 15
\4-:4

1&@@

”

=ik o e




P ”""‘Jiﬁié’ ’{'fi)i‘ush h- BRFEDN
‘ﬁ{:}%{ 4 m oo ?}*'Q[_']_:L]f"(;ic - |I+3:E' FEES RN
b QI T fviﬁar)—ﬁ{”ﬁ‘ﬁ@ﬁ%]ﬁii#
To3hE Spﬂamiéﬂ—éﬁ%)iﬁ‘ld E A
CBBTN R F o BB R R i a
Fed iR T iad iﬁi?ﬁ}i o

Emdote o bt FOTEE A R A
R R LT o S g
i’z@i@%%’fﬁ%&%ﬁ?ﬁﬁ%fiﬂ%;—*bﬁﬁ%‘iln\ﬁf%
EEEN @E‘I;’?’—gﬁéﬁ-g ok o @ S ard ) eh
RTEP = ;2 #-7 I d 58 B 48

23. B IR AR BER T

@ e MANET %872 > 4o AODV[15]5?
DSR[16] » i& 4 MEf5 > 4 £_% — i B chi gk
T4t e B PRI > S OEI Y &
VANET } »c% ¢ (%4 > R Fl4o™ : VANET
PRPF  ARSFS G- R Y
- RFIE B RR R R X2 Rl
fsﬁlfé% 7},%1\’ FILFREHI0 - RS TR

’L'__ ,g%)xo "‘llhﬂ}mp”a“égtm
.@%4’;2]‘;3;, B F F O RAEF R Ao
GPSR[17]45i% * i & B R4 ¢ F1% P e 1=

BACARGTEEh R o kR4t Wi ehT -
FECEE B AT A 6 L BiiR ARG o e
s fé ST endk BEELF b TR iR A 35
T - BRER T}ug\{ Ltz dr
m%*’*{ﬁ*+itﬂhwwmo
YU B G A AHen BT 2 i3 [18][19] s ¥
@ it GPSR 1B 3E > F 1 iE B P T S B
ME AR B EER A A WL
foJ P o SRR MEIT B BERL T iR B U2
S FRIT 0 L EF LR A DL P s A
R TR R RR R DERT
FAERRL D IEES T AR R - B
BB RIS o 5%[20]ci  EHRF T Y
(A r 7 TIR T h)nd fem R T & iF
LM R B R R e B AR R
FRdp @ m;g&; gtﬁag‘fg o A et dE A1
RTEP + & & 5 7 34 B AEm k3t o

-nJ o

3. ¥ E 732 T (RTEP)

TR R (RTEP)—EJ}

B imE A iREL A i F Bk
ﬁﬁ?& $6ﬁ$§¢$ﬁ A1 VANET 4
T I AL » g ¥ oM@ 2F - ’r}’ﬁ ﬁﬁ.}ﬁ?&m
m*f‘lﬁl Fﬁ]i e AR VgD fw
BoHP? SL KRS -DEP o R R
T L B TR T LN Ty SN
srie o idt & BIRRR AR o A enp mﬁ“a{ﬁ #

.
2L,

BARED A B TR B ET

|}

% P s |
gl ¥ b ) e 0.2
= L [ .. e :

w2 :*éﬁ$&mm+%@

RTEP &.d = f& 2 NG = R L L
KISl 1 1A A lﬁ/?]/?ﬁ’_ﬁ/z—*}’ﬂ'e @1%
RS “Kl}’“r‘f#_% R AN
W - &%ﬂ%%%¢ﬁ$m1*éu £ 5

B R R o NP e Pl T 0 AP R R
Esﬁfﬁﬁfri’a%;{*p + #%(On-Board Unit >
osu) g = PRI FE T kS e

Lﬁk;#;a,r_é‘rﬁ;ﬁ;,gggv E - é‘rp;rﬁ¢¢ﬁ
SALenir 4 > E4c » VANET el A %5 > 3¢
THERY AR EERT 23 FE Lz
SRR KA s B3 Rl o AR
B AD AL F LS N
& fmic; @ n __\]?i%;ﬁ;ﬁ;f/"%?@t'“ﬁ%ﬁfﬁﬂﬁ
ﬁ?ﬁt Flot Bt X “2 b

E’ﬁl;_ﬁl_ﬁ‘ = &

f‘ﬁf\w}s ‘

31 rAeRI L AT H AR

& VANET 42 > 515 8 3 &35 o
poe i fodliT B R IR T N
BT T T & sk 4 RNERE{ FTARA
GELE o AP RTEPAZ > & §md ¢ 2
Hp R AR R 4 o B IR (To) 'R ,ﬁs‘i

Brgd sop 2 p wmwn<ﬁ;ﬂu& ﬁ-;,:g@, o

34
:EM

3% 9] IR B F 0 P g B G e
:}7% s Kom g%ifg‘fff[% ifi‘—ﬁ%wfq-ﬂi B FLes iy o

[
R AR A N RERE N A
B A FATEBA L B R A NS
BF Ao B R iR TR kERET
- PR A ST N A BRIFE 2B
oI sp e LT g BATD R Y B
‘r’s‘i%i;‘ {AMERREEF Do dmm 8
; ;{jﬁpf’%}%,ﬁ;mvﬁd@_la?uﬂ * ¥
UL e R BT I I W N 2=
AR P bl g mﬂs\%m@ 3 #7
7 o i Car_ID £33 i i A B Rt
A B i~ Road_ID A% & gt & §m ARk
Fo b (78 M S TR LG T W 0E
PE D hd g o 4 = Position g ¥+
da L g i g SRCWRZFAR
Sa: S Velocity EJ—EU* kip dh 2 g‘.ﬁi%ﬁ
AR e T AR T £

s
B

) f:_’é 1



BT - BB BT F 2
Traffic_Value £4p #tsd RTEP #f3+ 5 ) ke
B gmic B @ o - Timestamp 7 & 2 §mfs & &
A4 .

812345678951234567893123456789(3)1
Car_ID Road_ID
Traffic Value Velocity Pending
Position
Timestamp

HEERL TR

¥ B ﬁmé»rzi pagEet B @b gmerix
b e 42 18 > VO E e A § kg
7o AT REA R

TR T ’iﬁﬁjﬁﬁg

HiT#* § 4o Jo 3] evs e Az N R Zedk T
% o # f;ﬁT#E‘JE e ARIT & gk A %ME—L(%
4)> Bt A F? FH Valld 1 ik & gt -
BT T DD R L iy ®%¢@7Pv
> VANET sie B i % v .8 fg e F)pt a8
e gk 4 ‘f)‘_i.:u,'f"' “{Ei—?{ Frends (T — RBIR
FRB I ,__;j;zmquﬁpx ’)u:\ﬁ‘%l}'ﬂ pE R
LA A “f » P = Valid 2% 2 3 ot 1
R E Lo ) iﬁﬁﬂxo%j%ﬁ&%ﬁn Hhie &
4ol 4 #7% o i Timestamp £Jc 3% B ?‘%’i
FEP PER o P 2 A R RTEEF
Fenizgp () 5 B ) > § amaiE ﬁ P
Rl T 2o ren Tt L 8- = o Tt > APk
Ly pilistkos bFTRQE- BREE
(Ts)%’ﬁLﬂ%d‘Z\ﬂqﬁ -thé’:lm//\}i’i( JL¢ﬁ5
B ol e 4 0 B ¥y .,t' L AR ENTRAT & 8k

fo bt S BL{T R B T 1*';15‘71?]*‘2"_‘ ’v“‘ﬁflﬁ%
Rl 2o g el o i § -t £ ’*‘%’““J“ﬁtf > Ts
m&aﬁsﬁmw%$@%ﬁ I FE -
Tyehig Ak ] o RILATAE 5 4 + ﬁkﬁ’??ﬁ—éz\ﬁ;
T R § RS BT i s T EE
_; o

0 1 2 3
01234567890123456789012345678901
Car_ID ‘ Velocity ‘ Valid

Position

Timestamp

B4 AT e

fhpla g

LR KA A RTEP frig scd gt B
3o B 5 AWRIRL PR
Destination of intersection 35 e i i3t 4 &
FEAVRRE T > MF R R T o AE Y
FI*poe T ml“p’_ N L
fie o 35 1t p o o f; @ o = Source
k- B A B - R Mmf"iﬁi b e
Sum of vehicles %\§¢ ELE YL
PRt Rl F A FRLGIIR G
P AL B gL T B B BLPEL B R
oo arsd LY P e ¥ Ee Sum of
vehicles 42 et £ 8w S ek hde™

gﬁ—g:m 2

B
v o B Py
5 B e

IS

0 1 2 3
01234567890123456789012345678901
Source ‘ Sum of vehicles

Destination of intersection

Timestamp

Bl 5: iR ,\,%&“l“—ﬁﬁ-

R LA A B E R B Y B
18 fmfc > T 43T i Sum of vehicles 42
T EED B B K mﬁiﬁi > B {8 g
BB L d g Bt f‘é“fuﬁxﬁ&w
I 4 o~ vh i 4 enff = Traffic_Value 42 o 4o
B 6 #7F > F RS R L ehig iR
2o 50 % %§E BEEE Y P iR R E
g A F AP S F b ﬁ%a;gt 5}
ﬁﬁu+¢+~ﬁmﬁﬁ&°

-
NN

8RR E 2

B df— i ATERREL A P i Rl B i
“”’ﬁlerle" PFEFARD A B[S
BE (T > JoB] 7 #7m o 1T Bkt gt
f'rsvr«;rwfrf% IRy i o
o #iT- gégtﬁawa%%‘rﬁxﬁ"?é’%ﬁéﬁ%.
- -EAEI%FN(Tl)j\*-E—ﬁI"/\ ng-_“ ,;, ﬁé’uv/\ Pg’a‘_ T
SR o

Hg5- 0 BB Tifp s S LE §

BRI L o Y T A ik i

L i

)3 R E HGL7 5 i ifﬁ”)"'u 5
‘}';K,,, & j"'ﬁF’“-&r,w It ,?]

2) LA el Rl 1;{7 {@ﬁfxﬁfﬁ » 7
AT A PE R e & Ah Tzf'}’i‘%ﬁgﬁé

L]
e

A’ﬁ



@ 3% P,

3) w7 mé’ﬂ?ﬁi'ép BEFCEHT AP
R OIR G R4 Y = timestamp A2 i
PR AT A Tofy RiT5 &3 4G
N ET o

Fri e F o Pl ATREER TS
T B \?q\'é/?lfﬁ—ﬁ/f o ot ¥R L 1d |
WLPBER LR SRR

e ®iFZ [ENE R L S 4P }%-@#”
AT R FOT AL G ATR DD gt > 3F
E(R8F g hFEFET Hm ATE RT3 4F
B)o F ABE MR LLT - BRER
WO RANTRS RGBS
% 4o~ ¥ = Sum of vehicles z_ # » 4oyt

FEFERFA RN aE L o

Tz P R ARG TR
SR I S ek ol CF Sl el
Sum of vehicles -

\%Y\ 1|

o L|¥T- I BfRA L B AD T £F ¢
EelrBEmEE o FERFE O Ml

K gt *ﬁﬂmﬁoém’iﬁﬁﬁﬁﬁgo
vhg 20

* F74f #7en traffic_value I & i B2 R

|
o #iT :gﬂé’r%a;,,pﬂf_g_fg,—p v{?_‘
E
&
LR 1 “r’); é‘r#;,{;ﬂ—a,g,o

| Waiting for a period
of time to get HM

Terminnation
Yes ‘
v
The car initializes a Disseminate the traffic value

detection message (and update information to this road

suspend the other vehicles)
Yes

Detect message hops to Areives another end ofthe
another end of the road and —— road ? (< transmission

evaluate sum of vehicles

N,
NO

B 72 WRLE B AR

?oc> ooo‘
o 0 00—> cO @0 ooH
T .

Road_1

W8 R K i e 2y
B jmEci3 oo &R

35. #¢& BiEsd)

PrAtE BEMEIE Y KW oL
BEF) P e Vr’p%WmRme,Kuw
B BT I APILEAAH TR

dv b > BEFRRSI G H Y =) He
@i’fu%’-ﬁﬁfriﬁ}“ﬁijg&m;\ Moo ‘?]5\ (il B
A L B SN B iRd 1o R s
N = Bl ok bk SR ] B @ iﬁiﬁ?ﬁ/ A

L8 CBREFTM Aot - ko E- B
|§;@Eﬁ¢ﬁ5=7r'sbfr-lgjgi ﬁ‘ég‘:ﬁm,« ¥ omEHT

- 1B e %m"*ﬁ{&ﬂ?w+%ﬁw&
FIT P B T BRSPS EEE 4 G T Ao AR B
Pl 2 gL o do@) 9 4Tom 0 HE G e hig
ﬁwﬁod**mEP{fﬁAﬁ

X E fE s

i+ r]LLL,LtP‘};;i;_J_%n[}gk«& ,i;‘;é_éilﬁ
P g AT - BRI
° °<— o oo
o 0 00— 0@ oo oo 0 o e—-o—e
Road | Road_2 Road_3

WO 4te BLE R

F* KN VANET ri"% ﬁ%frnf’} ~ P/_\ pg@;“ﬂ‘ 'éﬁﬁp
MR TS B A R AT ?ggggggz

MR TS R S R R
§$m§ﬁmp B SRR R R

ZOpER LR 0 (R4S T 4R AR AR 2%
5o BRALTT - BRGS0 Arii
2 ARG ETAE S 45 3 Pl - & iR 4 o
prdte KA E R R L RS R-€ T
Lh T A j\%l\—;,v ¢ avipede d g -‘zi‘@ﬁ

L
BEdE (D)2 848 4] % 0% 5 & 45 B i B0 ik

i B

P d A L HF AT AhY UK
% i@ﬁ%}ﬁ&{%ﬁlﬁr’f :

D =R — (Ve X5) ®)
ﬁ;‘i}‘g—’ max:‘—#tﬁsﬁ’»"‘ﬁ 0°$f'4fkiﬂ’7£‘$
Boo 30 enpb R kAT

S=T—P 4

HY Toow TR AGPFFER o 5 BTS84
e Timestamp P& B §%ze - F] & R nr“'rsfuj MRIT
g Ehd F ok R @R RS mx“'_g' ) A
2R TR AP F R UTRIFED o i
"'*&%@ﬁ%ﬁ]mﬂikuﬁs”\ m@ﬁ‘aj—-
o - ‘lﬂ‘f’ﬁ RHER D B RBE R D
fe 2t ) B ﬁﬁﬁ,‘«" FREF DI Rk
BEoFX2FRREE SR AP
FIRTEP P § #Az % > IEHLD fmpt vf % 2
FEFET - BHER 4B 10 A 0 R A
AdeT - Bpgel R Cd o »iwd > Ca
BE RGP Mg B S ST
— BEPEEL o



@0 O8O @/C @ OB @ o] C oa

A BC

F10 0 % > @85 F LR

4 BREFRLT

i d-E o7 RTEP a»git ’%%E’
e B kI

ifﬁ "ifﬁ‘ﬁ}ipj:’“w A
& R e

Wi b

41, #e BiEBH)

AR R ER AR YT Ff"frm
rrdk o 4o 11 9T o BB E §E €K
BRI T B~ T - SR r'ﬁ».i’ﬁ#;,z
gl%’f i§):9 1¢5éoﬁgfﬁimx§f§uj_#%]§]8
DRFF 20 DR B o EE A pEE o XK
Bl 30~T0 22 o gv R ARdp AR
e ¢ o B dm e it kiR ivite @ik
P o T b BamFR e P B EES S HEL
ﬁvﬁ.ﬁﬁﬁ&rg} llrnA{rBr’B SEKf T
é_iﬁja‘%‘iiﬁf‘m ’ @%%5\ P * UDP
%< % 1000 fi;b.éiﬁviq‘é T fé * FH
kR o FHwaHIIEL 27 o

34

A

R 20

e e

OOGD-}MOO 00 0000 OO0 0O

Road 1 Road 2 Road_3
e lepeo e ns
W10 HogE B
% 20 B Sl
e L 802.11 DCF
. iz 250 o ¢
RS TR B T ru
3 SUE g B
05 4
WO R E |
R (T)) 2w
RTEP st & [ e M L7 |,
shmzaprdy) OV
ER s
P (T) R
B g~ IR exponential distribution, A=1,
e e T 15101520 4
) el ETE 8~20 = 1§
% 477 (CBR) 0,1,2,3,4,5 + == /§)

42. Wi e %
F] Lo E R D RH R ]

BrgF P AR o NP 5B 1B AW
1- 5 101520 k& 72 fpehd B R - H

B G BN (B) T

A iR 127 1
B g end iﬁﬁm& T :
F A 00% b oo iR aiﬁi%ﬁr”ﬁ(i = 20)
51_1’ i% E;,sh 7 5% % + o i% K
4, g T“i‘rfﬂ?’ﬁiﬁi\?%fﬁﬁ.%
qr”?‘]w"f"f }ﬁ{lﬁ%tf‘c’@?";‘-ﬂj

BrEf g T o

—m\H

120

$ 100 +—m
'E‘— 80 -
" E \
# 60
fjr a0 L AT
W 0% (%)
P 20
0 . ’ ’ .
=1 =5 W10 =15 =20
Tiad HR

Bl12: 58 & & g o L5 B 14 ]

BTk bF - BHART &Y A PRE
WAk T30 H S LS g
Fon 582058 1 (THCRL S JR 13 7 01
R T0 R RS %57
BT rophiE L 60~70 2 2 pE o MRS B E
¢ 3 97.5%r4}+ o RTEP H_% #RiT& B4 2 %
SERREES SRR L RN L
B TR B S 6 R BRI
;;E:_-'é—r/% L ﬂ.,rsﬂﬁ\g] 13 7}};;:_, T 15
LRER ST ENN HEFTER -1 E

"f Fa 23

e

100
>~— —
g 95
g 90 ./.___.7/
k-4
& o == (%)
# = % (%)
i
2 g0 . - : :
10 12 14 16 18
T 308§ (2 %))
B 13 : T 198 g v Bpr & ’fr’@_‘&,_f FIRE % [B)
Bt bEZ BHBRTRY A PH LT

FLin PR B} o LR RS 2 B o A
*’ilﬁﬁ’é@(ﬁ 11):’ »;kfruc ~7 CBR ?ﬁ’i;ﬁ,
ﬁﬁﬁﬁ m§1 m #ﬁd%ﬁrgl 14 crm o A
T AR TR 0 S e RTEP ot
nhb«{l @ehs R F 95% 1 b i FES o fe



AF G TR o T R s 6
deo B BAES L MG BT (L T

EE Y SEREEE L TN

100 4;? — —
.90
S
# 80 \\i\
:3 70 N\
& i () \
# 60— =W Wil (%)
¢
# 50 T . .

1 2 3 4 5 6
F £ (Mbps)
B 14 : F‘ﬁ’} g Wy ’ff"§~a-—f a3t

5. %

RTEP en#fr gl rprfa ¥ k7 24

B %7 7 s & VANET dp/ceh > @it &
AT B VANET 2 s FFE Y » § 2 e A
%~ pF > RTEP 7 uifﬁ%ﬁﬁﬁ_?; NEGEFT
FAMEE R 0 TR A B g
4 JRTEP { ¥ g * ;’f_—lz TEESE S Bldet 7
e fpn e kb E R A otk
éﬁ Mﬂziﬁa‘a&mi PR Zf‘dfi%%i‘*%
‘1

a4 Zkﬁﬁ?ﬁ‘ﬁﬁi&&i’ Lo
"r R :\.;rﬂmRTEP ’b*‘ =7 fhm STR
AR e B M ehlicE 3 ’/‘%"3 ¥ 80% ~
95% 1) F gy @ @ & i%]ﬁm@ﬁ%}ﬁ
F1 Wp L enigf »Tl'—n LARYTE R R L D
=AU ¥ < R I dal - EU

34

[1] J. Tian and K. Rothermel, “Building Large
Peer-to-Peer Systems in Highly Mobile Ad
Hoc Networks: New Challenges?” Tech-
nical Report, University of Stuttgart, 2002.

[2] D. B. Johnson and D. A. Maltz, "Dynamic
Source Routing in Ad-Hoc Wireless Net-
works," Mobile Computing, 1996, pp.
153-181.

[3] C. E. Perkins and E. M. Royer, "Ad-hoc
On-Demand Distance Vector Routing,"
Proc. 2nd IEEE Wksp. Mobile Comp. Sys.
and Apps., Feb. 1999, pp. 90-100.

[4] B. Karp and H. T. Kung, “GPSR: Greedy
Perimeter Stateless Routing for Wireless
Networks,” The Sixth Annual International
Conference on Mobile Computing and
Networking, 2000.

[5] J. Li, C. Chigan, “Achieving Robust Mes-
sage Dissemination in Vehicular Ad
Hoc Networks,” IEEE Wireless Commu-
nications Magazine, 2006.

[6] A. K. Ziliaskopoulos, and J. Zhang, “A
Zero Public Infrastructure Vehicle Based

[7]

8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

Traffic Information System,” in Proceed-
ing of TRB, 2003.

L. Wischoff, A. Ebner, H. Rohling, M. Lott,
and R. Halfmann,” SOTIS - A Self Orga-
nizing Traffic Information System,” Pro-
ceedings of the 57th Vehicular Technology
Conference, 2003.

T. Nadeem, S. Dashtinezhad, C. Liao, and
L. Iftode, “TrafficView: Traffic Data Dis-
semination using Car-to-Car Communica-
tion,” Proceeding of ACM MC2R, 2004.
M. Jerbi, J. Jannotti, T. Rasheed, and Y.
Ghamri-Doudane, “An Infrastructure-Free
Traffic Information System for Vehicular
Networks,” Proceeding of IEEE VTC-Fall,
2007.

M. Kilger, “A Shadow Handler in a Vid-
eo-Based Real-Time Traffic Monitoring
System,” Proceeding of IEEE Workshop
Applications of Computer Vision, pp.
11-18, 1992.

Z.Qiu, D. Yao, “Kalman Filtering Used in
Video-Based Traffic Monitoring System,”
Journal of Intelligent Transportation Sys-
tems, Volume 10, Issue 1, pp. 15-21, 2006.
R. L. Bertini, “Toward Optimal Sensor
Density for Improved Freeway Travel
Time Estimation and Traveler Informa-
tion,” Proceeding of Intelligent Transpor-
tation Systems Conference, pp. 41-46,
2007.

C. E. Perkins and E. M. Royer, “Ad hoc
on-demand distance vector routing,” Pro-
ceeding of 2nd Workshop on Mobile Com-
puting Systems and Applications. New Or-
leans, LA USA, Feb. 1999, pp. 90-100.

D. B. Johnson and D. A. Maltz, “Dynamic
source routing in ad hoc wireless net-
works,” Mobile Computing, vol. 353, no. 5,
pp. 153-161,1996.

B. Karp and H. T. Kung, “GPSR: greedy
perimeter stateless routing for wireless
networks,” Proceeding of the 6th Annual
International Conference on Mobile
Computing and Networking, Boston, MA
USA, Aug. 2000, pp. 243-254.

V. Naumov and T. Gross, “Connectivi-
ty-aware routing (car) in vehicular ad hoc
networks,” IEEE International Conference
on Computer Communications, Anchorage,
AK USA, May 2007, pp.1919-1927.

T. Li, S. K. Hazra, and W. Seah, “A posi-
tion-based routing protocol for metropoli-
tan bus networks,” IEEE 61st Vehicular

Technology  Conference  VTC-Spring,
Stockholm, Sweden, June 2005, pp.
2315-2319.

M. Jerbi, R. Meraihi, S.-M. Senouci, and Y.
Ghamri-Doudane, “Gytar: improved gree-
dy traffic aware routing protocol for vehi-
cular ad hoc networks in city environ-
ments,” The 3rd ACM international work-
shop on Vehicular ad hoc networks (VA-
NET), Los Angeles,CA, USA, September
2006, pp. 88-89.



2009 10th International Symposium on Pervasive Systems, Algorithms, and Networks

Efficient Broadcast Mechanism for Cooperative Collision
Avoidance Using Power Control

Andy An-Kai Jeng, Rong-Hong Jan, Chien Chen

Department of Computer Science
National Chiao Tung University
Hsinchu, 300, Taiwan, R.O.C.
{andyjeng, rhjan, cchen}@cis.nctu.edu.tw

Abstract—Improving driver’s safety has been an active
research area in wireless communication. In particular, the
vehicle cooperative collision avoidance (CCA) is one of the
most important issues in safety applications. A variety of
broadcast protocols has been proposed for vehicular network.
However, there is only a few of them dedicatedly designed for
the CCA system. In this paper, we propose a novel broadcast
mechanism for CCA using the power control technique. The
power control rule is based on the safe distance between
vehicles. Simulation results show that our approach can
significantly reduce the delivery delay and avoid car collision.

Keywords-vehicular networks; power control; cooperative
collision avoidance

L

Traffic accidents have been taking thousand of lives each
year, exceeding any deadly disease or natural disasters in
many countries. Numerous factors, such as bad weather
conditions and mechanical failures, may lead to a traffic
accident. In particular, the inability of drivers to react in time
to emergency events often creates to a series of car crashes,
i.e. the chain car collision. As shown in Fig. la, three
vehicles A, B, and C are driving on a highway platoon.
When vehicle A brakes suddenly, vehicle B can start to
decelerate after a driver reaction time, i.e. the duration when
an event is observed and when the driver actually applies the
brake, to avoid a collision with A. However, due to the line-
of-sight limitation from B, vehicle C may not decelerate until
its driver has seen the rear brake light of vehicle B. Studies
show [1] that the driver reaction time could range from 0.75
to 1.5s, which means that a trailing vehicle may keep running
for a long distance before reacting to an accident ahead. For
instance, at a speed of 70 mph, vehicle C may pass through
75 to 150 ft before being decelerated. Consequently, a single
emergency event often leads to a string of secondary crashes.
Clearly, such an undesirable situation can be substantially
avoided or lessened if drivers can be warned earlier.

The Cooperative Collision Avoidance (CCA) is an
important class of safety applications in Intelligent Transport
Systems (ITS), which aims at offering earlier warning to
drivers using vehicle-to-vehicle (V2V) communication [2].
As the example shown in Fig. 1b, once vehicle A confronts
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an accident, it can directly send out a warning message to C
or quickly forward the warning message hop-by-hop to C
whenever their distance is beyond the transmission range. As
a result, vehicle C can obtain more chance to stop safely, in
contrast to counting on the rear brake lights of vehicle B.

C ;B aA
o -5 -

Figure 1. (a) alerted by rear brake lights; (b) alerted by warning messages.

However, due to the severe interference in wireless
communication, the deliver delay could be intolerably large,
especially when many vehicles have to transmit or forward
their warning messages. The delay would result in a longer
time to response to the emergency event. The interference
problem would become more significant in density traffic
roads or multi-lane environments.

In this paper, we present a new broadcast mechanism for
the CCA system, named PC-CCA. The PC-CCA employs
the power control (PC) technique to reduce the physical
interference incurred by delivering warning messages. The
power control technique has been considered as an effective
way to lessen interference in the wireless environments. By
reducing the transmission power of each vehicle, the
broadcast radius can be smaller, implying fewer warning
messages being forwarded and fewer nodes being interfered.

The rest of this paper is organized as follows. In Section
II, we review recent researches related to broadcasting in the
Vehicular Ad Hoc Network (VANET) and the CCA system.
Section III presents the proposed broadcast mechanism. In
Section V, we conduct simulation results. Conclusion is
remarked in the last section.

IIL.

VANET Broadcast has been studied in several articles,
such as in [3, 4, 5, 6, 7]. Xu et. al. [3] discussed a vehicle-
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to-vehicle location-based broadcast protocol, where each
vehicle generates a warning message at a constant rate. The
optimum transmission probability at MAC layer for each
message is then identified to reduce the packet collision
probability. In [4], the authors propose a multi-hop
broadcast protocol based on slot reservation MAC.
Considering the scenario that not all vehicles will be
equipped with wireless transceivers, forwarding in sparsely
connected ad hoc network consisting of highly mobile
vehicles is studied in [5]. Motion properties of vehicles are
exploited in [6] to help with message relay. In [7], the
authors proposed efficient protocols to reduce the amount of
messages being forwarded. Compared with MANET
broadcast, the above protocols concern the mobility of
vehicles to achieve more efficient message forwarding.
However, these protocols are not specifically for safety
applications (e.g. CCA system), where more emphasis
should be paid on the emergency of warming messages.

Several application challenges in the CCA system, such
as stringent delay requirement, coexisting abnormal vehicles,
and different emergency levels, have been identified in [8].
The authors also designed a protocol comprising congestion
control policies, service differentiation mechanism, and
methods for emergency warning dissemination. In [9], a
broadcast scheme based on a client-server platform is
proposed. The rebroadcast probability of each relaying
vehicle is changed dynamically according to the number of
vehicles insides the transmission zone. The purpose is to
avoid relaying redundant warming messages so as to reduce
delivery delay. However, this protocol requires each vehicle
to acquire information in its two hops range. The control
overhead may lead to additional delivery delay.

In order to perform forwarding without prior knowledge
about neighbors, Biswas et. al. propose two context-aware
protocols [10], named the naive broadcast (NB) and
intelligent broadcast with implicit acknowledgment (I-BIA),
for the CCA system. In both protocols, when an emergency
event occurs, the source vehicle broadcasts a warming
message first, and then a recipient will forward the message
only if the direction-of-arrival (DoA) of the message is in
front of itself. This mechanism ensures that the warming
message will be eventually delivered to all vehicles behind
the source vehicle and any vehicle which is not endangered
will not forward the message. The I-BIA can further avoid
redundant retransmission by setting a waiting time to see if
there is any vehicle behind a recipient having received the
same message. Similarity, three context-award protocols,
named weighted p-persistence broadcasting, slotted 1-
persistence  broadcasting, and slotted p-persistence
broadcasting, are proposed in [11]. In these protocols,
vehicles which are farther away from the previous
broadcaster will transmit with higher priority (higher
probability or earlier time). The purpose is to avoid
redundant retransmissions from intermediate vehicles. A
similar protocol is presented in [12] for multi-lane highway.
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Figure 2. (a) CCA without power control; (b) CCA with power control.

Although the above protocols can make use of directional
or other geographic information to reduce overall delay, the
local delay may not meet the requirement for each individual
vehicle. Consequently, chain car collision may still occur if
even the overall delay is low. To solve this problem, a risk-
aware protocol is presented in [13]. In this protocol, vehicles
are classified into several clusters according to the features
of their movement. Then, an emergency level is defined for
each vehicle based on the order in its cluster. The emergency
level reflects the risk of a vehicle to meet an emergency
situation in the platoon. The medium access delay of each
vehicle is then set as a function of its emergency level to
promptly disseminate warning message. However, the order
in cluster cannot explicitly reflect the risk, because in real
situation many factors, such as intercar space and velocity,
are inconsistent from vehicle to vehicle. Besides, the
interference is still severe if the physical transmission range
is large. To the best of our knowledge, there is no research
using power control technique to improve the CCA system.

III.

In this section, we present our broadcast mechanism for
the CCA system. First of all, the basic concept is described.
After that, we formally model the safe distance between
vehicles in vehicular network environment. The power
control rule is then summarized in the last part.

PROPOSED BROADCAT MECHANISM

A. Basic Concept

The interference may occur when more than one
vehicle has to forward the same message within a short
period. An example is shown in Fig 2a. Once vehicles B
and C received a warning message from A, because they
can not be aware of each other, they may forward the
message at the same time to the vehicles behind, resulting
in a signal collision at vehicle D. The PC-CCA employs the
power control technique to physically reduce the
interference. As shown in Fig. 2b, by reducing the
transmission power, vehicle D can avoid receiving
messages simultaneously from both B and C, since only
vehicle B receives the message from A at the first place.

The major problem is how to guarantee the delivery to
all vehicles which are endangered as long as the
transmission power is shrunk. To tackle this problem, our
protocol will dynamically adjust the transmission radius
based on the safe distance between vehicles. As shown in
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Fig. 2b, under the given velocities and deceleration rates,
we assume that the safe distance between vehicles A and B
is d, which means that vehicle B is potentially endangered
if its distance to A is shorter than d. In other words, to
avoid being collided by vehicle B, the transmission radius
of A should be at least d.

Using the power control technique can also avoid
transmitting to vehicles which are not endangered. As
shown in Fig. 2a, vehicle E is far away from the platoon,
i.e. it is out of the safe distance to D. But, if vehicle D
always transmits at the maximum transmission power,
vehicle E will eventually receive a warning message from
D even if it is not endangered. In contrast to Fig. 2b, if
vehicle D shrinks its power according to its safe distance to
E, vehicle E will never be disturbed and it can avoid
relaying useless messages to the vehicles behind any
further. In other words, the covered area can be confined
into a smaller zone to avoid redundant bandwidth usage.

B.  Modeling Safe Distance

Before presenting our power control rule, the safe
distances between vehicles in vehicular network
environments should be carefully modeled. As shown in Fig.
3, three vehicles C;;q, C; and C;; are on a highway platoon,
where Cy; is in front of C; and Cj;, is behind C;. Assuming
that C,; is the vehicle confronted an accident, we aim to
formulate the safe distance S;;; that C;;; should be kept
from C;. The safe distance S;;.; is then used to model the
necessary transmission radius 7;;.; between C; and C;,; and
broadcast radius B; of C;. Other symbols used in our model
are listed in Table 1. Note that we assume each vehicle can
obtain its current position and the UTC time from a Global
Positioning System (GPS).

TABLE 1. SYMBOLS
Symbols Meanings

14 Velocity of Cj;

D; Deceleration rate (regular or emergency deceleration) of Cj;

) Average driver reaction time;

L Car length;

t; UTC time when C; applies emergency braking or receives a
warming message from C; at network queue;

Airi Ap1,; = t;— ty: delivery delay from C; to Cj;

diy; Distance between the position of C; at #; and the position of
Ciiattey;

M; Moving distance of C; after #;

Sii+1 Safe distance between Ci1; and C; at time #;

T i1 Transmission radius from C; to Cy;; at time #;

B; Broadcast radius of C; at time ;;

First of all, we need to estimate the moving distance M,
for C;. The M; represents the distance that C; has to run
through after C;; confronted an accident. The model of M;
has three cases, corresponding to the cases of soft brake,
medium brake, and hard brake in Fig. 2.

Case 1: C; stops safely

Case 2: C; collides with C;.; after (or when) C;.; stopped;

Case 3: C; collides with C;; before C; stops;
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In case 1, C; applies a hard brake so that it can stop
safely before colliding with C;;. Therefore, after C; received
a warning message from C;;, it will move at the original
velocity V; during the driver reaction time & and then move
at the decelerated velocity for a period of V;/D; before
stopping. Let I(V, D, f) stand for the moving distance of a
vehicle with velocity V" and deceleration rate D during a
period of time ¢. That is,

l(V,D,t)th—§t2~

The moving distance of C; after #; can be represented as
2

V.
M, =0V, +1(V,,D,,V,/ D;)= 5V, +j-
In case 2, since C; collided with C;.; after (or when) C;,
stopped, its moving distance is depending on the moving
distance of the vehicle ahead, i.e. M. Therefore, assuming
that the distance between the position of C; at #; and the
position of C;; at ¢, is d;.;, the moving distance of C; after
t; is the moving distance of C; (i.e. M) plus their distance
d;.1 ;. Note that the car length L should be subtracted. That is,
the M; in this case can be given by
M, :dH,i +M, L
Case 3 further has three subcases: 3.1, 3.2 and 3.3. Let #,
denote the moving time of C; before collided and y;;
temporally denote the moving distance in this case. In
subcase 3.1, C; collides with C;; before both of them
decelerate, which means that
i = t.V
where ¢, satisfies that
t\VI +L = d,-,,;] +lei71 :
In subcase 3.2, C; collides with C;; before C;; decelerates
and after C;; decelerated, which means that
Xy =1V
where ¢, satisfies that
tV,+L= df,i-l +V +I(V, . D5t )= (6 =A,)-
In subcase 3.3, C; collides with C,.; after both of them
decelerated, which means that
i = OV, +1(V,,D,,t, = 9)>
where ¢, satisfies that
é‘Vi +I(I/[7D[9tx _5)+L =
dij +V_ +1(V_ Dyt = (6 -A)).
Combining the above cases, we have the following
function for the moving distance M;:
2
5, + 2
2D,
M, =mind, ,,+ M, - L,

Xii

ii—1
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Figure 3. Safe distance and Transmission radius

Based on the moving distance M;, we can now model
the safe distance S;;+; between C; and C;; for C;. Assuming
that C; can obtain the velocity V;;; and deceleration D, of
vehicle Cy, it can know that C;;; will move for a distance
of (v,,,D. V., / D)) after reacting the warning message

i+12 4127 i+l
from itself. On the other hand, before reacting to the
warning message, C;; has to move for a distance of .,

during the driver reaction time. Furthermore, there is a
propagation delay A;;; so that Ci; has to move at the
original velocity Vi, for a distance of A; V1. As a result,
the safe distance S;;+; between C; and C;; can be modeled
as

S[,[+1 = (A + 5)V[+1 + I(Vi+17D

i+l2

ii+l V;‘+1/D[+1)+L_M['

C. Powr Control Rule

As mentioned above, to send a warning message to Cj.i,
the transmission radius of C; should be at least the safe
distance S;;.;. Furthermore, because the velocities of C; and
C;y are not always the same, vehicle C;;; may not receive
any message from C; if their distance was enlarged during
the message propagation, i.e. the duration A;;,. For this
reason, the transmission radius of C; to C;;; should add the
enlarged gap. That is,

T, S

it =S A, max{l, = V,.,0} -

Now, assume that C; can be aware of the statuses of all
vehicles behind. The broadcast radius of C; can be set as

B, :(1+5)rg}'3’<{ T, ld,; STi,j}’

where P; is the set of vehicles behind C; and £> 0 is a factor
to cope with the possible wireless channel fading.
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However, if the statues of the trailing vehicle are
unknown, we can estimate the safe distance, transmission
power broadcast radius, respectively, by

§i =(T+§)Vmax +Z(Vmax’Dr’Vmax /Dr)+L_Mi ’
fi: Si +rmax{l;-V,..0}>

and
B=(1+o)T,,

where Vi, denotes the maximum velocity (or upper speed
limit), Vi, denotes the minimum velocity (or lower speed
limit), and D, is the regular deceleration. Note that the
optimal value of & can be turned by simulation or some
rational function. The above models are also applicable to
any vehicle C; in a platoon. In such a case, the C;| presents
the vehicle that has received a warning message from a
vehicle ahead (e.g. Ci,p).

Iv.

In this section, we conduct simulations to evaluate the
proposed mechanism. We use the ns-2 network simulator [14]
to simulate a highway scenario, where 50 vehicles driving on
a highway platoon toward the same direction. Vehicle
emergency situations are created by forcing the vehicle at the
front of the platoon (i.e. vehicle 0) to rapidly decelerate
(8m/s?), which triggers a CCA process by initiating a
warning message. Any vehicle behind will decelerate at the
regular rate (4.9m/s”) whenever it has received a warning
message for a driver reaction time, randomly chosen from
0.75s to 1.5s.

The transmission medium is IEEE 802.11 MAC. The
broadcast throughput is throughput is 1Mbps and the

SIMULATIONS
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maximum transmission range is 250m. We will compare the
cases with and without the power control mechanism. In
order to evaluate the performance under the same base, we
employ the naive broadcast [10], a direction-ware broadcast
protocol for CCA, to forward any warning message at the
network layer. Other parameters used in our simulation are
listed in Table 2, which are mostly adapted from [10]. Note
that to add dynamics in our test vehicle speed and inter-car
spacing have 10% variations. Besides, we assume the
maximum speed (V) and minimum speed (V) are
available to each vehicle so that each vehicle C; can estimate
its broadcast radius B;. The channel fading factor ¢ is set as
0.1 in our test. All results are averaged from 10 runs.

TABLE II. PARAMETERS SETTINGS

Parameters Values
Number of vehicles on each lane 50
Vehicle length 4m
Vehicle speed 32m/s + 10%
Regular deceleration 4.9/m/s/s
Emergency deceleration 8/m/s/s
Inter-car spacing [9.6 —28.8] m = 10%
Driver’s reaction time [0.75-1.5]s

Radio model Two ray ground

MAC protocol IEEE 802.11 DCF
Broadcast protocol Naive broadcast
Message size 20 bytes

Random wait time [0 —10] ms
Simulation runs 10

Fig. 4 shows the number of collided vehicles under
varied average inter-car spacing. We can see that there are no
more than a half of collisions being avoided if each vehicle
always transmits or forwards at the maximum transmission
radius. Contrarily, by using the power control technique, the
possibility of a car collision can be greatly reduced especially

when the inter-car spacing is reasonably large.
50

—— Naive Broadcast (without PC-CCA) L
45

—#— Naive Broadcast (with PC-CCA)

Number of collisions

0 L
16

!
244
Average inter-car spacing

288

Figure 4. Number of collided vehicles under varied inter-car spacing

Such an impressive improvement is primarily the
consequence of the reduced delivery delay. As shown in Fig.
5, with an average inter-car space of 28.8 m, the maximal
delay required to delivery a warning message all vehicles can
be confined in 8 ms if the PC-CCA is used. By contrast, the
delivery delay without the PC-CCA increases drastically to
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the trailing vehicles, implying that more vehicles are not able
to receive a warning message in time and brake safely.

Leeeeﬁe@eeeee@e‘ | ‘ ese‘ Y

—=— Naive Broadcast (without PC-CCA)
L | —#— Naive Broadcast {with PC-CCA)

Delivery delay (ms)

L L
20 25
Vehicles index

30 35 40 45 50

Figure 5. Delivery delay for each vehicle in the platoon (inter-car spacing:
28.8 m = 10%)

V.

In this paper, we have proposed an efficient broadcast
mechanism for the CCA system using power control technique.
The main idea for controlling power is based on the safe
distance between vehicles. Simulation results show that our
mechanism indeed helps to reduce delivery delay and car
crashes.

CONCLUSION
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