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Abstract—During the early design stages, I/O and bump layout should be evaluated to optimize design 
cost and to avoid product failures. In this report, the concurrent chip-package codesign flow has been 
proposed for solving pressing I/O and bump planning problem. On the basis of planning area-array ICs, 
we firstly design the I/O-bump tile which integrates I/O and bump into a hard macro with the 
considerations of I/O power connection and electrostatic discharge (ESD) protection. Then we propose an 
I/O-row based scheme to place I/O-bump tiles with existed metal layers. By such a scheme, it not only 
reduces efforts at redistribution layer (RDL) routing and package design rule check (DRC), but also 
insures that the proposed codesign flow can be applied thus theoretically speeding up the design 
convergence from weeks to days. In our methodology, three intuitive attempts are proposed for 
package-aware I/O-bump planning. Such planning methods provide the preliminary study of 
performance metrics in designing the interface between chip and package, including net crossing, total 
wirelength and length difference/deviation. The experimental results show that our methodologies reduce 
the die size of I/O-pad limited ICs without sacrificing the utilization rate required for core cell placement. 
 
 

I. INTRODUCTION 
Modern I/O planning is divided into two categories: peripheral I/O and area-array I/O. The peripheral 

I/O planning is to place I/Os along the sides of core boundary and I/Os are connected with package balls by 
using wire-bonding process. Whereas, this planning method always requires larger die size to accommodate 
I/Os and pads, and degrades the signal integrity and power integrity for off-chip signaling due to parasitics and 
coupling effects [1] [2]. On the other hand, the area-array I/O planning using the flip-chip technique overcomes 
those drawbacks in the peripheral style. The flip-chip area-array I/O technology offers the considerable 
flexibility in optimizing core-I/O placement and package routing. It also has the features of smaller die size, 
higher I/O density, lower parasitic effects and better heat dissipation, and therefore meets the requirements of 
designing advanced ICs in deep-submicrometer (DSM) environment [3] [4]. 

 
A. Previous Works 

Regarding the current flip-chip area-array ICs, two different area-array I/O regimes are widely utilized 
in industry: the extrinsic area-array I/O and intrinsic area-array I/O [5]. In [6], Maheshwari et al. distinguished 
area-array I/O as redistribution and true area-I/O. For the extrinsic area-array IC, I/Os are placed along the 
peripheral boundary of the core. It is similar to the peripheral I/O planning but uses a dedicated redistribution 
layer (RDL) to redistribute nets from peripheral I/Os to area-array bumps located in the center of core area. It 
migrates package design from wire-bonding to flip-chip technology by a re-design process, namely RDL 
routing task, thus gaining the advantages of smaller parasitic effects and less thermal issues. However, the die 
size of this distributed design will still be enlarged while the number of I/Os being increased due to the same 
I/O planning with that of peripheral I/Os. As for the intrinsic area-array IC, on the contrary, I/Os and bumps are 
freely located in the center of core region thus shrinking the die size and giving the flexibility in core-I/O 
placement. 
 

Several works [7] [8] [9] [10] [11] proposed methodologies to deal with flip-chip area-array ICs. Fang et 
al. applied the network-flow-based and the integer-linear-programming-based RDL routing algorithms for 
designing extrinsic area-array ICs. The two-stage technique not only completes 100% routability, but also 
reduces the total RDL wirelength and the signal skews compared with an industrial heuristic algorithm [7] [8]. 
On the other hand, two recent works focused on planning and placing intrinsic area-array I/Os. [9] applied I/O 
clustering concept to place I/Os, and formulated the problem as a min-cost maximum flow problem. The 
encouraging results indicate that the method not only achieves better timing performance but also reduces the 



design cost when compared with the conventional method commonly used by designer. In [10], based on 
integer linear programming (ILP), Xiong et al. formulated a constraint-driven I/O planning and placement 
problem, and solved it by a multi-step algorithm. The experimental results show that their algorithm can 
effectively deal with large scale I/O placement problem and satisfy all design constraints in real design. Another 
previous work proposed a network-flow based multi-RDL router for the intrinsic area-array flip-chip ICs [11]. 
For chip-package codesign, their router completes both chip-level routing from block ports to I/O pads and 
package-level RDL routing from I/O pads to bump pads, thus improving the design convergence. 
 
 

 
 

Fig. 1. The I/O-row based I/O-bump planning scheme. It shows the width/height of tile and I/O-row are designed for satisfying the 
bump size/pitch. This scheme therefore simplifies the placement legalization of I/O-bump tiles. 

 
 
All the aforementioned researches achieve some notable results. However, more considerations need to be taken 
to apply their methods in the hostile chip-package codesign environment: 
 These approaches assume that bumps are arranged in fixed array locations with unique spacing, they then 

design the area-array ICs by connecting bumps and I/Os with RDL routing or planning the I/O placement 
with cost functions and constraints. Unfortunately, area-array I/O planning and RDL routing need a lot of 
efforts to coordinate with the core cell placement and routing. Moreover, the presumed uniform and fixed 
bump location restricts the flexibility in optimizing both chip and package designs. 

 Most of previous works focus on designing area-array ICs and do not emphasize on the package ballplan 
given and optimized for PCB design. Without considering package ballplan, the I/Os and bumps will 
possibly lead to complicated package substrate routing, even failed package design [12] [13]. 

 The conventional design flow, which is IC-driven [14], has an inevitable shortcoming. As shown in Fig. 2, 
the initial I/O placement is usually assigned by chip designer according to the core cell floorplanning 
results. After that, it iteratively optimizes the locations of core cells and I/Os until the final placement 
meets design requirement such as the minimum total wirelength. Finally, this bottom-up design flow starts 
to process the bump planning and RDL routing, then finishes the bump placement and provides for 
package routing. The major disadvantage of this sequential design flow is evident: it will probably result in 
long and costly re-spin cycles on satisfying entire system’s design constraints.  
 



 
 

B. Our Contributions 
In order to overcome these drawbacks, here we propose a feasible area-I/O design methodology. The 

contributions presented in this report are as follows: 
 We propose a concurrent codesign flow as shown in Fig. 3. Comparing with the sequential design flow 

(Fig. 2), the concurrent one completes the core cell and I/O placement and package routing in parallel, thus 
reducing the turn around time when designing chip and package.  

 Through designing the specific I/O-bump tiles shown in Fig. 4, complicated RDL routing efforts can be 
avoided. In addition, with our innovative I/O-row based scheme shown in Fig. 1, I/O-bump tiles can be 
freely placed at core area without keeping the same spacing. As a result, we significantly improve the 
flexibility in arranging I/Os and bumps for chip-level and package-level design. 

 In this study, we propose the package-aware I/O-bump planning in our concurrent codesign flow, which 
consider the package ball locations and the individual objectives in chip-package codesign such as 
non-crossing routing, the shortest net length and the minimum length deviation among all nets. 

 For I/O-pad limited design, the experimental results show that our I/O-row based scheme can effectively 
reduce the die size. The proposed package-aware I/O-bump planning also provides initial planning to drive 
concurrent codesign with design trade-offs.  
The rest of the report is organized as follows. Section II introduces the row-based I/O-bump tile design. 

Section III defines the problem of package-aware I/O-bump planning, while Section IV describes three 
I/O-bump planning methods. Section V shows the experimental results, followed by the conclusion in Section 
VI. 
 
 

 
 

Fig. 2. The conventional design flow. It iteratively optimizes the locations of core cells and I/Os, then performs the bump planning, 
RDL routing and finishes the bump placement for package routing. This sequential design flow takes long turn around time to meet all 
design requirements. 

 
 



 
 

Fig. 3. The proposed concurrent chip-package codesign flow. Through package-aware I/O-bump planning, it completes the core cell 
and I/O placement and package routing simultaneously, thus reducing the design cycles between chip and package. 
 
 

II. NOVEL I/O-BUMP TILE DESIGN AND I/O-ROW BASED PLANNING 
In order to implement our concurrent chip-package codesign flow, one of the major constructs is to 

integrate the I/O and bump into a specific tile. It consequently provides all information needed in both 
chip-level core-I/O placement and package-level bump-ball routing, while accomplishing the I/O-bump tiles 
planning. As shown in Fig. 4, each I/O-bump tile is designed as a hard macro which contains I/O driver, bump 
pad and power/ground trunk. All necessary interconnections are made using RDL layer usually dedicated for 
connecting I/Os and bumps in flip-chip design. In addition to the signal bumps, we also design the 
power/ground-bump tile for power supply and ground connection based on the same concept. They both include 
the indispensable electrostatic discharge (ESD) protection circuit commonly used in modern ICs for preventing 
signal and power/ground bumps from ESD damage.  

Moreover, to follow the package design rules, the bump size and pitch must be taken into consideration 
when planning I/O-bump tiles. In legalizing the I/O-bump tile placement, we propose an I/O-row scheme 
without adding extra routing layers. Fig. 1 shows that each row is constructed with RDL layer. The width/height 
of tile and I/O-row are designed to follow the design rules of bump size/pitch (ex. 80 um/160 um). Once the tile 
is placed on the I/O-row, based on this design, only the rules within a row should be checked. It simplifies and 
facilitates the task for resolving the placement legalization issue. Although the I/O-row based scheme is not 
flexible for alternating core and I/O placement methodologies [1], this scheme makes the RDL routing trivial 
and creates the single and unique interface between chip and package by combining I/O with bump, thus 
actually implementing the chip-package codesign. 

 
 

III. I/O-BUMP PLANNING PROBLEM IN CONCURRENT CODESIGN 
With I/O-bump tile design, such I/O-bump planning can provide a fairly good starting point for both 

chip-level and package-level design in proposed codesign flow. We define the package-aware I/O-bump 
planning problem as the assignment problem which assigns I/Os and bumps according to the distribution of 
package balls. Here are the detailed problem definitions: 

 



Input: 
 The given net names and locations for n package balls. 
 The p I/Os and p bumps unassigned net names and locations (p = n). 
 The design rules for chip and package. 
Output: 
 The assigned net names and locations for I/Os and bumps. 
 The preliminary assignment provided for chip-level core-I/O placement and package-level bump-ball 

routing. 
Assignment criteria (considering the flyline between bumps and balls): 
 The minimized net crossing number. 
 The minimized total wirelength. 
 The minimized sum of length difference/deviation on each net. 
In the next section, we show how we arrange I/Os and bumps simultaneously with the specific I/O-bump tiles 
invention. 
 
 

 
 
Fig. 4. The design of proposed I/O-bump tile which integrates the I/O and bump into the single and unique interface between chip and 
package. 
 
 

IV. PACKAGE-AWARE I/O-BUMP PLANNING METHODS 
To plan I/O-bump tiles along the package ball locations (given pin-out/ballplan), here we have 

performed two heuristic methods and applied one assignment algorithm. Each of them is distinguished by 
different design goals. Aiming at minimizing package routing layer to reduce package cost, the first heuristic is 
used to obtain a zero net crossing design. To mitigate the parasitic effect on routing nets and facilitate the 
wirelength matching, the second heuristic focuses on shortening the net length and minimizing the wirelength 
deviation. As for the assignment algorithm, it balances those design requirements simultaneously. Like the 
works in [7] and [8], we partition the whole package into four sectors: north, west, south and east. As shown in 
Fig. 5, the initial placement of corresponding I/O-bump tiles will be randomly generated in each sector. After 
that, each I/O-bump tile planning method mentioned above starts at the east sector. While the I/O-bump tiles are 
planned within this sector, the package will iteratively be rotated counterclockwise and employed 
methodologies until all sectors’ tiles are assigned. 



 

 
Fig. 5. The I/O-bump tiles placement regions. The whole package will be partitioned into four sectors and the initial placement of 
corresponding I/Obump tiles will be randomly generated within each sector. 

 
 

A. Heuristic SORT: Sorting I/O-Bump Tiles 
In order to obtain the non-crossing (planar) routing from die bumps to package balls, we propose a heuristic 
method called SORT. Referring to the order of balls, this method sorts the I/O-bump tiles and produces their 
proper order, thus resulting in zero net crossing by monotonic package routing. 
The detailed steps are as follows: 
 
Sort package balls: 
1) Orderball ←0 
2) Repeat: 
3)  sorting ball rows (topbottom) 
4)  Repeat: 
5)   sorting balls (outerinner) 
6)   ordering the ball: Orderball←Orderball + 1 
7)  Until all balls are sorted within a ball row 
8) Until all ball rows are sorted within a package sector 
 
Sort I/O-bump tiles: 
1) Orderbump← 0 
2) Repeat: 
3)  sorting I/O-bump tiles (top  bottom, innerouter) 
4)  ordering the bump: Orderbump←Orderbump + 1 
5) Until all I/O-bump tiles are given an order within a package sector 
 
Orderball and Orderbump are used to assign the serial number for balls and bumps, the same numbers of ball and 
bump are paired for connection. Fig. 6 shows an example, the sorted order of package balls and I/O-bump tiles 
will lead to non-crossing package routing while applying the monotonic routing. For the tiles and balls located 
on other package sectors, we can also sort them as long as we rotate the package counterclockwise and 
implement this two-stage SORT heuristic. 
 
 



 
Fig. 6. The first heuristic method: SORT. It sorts the I/O-bump tiles and produces the proper order by referring to the order of balls, 
thus resulting in zero net crossing when using the monotonic package routing. Such routing method routes nets from die bumps to 
package vias on package top layer without U-turn path. 

 
 

B. Heuristic GREEDY : Greedily Choosing the Shortest Flyline 
The SORT method intuitively succeeds in producing a zero-crossing package routing. However, 

regarding the package routing task, the net length is another critical factor influencing its performance. Since 
the longer wirelength induces the larger parasitic effects, nets from bumps to balls should be routed as short as 
possible. Besides, to achieve impedance matching, each net should be kept in the similar wirelength. For these 
two objectives (the shortest nets and equi-length), we propose another heuristic to simultaneously shorten the 
total wirelength and the length deviation called GREEDY. The main idea of this method is to choose the shortest 
flyline between bumps and balls greedily. The GREEDY method also consists of two stages: sorting balls and 
greedily find shorter flylines. The first stage of process is same as that in SORT method (ball sorting), and the 
detailed steps in the second stage are listed below: 
 
Choose the shortest flyline greedily: 
1) Orderbump←0 
2) given the ball order in SORT, starting from the first ball 
3) Repeat: 
4)  connecting the ball with all unchosen I/O-bump tiles 
5)  choosing one I/O-bump tile which can result in the shortest flyline 
6)  ordering the chosen bump: Orderbump = Orderball; move to the next ball 
7) Until all balls are connected within a package sector 
 
The flyline length is calculated with the Euclidean distance between the package ball and assigned bump, and 
the length deviation is the difference between flyline length and the average length obtained from SORT method. 
Fig. 7 shows the results achieved by the GREEDY method. It shows that each ball is greedily paired with the 
closed I/O-bump tile at the moment. As a result, the GREEDY method reduces both total wirelength and length 
deviation. Comparing with SORT method which has zero-crossing routing, the GREEDY method establishes the 
fairly different bump order. Therefore, it will inevitably cause the net crossing in package routing and increase 
the package design cost. The number of net crossing in GREEDY is calculated on swapping bump order as that 
in SORT. 



 
Fig. 7. The second heuristic method: GREEDY. By greedily choosing the shortest flyline between bumps and balls, this method 
shortens the total wirelength and the length deviation. 
 
 
 

C. Algorithm WBIPT: Weighted Bipartite Matching 
For optimizing the requirements in chip-package codesign, designer must minimize the net crossing, 

total wirelength and length deviation at the same time. We use the results obtained from the SORT method as 
the initial solution, and model the package-aware I/O-bump planning into a weighted bipartite matching 
problem as shown in Fig. 8. The assignment problem then becomes a matching problem to match the 
pre-ordered ball set (Balli) and bump set (Bumpj) with the minimum edge weight (wij). The objective functions 
are as follows: 
 

 
 
The element xij, a binary variable, is 1 if Balli is assigned to Bumpj, otherwise xij is 0. Variables m and n are the 
total number of balls and bumps respectively (m=n). The edge weight wij is formulated below: 
 

 



where Diffij (= |Orderballi - Orderbumpj|) is obtained through directly subtracting the order of Bumpj from that of 
Balli, and therefore calculating the upper bound of crossing number [15]. AvgLength is the average length 
obtained from SORT method and lij is the flyline length (mentioned in GREEDY method). It can be seen that the 
edge weight consists of the net crossing (first term) and the wirelength deviation (second term). In addition, the 
user-defined parameters α and β are used to adjust the importance of net crossing and wirelength deviation. 
Through implementing the weighted bipartite matching (WBIPT) algorithm and carefully specifying these 
user-defined parameters, this method reassigns the order of I/O-bump tiles. Because such reassignment has 
more balanced net crossing and wirelength deviation, the WBIPT algorithm optimizes the I/O-bump planning 
comparing with the previous heuristics.  

Considering the given package ball locations, the I/O-bump locations planned by applying WBIPT 
algorithm will be provided in the proposed chip-package codesign flow (Fig. 3). In this codesign flow, the 
methodology of alternating the core cells and I/O-bump tiles placement/replacement and package routing will 
be iterated until the convincing design requirements are fulfilled. 
 
 

 
 
Fig. 8. The weighted bipartite matching algorithm: WBIPT. This method models the package-aware I/O-bump planning into a 
weighted bipartite matching problem. 
 
 

V. EXPERIMENTAL RESULTS 
We have implemented our methodologies in C++, and the platform is on Intel Pentium 4 3.20GHz 

processor with 1.5GB memory. Firstly, we use six industrial chipset designs as our test cases to demonstrate the 
effectiveness of I/O-row based scheme on shrinking die size (or increasing I/O number). According to the core 
cell floorplanning results, the peripheral I/Os originally used in those designs are replaced with our I/O-bump 
tiles while keeping the utilization rate of core cells the same. Without sacrificing the wiring and placement 
resource of core cells, Table I shows that the die size can be reduced for those I/O-pad limited designs (d1 and 
d4 to d6). On the contrary, the core limited designs (d2 and d3) will not have this advantage due to the larger 
I/O-bump tiles.  

To test our I/O-bump tile planning methods, we use d5 as the test case and summarize all algorithms in 
Table II. The first item INIT is the given initial I/O-bump locations without considering the package balls. The 
methods SORT and GREEDY are two heuristic methods described in Section 4.4, and the last three algorithms 
are applying WBIPT with specific user-defined parameters. As we have described in Section 4.4, those methods 
have different characteristics, such as lower package design cost, less parasitic effect and better length matching. 



All these characteristics are evaluated with three terms: Net crossing, Total wirelength and Length deviation in 
Table III. The experimental results shown in Table III are fairly reassuring and encouraging. When ignoring the 
package design in planning I/Os and bumps, the INIT (#1) definitely produces the worst results comparing with 
all proposed package-aware I/O-bump planning algorithms. The SORT (#2) heuristic works toward obtaining 
the zero net-crossing in monotonic package routing through ordering I/O-bump tiles. Comparing with the other 
methods, the GREEDY (#3) heuristic succeeds in shortening the total wirelength and length deviation for 
flylines. Furthermore, the assignment algorithms WBIPT (#4 to #6) balance the net crossing and length 
deviation. Fig. 9 is made by normalizing those performance metrics with their average value. The results show 
that we can specify the appropriate user-defined parameters (α and β) to determine the priority of net crossing 
and length deviation according to the design requirements. 

 
 

VI. CONCLUSION 
To develop the concurrent chip-package codesign flow, in this report we have proposed a novel I/O-row 

based scheme to place I/O-bump tiles. Two heuristics and one assignment algorithm are also provided for 
package-aware I/O-bump planning. The drawbacks of previous works are therefore mitigated or eliminated. 
Comparing with the I/O placement produced without considering the package balls, our methodologies are 
realizable and provide a preliminary study of chip-package codesign requirements thus helping to improve 
design cost and to avoid product failures. 
 
 

 
 
 

 
 
 



 
 
 

 
 

Fig. 9. The results of normalized performance metrics. It shows that the proposed methods (#2 to #6) achieve the individual objectives. 
The assignment algorithms (#4 to #6) determine the priority of net crossing and length deviation by specifying the suitable 
user-defined parameters (α and β). 
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