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As the user demand for high-speed wireless communication service increases gradually, the
future wireless mobile systems are expected to provide higher data transmission rate, wider signal
coverage and more reliable mobility. In order to meet the high-bandwidth requirement,
infrastructure-based multihop relay technologies have been proposed in the recent years. A
multihop relay network is a type of cooperative networks. The main concept of multihop relay
networks is to establish relay stations (RSs) as relay media between base stations (BSs) and
mobile stations (MSs). If the RSs are deployed in proper positions, the situation of choosing
unsatisfactory signal routes can be avoided and the signal attenuation can be reduced. In addition,
while relaying signals the transmission power can be increased and the line-of-sight transmission
may be used. In this case, the signal quality which MSs receive can be improved significantly.
From the above advantages, multihop relay networks can achieve the goals of throughput
enhancement, capacity enhancement and coverage extension. Moreover, based on the wireless
transmission between RSs and BSs, the installation cost of the wire-line backhaul can be
completely eliminated as well.

The IEEE 802.16j standard has been developed to provide performance enhancement to the
existing IEEE 802.16e network by incorporating the multihop relay (MR) technology. However,
frequent handoffs and low spectrum-utilization issues that were not encountered in IEEE 802.16e
may be incurred in IEEE 802.16j. The relay station (RS) grouping is one optional mechanism in
the IEEE 802.16] MR standard to overcome these problems. The concept of RS grouping is to
group neighboring RSs together to form an RS group, which can be regarded as a logical RS with
larger coverage. In this project, we investigate RS grouping performance enhancement in terms
of throughput and handoff frequency. We design an RS grouping algorithm to minimize handoffs
by utilizing a greedy grouping policy: RS pairs with higher handoff rates will have higher priority
for selection. The simulation results show that the handoff frequency of the considered MR
network can significantly be reduced, and suitable RS grouping patterns can be derived using our
grouping algorithm. In addition, we propose two centralized scheduling policies, i.e., the
throughput-first (TF) policy to maximize the system throughput and the delay-first (DF) policy to
minimize the average packet delay. By integrating our RS grouping algorithm and centralized
scheduling algorithms, the simulation results indicate that, for the case of fixed users, groupings
with smaller group sizes can result in better throughput performance. However, when user
mobility is considered, the throughput value increases as the group size increases. Furthermore,
we also show that the DF policy can both minimize the average packet delay and provide the
fairness property among users with different traffic loads.

Keywords: Grouping algorithm, IEEE 802.16j, multihop relay (MR), scheduling policy,
WIiMAX.
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Incorporating the multihop relay (MR) technology [25], the IEEE 802.16] MR standard [14]
has been developed to provide throughput improvement, coverage extension, and capacity
enhancement to the existing IEEE 802.16e protocol [1]. By deploying relay stations (RSs), the
end-to-end communication quality between base stations (BSs) and mobile stations (MSs) can be
improved without high infrastructure deployment costs. In addition, spatial reuse [19] is another
promising approach that can be employed in IEEE 802.16j) MR networks to improve spectral
efficiency. Based on the centralized scheduling, spatial diversity gain can be achieved if multiple
simultaneous transmissions using the same bandwidth resources are realized within the same BS
cell.Although IEEE 802.16j has the potential to provide substantial performance enhancements,
several issues that were not addressed in IEEE 802.16e may be encountered. For example,
frequent handoffs may occur during the movements of MSs since the RS cells are smaller than
the BS cells. To avoid the consequent performance degradation, RS grouping has been identified
as an optional mechanism in the IEEE 802.16j standard. The main idea of RS grouping is to put
adjacent RSs together to form an RS group, wherein the RS members are required to
simultaneously receive and transmit the same data. From the MSs’ viewpoint, the RS group can
be regarded as a logical RS with larger coverage. Therefore, the handoff frequency can be
reduced since no handoff procedure would be triggered, even when an RS crossing event within
the RS group occurs.

Lk T

To the best of our knowledge, no RS grouping strategy has been proposed or discussed in
the literature. We argue that different grouping criteria may lead to various performance results.
Specifically, utilizing a smaller RS group size is advantageous to spatial reuse, because more RS
groups can perform simultaneous transmissions at the same time and frequency. Thus, improved
average system throughput can be expected. However, a smaller RS group size may also lead to
higher packet loss rate due to more frequent handoffs between RS groups. In conclusion, when
implementing the RS grouping mechanism in IEEE 802.16j MR networks, the performance
tradeoff between throughput and handoff frequency should seriously be considered. In this
project, we analyze grouping strategies for RS grouping-enabled IEEE 802.16j MR networks and
propose an efficient RS grouping algorithm to minimize the handoff frequency. As we have
pointed out, RS grouping strategies will also influence the throughput performance. To
investigate the impacts of RS grouping on the IEEE 802.16j system throughput, we design two
centralized downlink (DL) scheduling policies for RS-grouping-enabled IEEE 802.16) MR
networks. One of these two scheduling policies aims to maximize the system throughput, and the
other is to minimize the average packet delay.
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Simulation Results and Discussion

A. Effects of RS Group Sizes on Handoff Frequency

The following figure individually evaluates the handoff frequency of each grouping under
different user densities (specifically, 100, 500, and 1000 users in our experiments). The results
indicate that, using the greedy grouping policy of our RS grouping algorithm, the handoff
frequencies of the groupings gradually decline, regardless of the user density, as the group size
increases. The main reason is that larger group sizes generally lead to lower handoff probabilities.
It could be concluded that it is reasonable to choose larger group sizes if higher user mobility
speeds are observed.
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B. Performance Analysis of Different Scheduling Policies

Based on the groupings, we estimate the throughput and delay performances of the TF, DF,
and Round-Robin centralized scheduling policies as functions of the group size. The following
figures present the average throughput and delay of the network under the situations with fixed
and mobile users, respectively. Note that the average throughput is estimated as the average
amount of packets actually received by the users within the simulation time. Moreover, the packet
delay indicates the time difference between when a packet arrives at the BS and when it is
received by the corresponding user. The figures show the average network throughput under the
three scheduling policies. For the case where users are stationary, the TF and DF policies achieve
similar throughput performance. However, for the case with user mobility, the average
throughput under the DF policy is higher than those under the other two scheduling policies. This
phenomenon implies that the mobility behavior of the MSs is a major factor affecting the
throughput performance under the TF policy, whereas the DF policy can provide relatively stable
throughput, regardless of the user-mobility effect. Specifically, since the DF policy is able to
balance the queue length of each user while the TF policy only prioritizes the user with the
longest queue length, the average buffered packet amounts for all users under the DF policy are

relatively small. Therefore, the number of dropped packets during the handoffs in DF can



reasonably be reduced, and the throughput can further be improved. The Round-Robin policy
inefficiently performs in both cases since its scheduling decisions are sequentially made, despite
the system state information. In addition, we also observe that, compared with groupings with
larger group sizes, groupings with smaller group sizes result in better throughput performance for
the case of fixed users. However, when user mobility is considered, the throughput value
increases as the group size increases. This is because, when users are stationary, the throughput
performance is mainly dominated by the spatial diversity gain. Under such circumstances, smaller
RS group sizes lead to higher throughput values. On the other hand, when the user mobility speed
is high enough, the larger packet loss rates due to more frequent handoffs of smaller group sizes
have more significant impact on the throughput performance. Consequently, larger RS group
sizes are more advantageous. The figures also show the packet delay performance for the two
scenarios without and with user mobility. We notice that groupings with larger group sizes result
in higher average packet delay. This is owing to the lower spectrum reuse of larger group sizes,
and the packets in the system may suffer from longer queueing delay. Moreover, as expected, the
DF policy can provide the lowest average delay for all group size cases, compared with the TF
and Round-Robin policies. The TF policy causes higher average delay since it considers only the
queue length states but no packet waiting time information. The Round-Robin policy, which
depends on neither the queue length nor the waiting time information, incurs the worst average

delay performance through almost all group size cases.
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The IEEE 802.16j MR standard has been developed to provide performance enhancement to
the existing IEEE 802.16e network. However, issues such as frequent handoffs and low spectrum
utilization, which were not encountered in IEEE 802.16e, may occur in IEEE 802.16j. The RS
grouping is one optional mechanism in the IEEE 802.16j MR standard to overcome these
problems. This project has investigated the RS grouping performance enhancement in terms of
throughput and handoff frequency. An RS grouping algorithm was designed by utilizing a greedy
grouping policy: RS pairs with higher handoff rates will have higher priority to be selected. The
simulation results have shown that the handoff frequency of the considered MR network can
significantly be reduced, and suitable RS grouping patterns with determined activation set
assignments can be derived using our grouping algorithm. In addition, we have proposed the TF
and DF centralized scheduling policies to maximize the system throughput and to minimize the
average packet delay, respectively. By integrating our RS grouping algorithm and
centralized-scheduling algorithms, the simulation results have indicated that, for the case of fixed
users, groupings with smaller group sizes can result in better throughput performance. However,
when user mobility is considered, the throughput value increases as the group size increases.
Furthermore, we have also shown that the DF policy cannot only minimize the average packet
delay but can also provide fairness among different traffic-load users.
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The main contribution of this project is to propose the first integrated algorithmic framework
that can be utilized to investigate the performance interaction between RS grouping and resource
scheduling for IEEE 802.16j MR networks. The results of this work have been published in the
international journal (IEEE Transactions on Vehicular Technology, 2010) [Al]. In addition, this
project also supports us to attend the conference in Korea for presenting our another work [A2].
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[Al] Shun-Ren Yang, Chien-Chi Kao, Wai-Chi Kan, and Tzung-Chin Shih, “Handoff
Minimization Through a Relay Station Grouping Algorithm With Efficient Radio-Resource
Scheduling Policies for IEEE 802.16j Multihop Relay Networks,” IEEE Transactions on
Vehicular Technology, Feb. 2010.
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Abstract—The IEEE 802.16j standard has been devel-
oped to provide performance enhancement to the existing
IEEE 802.16e network by incorporating the multihop relay
(MR) technology. However, frequent handoffs and low
spectrum utilization issues that were not encountered in
IEEE 802.16e may be incurred in IEEE 802.16j. The relay
station (RS) grouping is one optional mechanism in the
IEEE 802.16] MR standard to overcome these problems.
The concept of RS grouping is to group neighboring RSs
together to form an RS group, which can be regarded
as a logical RS with larger coverage. In the paper, we
investigate the RS grouping performance enhancement in
terms of throughput and handoff frequency. This paper
designs an RS grouping algorithm to minimize handoffs by
utilizing a greedy grouping policy: RS pairs with higher
handoff rates will have higher priority to be selected.
The simulation results show that the handoff frequency of
the considered MR network can be significantly reduced
and suitable RS grouping patterns can be derived using
our grouping algorithm. In addition, we propose two
centralized scheduling policies, the throughput-first (TH
policy to maximize the system throughput and the delay-
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first (DF) policy to minimize the average packet delay.
By integrating our RS grouping algorithm and centralized
scheduling algorithms, the simulation results indicate tlat
for the case of fixed users, the groupings with smaller
group sizes can result in better throughput performance.
However, when user mobility is considered, the throughput
value increases as the group size increases. Furthermore,
we also show that the DF policy can both minimize the
average packet delay, and provide the fairness property
among users with different traffic loads.

Index Terms—Grouping algorithm, IEEE 802.16j, mul-
tihop relay, scheduling policy, WiMAX.

I. INTRODUCTION

Incorporating themultihop relay (MR) technology
[25], the IEEE 802.16] MR standard [14] has been
developed to provide throughput improvement, cover-
age extension and capacity enhancement to the existing
IEEE 802.16e protocol [1]. By deploying relay stations
(RSs), the end-to-end communication quality between
base stations (BSs) and mobile stations (MSs) can be im-
proved without high infrastructure deployment costs. In
particular, it becomes possible to forward data to an MS
using a high transmission rate in Line-Of-Sight (LOS)
conditions through an MR path to avoid the Non-Line-
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with bad channel quality. In additiospatial reusg19]

4s another promising approach that can be employed

in IEEE 802.16) MR networks to improve spectral
efficiency. Based on the centralized scheduling, spatial
diversity gain can be achieved if multiple simultaneous
transmissions using the same bandwidth resources are
realized within the same BS-cell.

Although IEEE 802.16j has the potential to provide
substantial performance enhancements, several issues
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that were not addressed in IEEE 802.16e may be en- e
countered. For example, frequent handoffs may occur . .
during the movements of MSs since RS-cells are smalle '\iy N . f )
than BS-cells. Moreover, the unbalanced resource all&, Oy B

cation of different RSs may result in inefficient spectrum 4:--""MR.BS "Msw e
utilization. To avoid the consequent performance degra- . ) -

dation, RS groupinghas been identified as an optionatiy 1. sample topology of IEEE 802.16j MR networks
mechanism in the IEEE 802.16j standard. The main idea

of RS grouping is to put adjacent RSs together to form

an RS group wherein the RS members are required tprocedure to improve the spectral efficiency. By integrat-
receive and transmit the same data simultaneously. Framg our proposed RS grouping algorithm and centralized
MSs’ viewpoint, the RS group can be regarded as stheduling policies, the simulation results show that the
logical RS with larger coverage. Therefore, the handoffiroughput and delay performance can be improved in
frequency can be reduced since no handoff procedwedition to the significantly reduced handoff frequency.
would be triggered even when an RS crossing eveTihe main contribution of this paper is to propose the first
within the RS group occurs. In addition, since the radimtegrated algorithmic framework that can be utilized
resources of the RS members are aggregated togethertthénvestigate the performance interaction between RS
resources can then be allocated more flexibly and ef§irouping and resource scheduling for IEEE 802.16] MR
ciently to achieve higher spectrum utilization. Howevenetworks.

to the best of our knowledge, no RS grouping strategy The remaining parts of this paper are organized as
has been proposed or discussed in the literature. Wdlows. In sections Il and Ill, we give an overview
argue that different grouping criteria may lead to variousf the IEEE 802.16j standard and a discussion of the
performance results. Specifically, utilizing a smaller REEEE 802.16] RS grouping mechanism, respectively.
group size is advantageous to spatial reuse because n@getion IV presents an RS grouping strategy analysis
RS groups can perform simultaneous transmissions at #red details our proposed RS grouping algorithm. In
same time and frequency. Thus, improved average syection V, two efficient centralized downlink scheduling
tem throughput can be expected. However, a smaller R8licies for IEEE 802.16] MR networks are addressed.
group size may also lead to higher packet loss rate dueTthe performance evaluations of our grouping algorithm
more frequent handoffs between RS groups. In concland scheduling policies are presented in section VI.
sion, when implementing the RS grouping mechanis®ection VII summarizes the related work. Finally, we
in IEEE 802.16j MR networks, the performance tradeoffonclude the paper in section VIII.

between throughput and handoff frequency should be

seriously considered. Il. IEEE 802.16 MULTIHOP RELAY NETWORKS

y
S

In this paper, we analyze grouping strategies fdd- Network architecture

RS grouping-enabled IEEE 802.16] MR networks and The IEEE 802.16j standard is expected to enhance
propose an efficient RS grouping algorithm to minimizéhe system performance of IEEE 802.16-based networks
the handoff frequency. As we have pointed out, R&irough multihop relaying technologies. A typical topol-
grouping strategies will also influence the throughputgy example of IEEE 802.16] MR networks is illustrated
performance. To investigate the impacts of RS grouping Fig. 1. In this network, an MS can access the MR-BS
on the IEEE 802.16j system throughput, we desiggither through a multihop relaying path (e.g., MS1, MS3
two centralized downlink scheduling policies for RSand MS4) or directly (e.g., MS2). In addition, a station
grouping-enabled IEEE 802.16] MR networks. One dBS or RS) is called araccess statiorif it provides
these two scheduling policies aims to maximize theetwork attachment functionality to a given MS or RS.
system throughput and the other is to minimize avera@n the other hand, an RS issabordinateRS of another
packet delay. The throughput estimation results undstation if that station serves as the access station for
different grouping configurations can assist network selhat RS. For instance, RS2 is the access station of RS3,
vice providers to choose the most appropriate settingad RS3 is a subordinate RS of RS2. The wireless links
of grouping factors (e.g., group size). Notice that ththat directly connect access stations with their respectiv
spatial reuse concept is considered during the schedulsupordinate RSs are calledlay links while the links

Copyright (c) 2009 IEEE. Personal use is permitted. For any other purposes, Permission must be obtained from the IEEE by emailing pubs-permissions@ieee
Authorized licensed use limited to: National Tsing Hua University. Downloaded on May 15,2010 at 10:49:39 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. X, NO. X, XXX 201X 3
between MSs and their corresponding access statig
. . K] -9

are kn(_)wn asaccess Imkg, Since an RS can only be|z = < DL bussts DL bursis
subordinated to one station, the MR-BS and the R{g [= o [BS=>RS Group] [RS Group (one o more) =>MS]
in this MR network form a tree-based multihop relay™
topology. Note that it has been shown that the throughpoe

Access zone Relay zone

decreases as the number of hop-counts increases [7], and - ! el o N
. A A (Relay link transmission) (Access link transmission)

thus we only investigate two-hop IEEE 802.16] network DLS

. . ubfraime——————————— P

in this paper.

AN

Fig. 2.  Modified |IEEE 802.16] downlink subframe structurer fo

B. Frame structure supporting RS grouping

The frame structure of IEEE 802.16] MR systems is
extended from that of IEEE 802.16e networks, which
also adopt orthogonal frequency division multiple acceggsource (i.e., the relay zone) of each member RS can
(OFDMA) as the primary channel access mechanism f6¢ aggregated and shared by all the MSs under the
NLOS communication. The basic unit of resource fogorresponding RS group, so that the spectral efficiency
allocation in OFDMA is aslot, which is comprised of iS improved.
a number of symbols in the time domain, and one sub-For the downlink operation, the member RSs of a
channel in the frequency domain. The timeline is dividegroup should be configured to transmit equivalent data
into contiguous frames, each of which further consistdgnals to the same MS. Thus the subordinated MSs
of a downlink (DL) and a uplink (UL) subframes. Incan receive the best quality signal within the group,
IEEE 802.16j, the DL and UL subframes shall includeo matter where they are located. This operation is
oneaccess zonéor MR-BS — RS and MR-BS— MS also called cooperative transmission because the member
transmissions and may include omay zonefor RS«  RSs will form a virtual antenna array to exploit macro-
subordinate MS transmissions, respectively. diversity. On the other hand, the diversity combining of

the information received by the member RSs of an RS

[1l. IEEE 802.16 RS GROUPING MECHANISM group can be performed in the uplink situation. Both

A|though dep|oy|ng RSs in IEEE 802.16 networkghe downlink and Upllnk diverSity gainS can be achieved
can provide significant throughput or coverage enhandéder a centralized scheduling scheme by keeping the
ments, several issues regarding the relaying architect?& list of each RS group at the respective MR-BS.
of IEEE 802.16j should be addressed. These issues ifierefore, the RS grouping mechanism is reasonable to
clude frequent handoffs, redundant control overhead aifiProve the data transmission rate.
low spectral efficiency. It is perceived that these issuesTo support an RS grouping, the original IEEE 802.16j
will result in unpredictable performance reduction foframe structure should be modified (see Fig. 2 for
IEEE 802.16] MR networks. Therefore, the IEEE 802.16he modified DL subframe). Specifically, access zones
standard provides the optional RS grouping mechanishould handle the transmissions between BSs and RS
to reduce the impacts of these issues. The conceptgrbups, while relay zones should handle the transmis-
an RS grouping is that adjacent RSs could be groupsibns between RS groups and subordinate MSs. From
together as an RS group which acts as a virtually reguldie mobility management point of view, we note that
RS to its associated MSs. The grouping criteria aimplementing RS grouping will not incur extra costs
decided by the controlling MR-BS, based on the targeteéd IEEE 802.16j. As aforementioned, for movement
performance requirement. Note that the coverage of aetween RS-cells of an RS group, an MS will not initiate
RS group is larger than that of its regular member RSthe handoff procedure. The MS CDMA periodic ranging
and no handoff event would be triggered even thougirocess with aggregated ranging sub-channel allocation
an RS-cell crossing event within the same RS groyf3] can be employed to handle the RS reselection during
occurs. Consequently, the MSs under the RS groupiimdra-RS-group movement. On the other hand, when the
mechanism will experience lower handoff probabilityMS roams from an RS group to another RS group, since
On the other hand, MR-BSs can manage RS groups RS group can be seen as a legacy BS, the conventional
using only one set of control header, and hence thAC layer handoff procedure is applied directly for this
control signal overheads are reduced. Finally, the radsoenario.
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IV. OUR PROPOSEDRS GROUPINGALGORITHM FOR 1. Handoff-rate information
and a preferred group size
IEEE 80216 MR NETWORKS 1 2. Group adjacency matrix for 3. Grouping result with determined

ThlS SeCtion proposes an |EEE 802 16] RS gl’ouping the preferred group size activation set assignment
algorithm to reduce the handoff frequency of mobile RS PRl Activation Set NS Scheduling
users under prescribed IEEE 802.16] MR network per Assignment Simulation
formance requirements. The system assumptions and 4
the concept of our proposed algorithm are described 4. The respective.
. . . . . errformance gain
in the first subsection. Then, the proposed algorithm is P s
discussed as a three-phase procedure in the following
subsections. Fig. 3. The concept of the proposed RS grouping algorithm

A. System Assumptions and the Concept of Our RS
Grouping Algorithm resident MSs at the same time and frequency without
To accommodate general scenarios, our algorithifterference. Clearly, the assignment of activation sets i
does not make any assumptions of the underlying IEERn0ther important factor that should be considered in the
802.16j MR network topology, the user mobility behavdesign of the RS grouping algorithm.
ior, and/or the packet traffic pattern. Specifically, within Taking all the above factors into account, we propose
a considered BS, the IEEE 802.16j RSs can be deployedr RS grouping algorithm, which contains three phases
arbitrarily and the coverage area of each RS can be irreap- illustrated in Fig. 3:grouping phasg activation-
ular. In addition, the MSs within the considered BS caget-assignment phasnd scheduling-simulation phase
move randomly. In such an arbitrary environment, wBased on the handoff-rate information, the grouping
only require that the handoff-rate information betweephase first constructs the handoff-minimizing RS group-
each two RS-cells should be available. The handoff raiteg result for a preferred group size. Then, the group-
between two RS-cells, RS-cell 1 and RS-cell 2, is theg phase generates the adjacency matrix of the con-
total rate that the resident MSs hand off from RS-cell $tructed RS groups. Based on the adjacency matrix, the
to RS-cell 2 or from RS-cell 2 to RS-cell 1. Note that th@ctivation-set-assignment phase assigns each RS group
handoff-rate information can be simply derived from th&d an activation set in order to enhance the spatial
statistical data that are collected by the network servi¢dversity gain. Afterward, in the scheduling-simulation
providers. phase, the downlink transmission simulation is executed
To design the RS grouping algorithm in our considerdi@r the given grouping result with determined activation
environment, we first specify the factors that may affeset assignment. By comparing the performance gains
the grouping result. First, the group size is a fact@f the scheduling results from different preferred group
which has the potential to influence the spatial diversitsizes, network service providers can finally choose the
gain and the handoff frequency. It can be observed thaost favorable grouping result with the associated acti-
utilizing a smaller group size will result in more RSvation set assignment as their IEEE 802.16] MR network
groups. Such a grouping policy is beneficial to spatiglonfiguration.
reuse, though it causes higher handoff frequency. On theThe operation of our RS grouping algorithm is de-
other hand, a larger group size has reverse effects picted in Algorithm 1, where two input parameters, the
the spatial reuse and the handoff frequency, respectivedgt o of all the RSs within a considered BS and the
In addition to group size, the selection order of groupandoff-rate matrixd of the RSs ina, should first be
members is also significant to the grouping strategy dprovided. InH, the entry H[i][j] represents the total
sign. Even with the same group size, different groupingandoff rate between RS-cell and RS-cellj. After
orders may lead to different numbers of handoff eventgariable initialization, the three algorithm phases ag¢din
Once an RS grouping layout is provided by applying th&4-16 are repeated for each preferred group size. Then,
most desired group size and grouping order, determiniag line 17, the weighted functiow(S;) calculates the
which set of RS groups to transmit data simultaneouslyeighted performance gain for a simulation ressijt
further impacts the spectrum efficiency critically. In thisThe highest performance gain is recorded kiey at
paper, we define aactivation setas a particular set of line 18 and the best grouping result with determined
RS groups which can transmit data to their respectiaetivation set assignment is stored §n at line 19.
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Algorithm 1 THE PROPOSEDRS GROUPING ALGO-

RITHM
: Input:

-

Algorithm 2 Grouping(a, H, X)

Input:
« (the set of RSs within a considered B&) (the handoff-rate matrix of the RSsir), X (the preferred
group size).

[

.« (the set of RSs within a considered B&),(the handoff-rate matrix of the RSsa).

&

: Output:
: Q (the desired grouping result with determined activatidrassignment).

@

- Initialization:

: Q«— NIL;

: key — 0;

M — rows[H];

© ® N OB WN

=
o

-
B

Procedure:
: for i = 1to M do
Ty, A; — Grouping(o, H,1);
Q; — ActivationSet(4;);
S; « Scheduling(T;,Q;);
if w(S;) > key then
key — w(S;);
Q — Q;;
end if
: end for

-
N

NN B R R R R R
PeoeoNaRs®

26
27
28:

When Algorithm 1 terminates, the desired groupin

result can thus be obtained. In the following subsections,

33
34:
35
36
37
38
39

.40

The operation of the grouping phase is shown in

Algorithm 2 and is explained as follows. According.
to the functionalities, the RS grouping procedure i§
partitioned into four main portions: a6

we present the details of each phase individually.

B. Grouping Phase

Output:
T (a set of constructed RS groupgi, g2, .., gn. ---}), A (the adjacency matrix of the constructed RS
groups inl’).

Initialization:
Temp, — a;
M — rows[H];
n«—0;

Procedure:
/* Each RS group is constructed based on the handoff-ratexfdt */
while there exist pairs of ungrouped adjacent RSEimyp, do
n«—n+1;
Find the ungrouped adjacent RS pairb) that has the highest handoff raftga][b];
if a.TotHR(Tempy) > b.TotHR(Temp,) then
Removen from Temp,, and add it into the:th groupg,,;
else
Removeb from Temp,, and add it into thexth groupg,,;
end if
while |g,,| < X and groupy, has ungrouped neighboring Rés
Find the neighboring R8with the highest total handoff rate to/from groyp;
Remover from T'emp,, and add it intag,,;
end while
Add g, into I';
end while
/* An isolated RS forms an RS group itself. */
while there exists an isolated ungrouped R Temp,, do
ne—n+1;
Removerd from T'emp,, and add it into the:th groupg,,;
Add g, intoT;
end while
/* Initialize the RS-group adjacency matrik */
for i =1tondo
for j = 1ton do
Afil[j] < 0;
end for
end for
I* Compute the RS-group adjacency matrix*/
for k = 1to M do
for I =1to M do
if the handoff ratg[k|[l] > 0, RSk € g; and RS € g; then
Al — 1
end if
end for
end for

Input parameters: At the beginning of the procedure
(line 2), three parametera, H and X, are required
as the inputs, wher& denotes the preferred group
size.

Output results: The outputs of the procedure (line 5)
are the final grouping result = {¢1, g2, ..., gn, .-}
and the adjacency matriA of the constructed RS
groups, whergy,, denotes theath RS group.

Initialization stage: In this stage (lines 8 to 10), some
variables must be initialized before executing the
grouping procedure. We usBemp,, to denote the
set of the ungrouped RSs within the considered BS.
Temp, is initialized asa. Then, we useM to
denote the total number of RSs i Moreover,
the variablen is initialized as O.

Procedure: After initialization, the main grouping pro-
cedure is started from line 13 to line 47. Since the
purpose of our algorithm is to minimize the handoff
probability, we introduce a greedy grouping policy,
under which RS pairs with higher handoff rates
(provided from H) will have higher priority to be

Copyright (c) 2009 IEEE. Personal use is permitted. For any other purposes,

selected. A detailed description of the steps is as
follows.

o Group-construction loop for non-single-RS
groups (lines 14 to 27): This loop constructs
RS groups from the ungrouped adjacent RS
pairs. The ungrouped adjacent RS pair with
the highest handoff rate is first considered (line
16). Of this pair, the RS that has a higher total
handoff rate to/from other RSs ifiemp,, is
selected to be the starting member of thté
groupg, (lines 17 to 21). Then, the ungrouped
neighboring RSs ofj,, are selected to joig,
in descending order of the total handoff rate
to/from g,. This join procedure (lines 22 to
25) is repeated until the group size gf is
equal to the preferred group siz& or g,
has no ungrouped neighboring RS. This group-
construction loop is iterated to form RS groups
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l

RS group 3

until no pair of ungrouped adjacent RSs exists.
« Group-construction loop for isolated RSs (lines
29 to 33): This loop constructs RS groups
for isolated ungrouped RSs. Each isolated u
grouped RS forms an RS group itself (line 31).
« Group adjacency matrix initialization (lines 35 e @
to 39): Each entry of the group adjacency @
matrix A is initialized as 0.
« Group adjacency matrix computation (lines 41 (a) The RS-group layout (b) The RS-group adjacency graph
to 47): After initialization, the adjacency matrix
Ais computed by examining whether a membefig. 4. An activation-set-assignment example
of a groupg; is adjacent to a member of another
groupg; (line 43). If yes, the entryA[i][j] is
set to 1 (line 44). After examining all tha/ problem as the minimum coloring problem 6f. The
RSs, the adjacency matrit of the RS groups rule to color all the vertices ofr is that no two adjacent
in T can be derived. vertices can share the same color. Based on this rule,
After the above grouping procedure, the groug2ach set of the vertices that are assigned the same color
ing result T and the group adjacency matrik can IS €quivalent to an activation set. However, to cofor
be obtained for use in the subsequent activation-s&fith theé minimum number of colors is known as an
assignment phase. We note that the time complexfyP-hard problem. To achieve a polynomial computation
of the grouping phase is mainly dominated by the twime, the well-known greedy coloring algorithm, Welsh
nested loops in lines 14-27 and in lines 41-47. For tfgowell algorithm [6], is adopted in this paper. For the
nested loop in lines 14-27, the numbers of iterations f§€lf-containedness purpose, we briefly summarize the
both the outer and inner loops are no larger thenOn k&Y concept of the Welsh Powell algorithm below. First,
the other hand, for the nested loop in lines 41-47, i@l possible colors are numbered. Then following the
numbers of iterations for the outer and inner loops aféscending order of vertex degree, each vertexxin

both equal tda/|. Therefore, the overall time complexity!S Séquentially selected to be assigned a color. When
of the grouping phase i©(|a?). a vertexv attempts to be colored, the first color is

examined to check if it has already been occupied by
any of v's neighbors. If no, the first color is assigned
) o to v. Otherwise, the next unoccupied color (bys
Before elaborating on how our activation-setpeighbors) is used to colat This procedure is repeated
assignment phase can generate appropriate assignngfthe subsequent vertices until the verticesdrhave
results, we first point out that the number of aCy| peen processed. The time complexity of the Welsh
tivation  sets S|gn|f|cantly_ affects the data transmissowell algorithm is proven to b&(|V|?). This algo-
sion performance. Specifically, the fewer the actvgijm guarantees that the number of required colors is at
t|qn sets, _the more the RS groups that can trangiost one more than the maximum degreé’) of G.
mit data simultaneously. Consider the RS-group layrpat s, the Welsh Powell algorithm determines at most
out in Fig. 4(a), where its RS-group adjacency c) 1 activation sets. Our activation-set-assignment
graph is shown in Fig. 4(b). Clearly, the assignmemhase applies the Welsh Powell algorithm and therefore
{{91,93,95}, {92, 94, 96} } is better than another assignan assign each constructed RS group (from the grouping

ment{{g1,94},{92, 95}, {93, 96}} since the former as- nhase) to an appropriate activation set.
signment contains fewer activation sets and thus has

improved spatial diversity gain. ) _ )

Given an RS grouping result and the correspondingP- Scheduling-Simulation Phase
adjacency matrixd from Algorithm 2, we first derive the  In this subsection, we characterize the concept of the
adjacency grapldé’(V, E) whereV represents the set of scheduling simulation. By adopting a specific scheduling
the RS groups andl represents the interference relatiogpolicy, scheduling simulations are conducted for the
among the RS groups. To minimize the number dfifferent grouping results with associated activation set
activation sets, we model the activation-set-assignmeagsignments provided from the grouping and activation-
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0

RS group 2
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C. Activation-Set-Assignment Phase
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set-assignment phases. From these simulations, several —* o349 |
outp_ut measures (e.g., system throughput ;_ind packet d%—m ﬂﬂ B X"j Q
lay time) can be derived. The network service providers ' ; | information
can evaluate the performance gains of these grouping ' X , ' % |
L . LK H—> () —> I
results by assigning weighted values to the respective " ' |

output measures following their preference rules. Then, VIR &
by comparing the weighted indices from the different [[jez': sl | e
grouping results, the most desirable grouping result can / R i L L
be determined. In the following sections, the scheduling - 5 S g

policies for RS grouping-enabled IEEE 802.16] MR ’,
networks will be elaborated on in section V and the ) & The MS

residing in

representative simulation results will be presented in RS group g MSK | another group
section V. e e,

V. MULTIHOP CENTRALIZED DOWNLINK Fig. 5. System model of RS grouping-enabled IEEE 802.16] MR
SCHEDULING POLICIES networks
In the scheduling-simulation phase of our RS grouping
algorithm described in section 1V, centralized downlink

scheduling policies are required to evaluate the p BS sel RS Th lav link b
formance gain of a given RS grouping layout. In thid"e s€ ectg an group. The reiay iin _etween
gqe BS and this RS group will be activated during the

section, we first define the scheduling problem for R " .
grouping-enabled IEEE 802.16] MR networks. Then thgccess zone for transmitting packets destined to the MSs

system description of our considered multihop networi€ he RS for f laving. On the other hand. i
is addressed. Finally, we propose two centralized dow, L the group for future relaying. On the other hand, in

link scheduling policies for IEEE 802.16] MR networksN€ access link scheduling, the BS selects an appropriate

under RS grouping and spatial reuse assumptions, fivation set of RS groups. The_ access links between
the objectives of maximizing the system throughput a ese RS groups and their respective resident MSs will be

minimizing the downlink traffic delay, respectively. act|va_ted during the relay zone for_ packet r(_alaylng. Note
that since the BS has only one radio transmitter, only one

. . lay link between the BS and a particular RS group can
szsfgje&lgmngemmim for RS grouping-enabled IEE e activated at a time in the access zone of each time
' frame. However, based on the concept of spatial reuse,
Consider the downlink transmission of an IEEEnore than one access link transmissions can be activated
802.16) MR network with a BS and a set of Presimultaneously in the relay zone.
configured RS groups, as shown in Fig. 5. Assume thatTg resolve the scheduling problem for RS grouping-
a number of packets from the external networks aghapled IEEE 802.16j MR networks, scheduling policies
desired to be delivered to MS 1 residing in RS groughould be employed to decide suitable relay link trans-
g The BS, which acts as the network gateway for itgjssions in access zones and access link transmissions
served MSs, will first buffer these packets for MS 1 i relay zones. Different scheduling policies may be

the corresponding packet queue. In an appropriate tifj@signed based on different criteria to meet different
frame, the BS will transmit these packets to RS grougystem performance requirements.

g through the relay link transmission. These packets

received by RS group are also buffered in the packet ) ) o

queue corresponding to MS 1 until the access lifR- Radio Resource Scheduling Policies

transmission between RS grogand MS 1 is scheduled 1) System modelConsider again the single-BS IEEE

in another following frame. 802.16j MR network in Fig. 5. Using our RS grouping
To realize this two-hop relaying operation, thelgorithm, the RSs in this network are partitioned into a

scheduling procedure should be performed by the BSs#tI" of RS groups, and the RS groups are classified into

the beginning of each frame. Specifically, the schedulireg setQ) of activation sets. The RS groups within each

procedure consists of two parteelay link scheduling activation set can be activated simultaneously.

ndaccess link schedulingn the relay link scheduling,
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For both the relay link and access link transmissions ifhus from MSj’s viewpoint, the queues maintained in
the considered IEEE 802.16] MR network, the Rayleigthe RSs for MS;j can be regarded as a logical single
fading channel model is assumed to be applied in thpieue. We denoté(f(t) as the length of the logical
physical layer. Lettingsrc(l) be the transmitter and queue for MSj in RS groupyg at the start of time frame
dst(l) the receiver of a radio link, we can compute ¢.

the transmission rate over the radio lihlas o .
Note that the RS buffer synchronization for selection

(1) relaying can be easily achieved by utilizing the standard
IEEE 802.16] ARQ mechanism and by arranging a new
In (1), B denotes the bandwidth (in Hz) of the MRmyticast information element in the DL-MAP. More
network spectrum, an®W,,.) and o}, represent the specifically, when the BS receives an ACK from an MS
transmission power ofrc(l) and lthe variance of signaljngicating the sequence number of the latest correctly
noise, respectively. MOFeOVéT;;;él; in (1) is acircularly decoded packet, it will, in the next time frame, announce
symmetric complex Gaussian random variable. Readefis additional DL-MAP multicast information element
interested in the derivation of (1) are referred to [28] fogontaining this sequence number to the corresponding
a detailed explanation. RS group. The obsolete packets at each individual RS

During the relay link transmission, the BS adoptguffer can then be removed accordingly.
the minimum transmission rate among the relay links

between the BS and the selected RS group as the rea?) General scheduling procedure of the RS grouping-
transmission rate. This is due to the fact that the R&mabled IEEE 802.16j MR networkRecall that the

within the selected RS group must correctly receive arsg¢heduling procedure should make the decision of the
decode the data from the BS at the same time anelay link and access link transmissions of a frame in
frequency. In this case, the effective transmission ratiee relay link scheduling and access link scheduling,
is dominated by the relay link with the minimum raterespectively. Although the selection criteria of these two
Thus the transmission rate of the relay link between thgarts are actually the same under the given schedul-
BS and an RS group can be computed based on (1) aig policy, some detailed processes are different due
to the special characteristics of RS grouping such as
minimum transmission rate constraints and selection
relaying cooperative transmissions. Therefore, we detail

For the access link transmission, although the Rfie procedures of these two scheduling parts individually
members in the same RS group should serve a PEE follows.

ticular MS at the same time, this signal-combining
cooperative transmission with multiple sources is diffi-
cult to implement. Therefore, we adopt a compromi;é
cooperation scheme calleselection relaying[15] to
realize the access link transmission, whereby only the
RS member with the highest signal quality is selected for
data transmission towards a resident MS. Therefore, the
transmission rate between the RS grgugnd a resident
MS j can be derived similar to (2) as

Ry = B -logy(1+ [hy5() 1> - PWirey /o).

Rps,g = B -logy(1+ min [h7% - PWps/o%). (2)

art 1: Relay link scheduling. In this part, the ob-
jective of the scheduler is to activate the most
favorable relay link between the BS and an RS
group inI". For comparison, we claim that the major
task of a scheduling policy is to assign a weighted
index Df%(t) for each RS groupy to represent
the priority of RS groupg to be selected in the
relay link scheduling of time frame. Note that

Ry; = B -logy(1 + max |hj[* - PW, /o%).  (3)
reg

In the two proposed scheduling policies that will be
described later, the network queue state is a common
parameter utilized to make the scheduling decision. We
denoterBS(t) as the queue length of the queue corre-
sponding to MSj in the BS at the start of time frame
t. In the RS groupy of MS j, every RS member will
also maintain a queue for M5 However, as mentioned
above, all the RS members serve lyI&t the same time.

the implementation oD /' (t) is dependent on the
concerned performance metrics (e.g., throughput or
delay time) of the scheduling policy. In order to
make the scheduling decision in a channel-aware
manner, the scheduling policy may require the
transmission rat& 5 5 , to decide theD - (t) of RS
group g. Two different approaches are given later
in this section. After both the transmission rate and
the weighted index computations of each RS group,
the final target RS group(t) for time framet is

Copyright (c) 2009 IEEE. Personal use is permitted. For any other purposes, Permission must be obtained from the IEEE by emailing pubs-permissions@ieee

Authorized licensed use limited to: National Tsing Hua University. Downloaded on May 15,2010 at 10:49:39 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

|IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. X, NO. X, XXX 201X 9
selected as follows: throughput-first (TF) scheduling policy which is compat-
R R ible to the scheduling procedure described in subsection
g(t) = al"glglgg{Dg ()} (4)  V-B2. The objective of the TF policy is to achieve the

maximum system throughput for our considered IEEE
In other words, the RS group with the maximungo2.16j MR network.
weighted index will be selected as the target RS Consider the scheduling procedure using the TF
group. During the target RS group selection, thgcheduling policy. Let\, be the set of MSs residing in
setI,(t) of MSs whose data bursts will be deliv-the same group. In the relay link scheduling of time

ered to the chosen RS groyjt) should also be framet, the weighted indexD’ () of a groupg € T
identified. This MS identification is based on thgs defined as
underlying performance metrics as well. Following
the scheduling result, the data bursts belonging to DfL(t) = Rps,g Z X]BS(t)’ (6)
these MSs inl, (t) are scheduled in the access zone JE€A,
of the time framet for transmission tgj(¢). AlRS  where Rps , is computed from (2). In the access link
members of;(¢) should receive and buffer the datascheduling, the weighted inddﬂ;“L(t) is defined as
for the purpose of second-hop transmission. AL g

Part 2: Access link scheduling.  To achieve simulta- Dg=(t) = %?\’;[RQJ - X7 (@), ()
neous access link transmissions in each time frame,

the scheduler is responsible for selecting an a lhere Ry, ; is computed from (3). By (6) and (7), the

propriate activation set and the corresponding ta ransmission links with larger queue length and higher

get MSs in the access link scheduling. LikeWisetransm|35|on rate are desired to be served. For the

a scheduling policy is also needed to assign %emonstration Purpose, the simple ro_und-robin approach
weighted ingefDALy(ﬁ) for each RS groupy tg iS applied to determine thg,(¢) set during the relay link
g

L heduling. On the other hand, during the access link
denote the priority of RS group to be selected s¢ . : ' .
in the access link scheduling of time frameThe tsrfgi?)ﬂmg'éatt?fn '\c/)lg fLe (lgcu_?ﬁa:]?: i?I;eag)yu begn(i)?t(;ne n
transmission rateR, ; may also be required to. P g N ' groupy
decide theDAL (1) of7 RS groupg by the schedul- is selected to be active at time framethe MS whose

B . . ;

ing policy. Since the activation set assignment igackets will be transmitted by the groypis
provided a priori, the activation sef(t) with the Jg(t) = argmax[Ry - XY (1)) (8)
maximum total RS group weighted indices can be 7€M
selected from) for transmission at time framg 4) Delay-First Scheduling Policy: Since delay-

namely sensitive applications (e.g., Voice over Internet Protoco
) call) are widely used, a delay-oriented scheduling policy

o(t) = arg Ifgg{z Dyt ()} (5) for IEEE 802.16j MR networks is desired. With compati-
9€P bility to the scheduling procedure described in subsection

Regarding the choice of MSs to be served in thé B2, We propose a delay-first (DF) scheduling policy
access link scheduling, we dendge(t) as the Ms Which is aimed to minimize the average packet delay
residing in RS groupg' c g?)(t) whose packets time. The concept of the DF scheduling policy is to first
will be transmitted over the selected cooperativ@erve the user queue with the maximum predicted mean

access link at time frame In the following two packet waiting time. . L .
proposed scheduling policies, the respecﬁyet) We assume that there is an observation time window

are provided in (8) and (14) with lengthT,,.. The average packet arrival raxé(t) of
' MS j on a transmittei (the BS or an RS group) of the

3) Throughput-First Scheduling  Policy:Different - ‘trames before time framiecan be estimated with an
scheduling policies may be applied in the scheduling, e approach as follows
procedure to provide the different definitions of the

i indi RL AL i RN L
we|ghj[ed |pd|ceng A(t) and D" (t) aqd the M$ No(t) = (1 T_))\j (t—1)+ T_aj(t)’ (9)
selections I,(¢t) and j,(¢t) based on their respective w w

performance criteria. Similar to the throughput—optima/l/hereaj»(t) denotes the packet arrival rate of MSon
scheduling policy mentioned in [11], we introduce dhe transmitteti in time framet. Note that thex;'.(t) in
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2000 m

(9) is updated at the end of each frame transmission on
all transmitters. Similarly, the mean queue Ien@tfx(t)

of MS j on a transmitte of the T;, frames before time
framet can be estimated as

K400 ey

RS1 [ RS2 | RS3 [ RS4 | RSS

k00 my

RS6 [ RS7 | RS8 | RS9 | RS 10

Xi(t) = (1- %)X}(t -+ T%}X}(t)- (10)

w

BS/
RS 11 | RS 12 RS 13 RS 14 | RS 15

2000

Therefore, by Little’s formula [18], the predicted mean
packet waiting time of MS on the transmittef in time

framet¢ can be written as RS21 | RS 22 [ RS 23 | RS 24 | RS 25
o X0
Wj (t) = Ne(d) (11) Fig. 6. Simulation topology: A single BS-cell system with &RS-
j( ) cell grid layout

RS16 | RS 17 [ RS 18 | RS 19 [ RS 20

Let W %5 (t) andW/(t) be the predicted mean waiting
times for the packets of MG at the BS and an RS
groupg € T, respectively. In the relay link scheduling,
the weighted indexD " (t) of RS groupy is defined as

condition, and thus the target throughput rdte is
assumed to b&0 Mbps. On the other hand, for the
access link (RS-to-MS) transmission, the NLOS channel
D;%L (t) = Z W].BS(t), (12) condition with R = 40 Mbps is considered.
jEA, To reduce our simulation complexity, the square-based

cellular topology depicted in Fig. 6 is adopted in our
simulation environment. We consider a single square-
shaped BS-cell topology where the BS is at the center
DA (t) = max WA(t). (13) and 25 square-shaped RS-cells are regularly organized to

g j€hg 7 form a 5x5 grid layout. The widths of the BS-cell and
RS-cell are 2000 and 400 meters, respectively. We also
d:_onsider that a number of MSs are uniformly distributed
robin manner. Finally, if a group € qB(t) is selected to N the BS-cell. Note that we adopt the uniform Random-

be active in time frame by the access link scheduling,"Valk mobility model [16] to realize the MS movement

the MS whose packets will be transmitted by the grOL%ehavior. Based on the handoff-rate information from
is mobility model, our RS grouping algorithm gener-

Moreover, the weighted indebZ)g‘L(t) in the access link
scheduling is formulated as

Similarly, for the demonstration purpose, tﬂi@(t) set
for relay link transmission is also determined in a roun

g is . . . S
50(t) = arg max W(¢). (14) ates thg RS grouping Iayout; WIFh determined activation
jen, 7 set assignments as shown in Fig. 7 (among the 25 RS
grouping layouts, only the layouts for the preferred group
VI. SIMULATION RESULTS AND DISCUSSION sizes 1-12 are demonstrated). The packet arrivals of each

In this section, we present the performance evaluatioHger at the BS follow a Poisson process with the mean
of the RS grouping algorithm and centralized downlinkter-arrival time setting to 100 ms and the packet length
scheduling policies. We consider an IEEE 802.16j M assumed to be exponentially distributed. Moreover, we
network with 10-MHz system bandwidth and 2. 5.GH£qually divide all the users into five classes which are
carrier frequency_ Note that On|y the downlink tranSOﬁ:ered with different downlink traffic loads. Except for
mission is discussed in this paper, and therefore tHee experiment of Fig. 9 (which investigates the effects
MAC frame structure in our simulation experiments if traffic loads and RS group sizes on system stability),
simplified to comprise only the DL subframe in eacfhe mean packet length of classisers is set t¢x 1000
time frame. The MAC frame length is set to 10 ms. Sinclits (e.g., the mean packet lengths of class 1 and class
we only focus on the performance of resource allocatiop,Users are 1000 and 5000 bits, respectively).
the controlling signal overheads are not considered in the
simulation, and the durations of the access zone and 'EEe
relay zone within each MAC frame are set to 0.5 ms"
and 9.5 ms, respectively. Moreover, we assume that theFig. 8 evaluates the handoff frequency of each group-
relay link (BS-to-RS) is operated under the LOS channglg in Fig. 7 individually under different user densities

Effects of RS group sizes on handoff frequency
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(specifically, 100, 500 and 1000 users in our experi-
ments). The results indicate that using the greedy group-
ing policy of our RS grouping algorithm, the handoff
frequencies of the groupings gradually decline regardless

of the user density as the group size increases. The main |*
reason is that larger group sizes generally lead to lower
handoff probabilities. It could be concluded that it is
reasonable to choose larger group sizes if higher user
mobility speeds are observed.

Group Size = 3

GP2
GPS
GPO
GP6
GP1
GP3

B. Effects of RS group sizes on system stability

Fig. 9 shows the mean packet delay under the group-

ing scenarios with group sizes 2, 6 and 10 as illustrated Group size =5
in Fig. 7. The delay performance is expressed as a

function of the average packet traffic load to 100 MSs.

For this experiment, we apply the TF policy during

the scheduling procedure. Under the grouping scenario

with the largest group size (i.e., group size of 10), the [] .

system becomes unstable (i.e., the users’ packet delays Group size = 3
go to infinity) when the average packet traffic load
is larger than 1000 Kbps. Nevertheless, decreasing the
group size can gradually extend the stable region. For
example, in the grouping scenarios with group sizes
6 and 2, the stable regions are enhanced to 2000 and
4000 Kbps, respectively. These results are primarily
due to the spatial diversity gain discrepancies under ‘ Activation set assignment:  [J¢1  [Md: Meo Mo [
different grouping scenarios. Specifically, the groupings
with smaller group sizes may have more opportunities
to perform simultaneous transmissions, which means the
system capacities can thus be reasonably enlarged. Note
that smaller group sizes may, however, lead to moF@. 7. Generated grouping results with activation setgassents
handoff events.

C. Performance analysis of different scheduling policies

200

—+—100 MSs
~#-500 MSs
—2-1000 MSs

Based on the groupings illustrated in Fig. 7, we
estimate the throughput and delay performances of the
TF, DF and Round-Robin centralized scheduling policies
as functions of the group size. Figs. 10 and 11 present the
average throughput and delay of the network under the
situations with fixed and mobile users, respectively. Note
that the average throughput is estimated as the average
amount of packets actually received by the users within 0
the simulation time. Moreover, the packet delay indicates
the time difference between when a packet arrives at the
BS and when it is received by the corresponding user.

Figs. 10(a) and 11(a) show the average network
throughput under the three scheduling policies. For th@. 8.  Handoff comparison between different group sized an
case where users are stationary, the TF and DF policflf&erent user densities

®©
S

Aggregate Handoff (#HO/User)
=)
(=]

1 35 7 9 11 13 15 17 19 21 23 25
Group Size
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amounts for all users under the DF policy are relatively
small. Therefore, the number of dropped packets during

~Groupsize=2 the handoffs in DF can be reasonably reduced and
12 | =Groupsize =6 the throughput can be further improved. The Round-
10 | —=Groupsize =10

Robin policy performs inefficiently in both cases since
its scheduling decisions are made sequentially despite
the system state information. In addition, we also ob-
serve that compared to the groupings with larger group
sizes, the groupings with smaller group sizes result in
better throughput performance for the case of fixed
0 1000 2000 3000 4000 5000 users. However, when user mobility is considered, the
Average Packet Traffic Load (Kbps) . . .
throughput value increases as the group size increases.
This is because when users are stationary, the throughput
performance is mainly dominated by the spatial diversity
Fig. 9. Mean packet delay vs. average packet traffic loadutide  g@in. Under such circumstances, smaller RS group sizes
groupings with group sizes 2, 6 and 10 lead to higher throughput values. On the other hand,
when the user mobility speed is high enough, the larger
T — packet loss rates due to more frequent handoffs of
/ * smaller group sizes have more significant impact on the
throughput performance. Consequently, larger RS group
sizes are more advantageous.
\ " ot Cenersed Packets ! ; Figs. 10(b) and 11(b) show the packet delay per-
13579 mhis e 1357 911 1B4S 1719212325 formance for the two scenarios without and with user
mobility. We notice that the groupings with larger group
Fig. 10. Performance comparison between different grompssin  Sizes result in higher average packet delay. This is
terms of (a) throughput and (b) delay without user mobility owing to the lower spectrum reuse of larger group sizes,
and the packets in the system may suffer from longer
) . ueueing delay. Moreover, as expected, the DF policy
achieve S”_“"af through_put performance. However, f an provide the lowest average delay for all group size
the case W'.th u_ser_mob|||ty, the average throughput und@éses compared to the TF and Round-Robin policies. The
the DF policy is higher than those under the other

! o . oo F policy causes higher average delay since it considers
scheduling policies. This phenomenon implies that tr@ﬂy the queue length states but no packet waiting time

mobility behavior of the MSs is a major facto_r affectinqnformation_ The Round-Robin policy, which depends
the throughput performance under the TF policy, Whereﬂ%ither on the queue length nor on the waiting time

. " 'PYhformation, incurs the worst average delay performance
regardless of the user mobility effect. Specifically, S'ncﬁﬁrough almost all group size cases

the DF policy is able to balance the queue length of each
user while the TF policy only prioritizes the user with )
the longest queue length, the average buffered packbt Effects of RS grouping patterns
In Figs. 10 and 11, we also observe that the perfor-
mance under the case of group size 3 is worse than
those under the other cases. Two primary reasons for
this phenomenon are given below. First, the activation
sets used in this case are more than those used in all
the other cases (see Fig. 7). As discussed in subsection
L ol Genetd Packets IV-C, the more the number of activation sets, the less the
Va5 o paas e m s Pas 7oy s i s spatial diversity gain. Therefore, poorer throughput and
delay performance results are expected for group size 3.
Fig. 11. Performance comparison between different grompssin  Seécond, since the group size in this case is small, the
terms of (a) throughput and (b) delay with user mobility packet losses from handoff events would also influence
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These observations lead to the conclusion that our DF
scheduling policy can provide not only the minimization
of the average delay, but also the fairness property among
different traffic-load users.

BThroughput-First
®Delay-First

ORound-Robin

COOOOOSOD
cmbrrhalmo

Average Delay (seconds)

class 1 class2 class3  class4  class 5
TS

(@) Inter-Class ss Comparison

VIlI. RELATED WORK

Fig. 12. Fairness comparison in terms of packet delay

In the literature, registration area (RA) grouping
schemes and radio resource scheduling policies have

the throughput performance. Under the joint impacts been intensively investigated for mobile telecommuni-
low spatial diversity gain and high packet loss rate, tHeations networks and for MR networks, respectively.
worst performances are observed for the case of grot#gwever, we note that in these studies, either scheduling
size 3. This special case implies that if the RS groupirigSues were not addressed in the RA grouping schemes,
patterns can not be appropriately determined, the syst&figdrouping concepts were not considered in the MR
performance would be significantly affected. The simdicheduling policies. Grouping mechanisms and schedul-
lation results shown in Figs. 10 and 11 demonstrate tH&g algorithms have never been jointly discussed. In the
our proposed RS grouping algorithm can derive suitabfgllowing, we summarize some representative RA group-

RS grouping patterns in most cases.

E. Fairness analysis

The fairness properties of the TF, DF and Round-
Robin scheduling policies are illustrated in Fig. 12,
where the 100 users are classified into five classes.
The scenario with group size 20 is considered in the
experiments. We use average delay for the inter-class
fairness comparison. On the other hand, for the intra-
class fairness comparison, we use the per user packet
delay to compute the Jain Fairness Index [24] as follows
(7 i)

n_9°

1%
where z; is the average packet delay of uséer A
scheduling policy achieves the optimal fairness if this
index is 1 and is completely unfair if it ig .

It can be observed that fairness among users is not
satisfied under the TF scheduling policy. Since the high-
load users have the high service priority, the average
delays of these users are significantly low. However,
the users who have lighter offered loads tend to suffer
from higher packet delay. On the other hand, both the
DF and Round-Robin scheduling policies balance each
user’s average delay, which implies that fairness among
users (no matter inter-class or intra-class) is guaranteed
in terms of the average delay under these two policies.
Moreover, the DF scheduling policy provides lower av-
erage delay than the Round-Robin policy for all the five
classes of users because the maximum mean waiting time
of all users’ queues is minimized under the DF policy.

Fairness Index = (15)

ing schemes and MR scheduling policies separately.

RA grouping schemes:In mobile telecommuni-
cations networks, several cells constitute an RA.
How to group cells to form RAs is an important
cellular network planning issue. In [12], Xie et al.
first proposed a per-user adaptive RA scheme. By
taking paging rates, location-update rates and the
respective costs into account, the proposed scheme
decides the appropriate size of an RA to minimize
the overall cost. Then, Castelluccia addressed the
same grouping problem in [2] by considering a
more general network configuration that supports
overlapping RAs. Grouping users into different
velocity classes according to their velocities upon
location update instants, the scheme in [10] reduces
the paging cost by properly decreasing RA sizes.
To identify the optimal RA size and to cope with
the location tracking problem, a dual group sys-
tem was proposed in [3]. The dual group method
enhances the utilization of network resources be-
cause it eliminates unnecessary location updates due
to its fewer group boundary passes. Dynamically
adaptive grouping schemes were also discussed in
[8], [9]. In [8], the proposed scheme dynamically
adjusts overlapping RAs according to user mobility
and call patterns. In this work, the effects of cell
inclusions/exclusions into/from an RA were ana-
lytically characterized. By periodically determining
the proper number of cells within an RA, the pro-
posed scheme greatly reduces the average signaling
cost and database access load on location registers.
In [9], the authors further demonstrated how the
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grouping of an RA affects the number of subsequegtoupings with smaller group sizes can result in better
registrations in the overlapping RA environments.throughput performance. However, when user mobility is
« MR scheduling policies: Various scheduling poli- considered, the throughput value increases as the group
cies have been proposed to achieve different perfaize increases. Furthermore, we also showed that the
mance objectives, such as throughput maximizatidd~ policy can not only minimize the average packet
[11], [29], [22], delay minimization [23], propor- delay, but also provide fairness among different traffic-

tional fairness [26], [27], [20] and QoS guaranteéoad users.

[4], [5], [21], [17]. According to specific objectives,
the resource scheduling problem can be formulated
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to interference plus noise ratio (SINR) of the links
and to prevent all the user queues from exploding, a
boundary selection problem in [26] to balance thgzi)
traffic loads among relays, a graph multicoloring
problem in [29] to maximize the sizes of non-
adjacent-relay sets, a user required-rate problem in
[21] to satisfy each user’s required rate, a network2
flow problem in [23] to select an appropriate trans-
mission order, and an interference minimizations)
problem in [17] to find out a less-interference path
for each connection. To resolve these problems ir[14
polynomial time, heuristic scheduling policies were
proposed in the respective researches.
(5]
VIII. CONCLUSIONS
The IEEE 802.16j MR standard has been developed
to provide performance enhancement to the existintl
IEEE 802.16e network. However, issues such as fre-
quent handoffs and low spectrum utilization which werg7]
not encountered in IEEE 802.16e may occur in IEEE
802.16j. The RS grouping is one optional mechanis
in the IEEE 802.16j MR standard to overcome these
problems. This paper investigated the RS grouping per-
formance enhancement in terms of throughput and han(}iﬂ
off frequency. An RS grouping algorithm was designe
utilizing a greedy grouping policy: RS pairs with higher
handoff rates will have higher priority to be selected. Thﬁ0
simulation results showed that the handoff frequency of
the considered MR network can be significantly reduc 91]
and suitable RS grouping patterns with determined acti-
vation set assignments can be derived using our grouping
algorithm. In addition, we proposed the TF and D2l
centralized scheduling policies to maximize the system
throughput and to minimize the average packet delgyz]
respectively. By integrating our RS grouping algorithm
and centralized scheduling algorithms, the simulatidiy’
results indicated that for the case of fixed users, the

] G. Varsamopoulos and S.K.S. Gupta.
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Abstract. Voice over IP (VoIP) is a key driver in the evolution of voice
communications, and the high transmission rate property of High Speed
Packet Access (HSPA) is expected to satisfy the strict delay requirements
of VoIP. Therefore, the aim of this paper is to evaluate the performance
of VoIP service in HSPA network. This paper presents a mathematical
model for VoIP capacity in HSPA under the constraints of delay thresh-
old and voice quality requirements. This study also analyzes the impact
of scheduling schemes, the user’s channel quality, and variations in packet
bundle size on VoIP performance. These results are derived from simula-
tion results, which also validate the correctness of the proposed analysis
model and show that VoIP performance is limited by uplink transmission
technology. Based on the E-model, this study concentrates on each VolP
connection’s quality in HSUPA network.

Keywords: Delay, E-model, HSPA, VoIP capacity.

1 Introduction

Voice over IP (VoIP) is becoming a key driver in the evolution of voice commu-
nications. Compared to traditional Circuit Switched (CS) voice networks, the
main advantages of VoIP are reduced operating costs and improved user flexibil-
ity. However, due to the restrictions of spectral efficiency and delay requirements,
VoIP cannot exceed CS voice performance. Hence, 3GPP Release 5 and Release
6 introduced High Speed Downlink Packet Access (HSDPA) and High Speed Up-
link Packet Access (HSUPA), respectively, to provide a higher transmission rate
and improve system capacity. High Speed Packet Access (HSPA) is a collection
of two mobile telephony protocols HSDPA and HSUPA. The evolution of HSPA
was originally designed to increase data transmission rates and achieve higher
capacities for high-performance applications based on innovative techniques such
as shortened Transmission Time Interval (TTI) and fast packet scheduling con-
trolled by Node B. HSPA increases the uplink and downlink peak transmission
rate up to 5.76 Mbit/s and 14.4 Mbit/s, respectively. For VoIP, the end-to-end
delay is the most important factor determining connection quality. The high
transmission rate of HSPA should satisfy the strict delay requirements of VoIP.
The maximum number of VoIP connections that HSPA systems can support is a
critical performance indicator of significant interest to mobile network operators.

D. Slezak et al. (Eds.): FGCN/ACN 2009, CCIS 56, pp. 316 2009.
© Springer-Verlag Berlin Heidelberg 2009
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The evolution of VoIP has resulted in numerous capacity analysis models for
wireless networks. To maximize the resource utilization, researches in [2], [3], and
[8] presented capacity analysis models that concentrate on resource allocation for
each VoIP connection. Optimal resource utilization leads to the greatest VoIP
performance. Nevertheless, this type of capacity analysis model is not able to
predict the maximum number of supported VoIP connections because it cannot
guarantee voice quality or delay. Considering voice quality, [I], [4], and [6] present
VoIP capacity analysis models for HSPA. These analytical studies provide a suit-
able approximation for VoIP capacity, and ensure satisfactory connection quality
for each user. However, this analytical model type does not discuss the effects
of delay threshold on VoIP performance. Taking delay restrictions and the voice
quality certification into account, this study builds a mathematical model for
analyzing VoIP capacity for both HSDPA and HSUPA. This approach employs
a queueing model to approximate the VoIP capacity under delay threshold which
includes the packet waiting time and the packet transmission time between UE
and Node B. For uplink transmission, the interference caused by other UEs af-
fects the voice quality heavily. Hence, we take the connection quality into account
when deriving the maximum number of VoIP connections. Thus, the proposed
analysis model defines VoIP capacity with the guarantee of transmission time
and voice quality. Results show the improved VoIP performance in an HSPA
system and then the bottleneck of VoIP capacity will be HSUPA.

2 Capacity Analysis

The high transmission rate property of HSPA is expected to satisfy strict delay
requirements of real time services. In this section, we build a mathematical model
for analyzing the VoIP capacity when both HSDPA and HSUPA are developed.
The end-to-end packet transmission delay, T.,q, from a sending UE in BTS;
to its receiving UE in BTSy consists of three parts: Tyyp, Tepn, and Tyown. Ten
is the packet transmission time between BTS; and BTSs via the core network.
Compared with the wireless HSPA transmissions of lower bit rate and higher
error rate, the core network provides relatively sufficient and stable bandwidth
support. In this case, T¢, is more steady than T, and Tiyown. Therefore, we
neglect the effects of T¢,, on T¢,q and simply concentrate on Ty, and Tyoyn to
derive the maximum number of VoIP connections. Let N, be the VoIP capacity
of the HSPA systems, i.e., the maximum number of supported VoIP sessions
under the constraint that the average end-to-end delay of voice packets comply
with the QoS requirements. Under the aforementioned assumptions, we first
calculate T}, and Tion. Based on the obtained T3, and Tjon values, we next
derive the maximum number of VoIP connections IV, and Ngowyn in HSUPA and
HSDPA, respectively. Because of the symmetry property of voice connections,
the maximum number of voice connections N, in HSPA system is expressed as

Ne = Min{Naown, Nup}- (1)
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Ao

Fig. 1. Packet transmission process in the HSUPA system

2.1 Calculation of T,

Every HSUPA TTI, BTS; schedules UEs and the scheduled UEs can transmit
voice packets buffered in their corresponding queues to BTS;. We derive the
uplink transmission delay, T, as follows. T}, is composed of two parts: the time
period Wy, during which a voice packet waits to be served in its corresponding
UE queue and the transmission time 77, of this uplink packet, when scheduled,
from its UE to BTS;. To simplify our analysis, Round Robin (RR) scheduling
scheme is applied for HSUPA in BTS;. Fig. [l depicts the detailed packet trans-
mission process at BTS; with the N(*) number of VoIP connections. In HSUPA,
several UEs can transmit packets simultaneously during the same TTI. Accord-
ingly, our model assumes that UEs under BTS; are grouped into X clusters,
where each cluster can maximum consist of K in-service VoIP UEs. The voice
packet generation process of a VoIP connection within each cluster is assumed to
follow a Poisson process with arrival rate A, whose value depends on the adopted
voice codec. In this analysis, we model the BTS; HSUPA transmission process as
a polling queueing system [5] with certain modifications. To apply the result of
the polling queueing model, we assume that in the HSUPA transmission process,
the UE queues within one cluster are virtually merged as a single queue. The
incoming packets of each UE in Cluster; are placed in the virtual queue and
transmitted to BTS; sequentially. We also assume that in our polling model,
only one packet instead of a bundled packet in the virtual queue can be served
upon every polling visit. However, the mean service time of our polling model
should be modified. Let NIEZEL represent the mean number of served bundled
packets during a TTT for the original HSUPA transmission process. That is, the
total number of transmitted packets during one TTI is NZEZL * Np. Then, under
the constraint that E[T,,] should be less than a pre-defined transmission delay
budget during Tyeqy for a transmission between a UE and BTS;, the maximum
number of voice connections V,, in HSUPA can be derived by the following
equation:

7T NWAR[T?
[ utm] <Tdelay}~ (2)

- +
N s Ny 2(1=p™)

Nyp = Maa;{N(") :
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2.2 Calculation of Tgown

On receiving a packet, BTS, distributes this packet to its corresponding waiting
queue. Within every TTI, BTSs schedules and transmits packets in the waiting
queues to multiple receiving UEs using HSDPA technology. We next derive the
transmission delay, Tyown- Taown 18 also composed of two parts. The first part is
Waown, the time period during which a voice packet waits to be served in BTSs.
The second part is Ty, the transmission time of a scheduled downlink packet
from BTS, to the destined UE. For the tractability of our analysis model, the RR,
scheduling policy is adopted for HSDPA in BTS,y as well. We assume that the
packet arrivals of each VoIP connection to BTS, follow a Poisson process with
rate, A. Similarly, our we analysis models the BT'S; HSDPA transmission process
as a polling queueing system. Then, under the constraint that E[Tgown] should be
less than a pre-defined transmission delay budget during Tiejq, for a transmission
between a UE and BTSs, the maximum number of voice connections Ngyyppn in
HSDPA can be derived by the following equation:

TTIY  NOXE[TZ, ]

Naown = Maz{N@ .~~~ 4
N 2(1 = p@)

< Tdelay } . (3)

Due to the space limitation, the details of the calculations are provided in our
technical report [7].

3 Performance Evaluation

3.1 Simulation Validation

The analytical models have been validated by the simulation assumptions. Based
on the system model for HSDPA and the simulation parameters shown in Table
[ Table B shows the analytical and simulation results. For VoIP over HSDPA,
the simulations yield capabilities of 41 and 51 simultaneous connections for delay
budgets 80 and 150 ms, respectively. Clearly, the simulation results match the
analytical results well. For HSUPA, we take packet bundling into consideration.
By applying the detailed simulation settings shown in Table [Tl into our event-
driven simulation model, we validate the correctness of our uplink analysis model.
Table B compares the simulation results with those of our HSUPA polling model

Table 1. Simulation Parameters For HSDPA /HSUPA System

Parameter for HSDPA Value Parameter for HSUPA Value
TTI size 2ms TTI size 10ms
Downlink data rate  3.6Mbps Uplink data rate 5.76Mbps
VoIP codes type GSM6.10 VoIP codes type GSM6.10
UE profile Pedestrian A UE Maximum Transmit power 21dBm
UE speed 3kmph (Bec/Be)? 3dB

UE receiver structure Single-antenna Rake (8ea/ ,60)2 8dB



320 S.-H. Yang, S.-R. Yang, and C.-C. Kao

Table 2. Comparison Between The Analytical And Simulation Results On HSDPA

Taetay=80 ms Tje1ay=150 ms
Naown (Analytical) 39 49
Naown (Simulation) 41 51

Table 3. Comparison Between The Analytical And Simulation Results On HSUPA

Tdelay = 80ms Nb:1 Nb:2 Nb:3 Tdelay = 150ms Nb:1 Nb:2 Nb:3
Nup(Analytical) 63 80 53 Nyp(Analytical) 103 127 94
Nup(Simulation) 62 77 51 Nup(Simulation) 99 123 90

under different delay budgets 80 ms and 150 ms and different packet bundle
sizes. It is clear that the analytical analysis is consistent with the simulation
results.

3.2 Simulation Results and Analysis

Based on the HSDPA and HSUPA simulation models validated against the an-
alytic analysis, we design different simulation scenarios to study and compare
the VoIP performance over HSDPA and HSUPA technologies. First, we concen-
trate on HSDPA. For HSDPA, we have provided the analytical and simulation
VoIP capacity results based on RR scheduling in the last subsection. When
other factors such as channel quality and throughput are taken into account
for scheduling, the VoIP capacity may be influenced by the adopted schedul-
ing algorithms. Fig. 2l shows the VoIP capacity performance over HSDPA. Fig.
represents the VoIP capacities when applying RR, Max C/I, FCDS and PF
scheduling schemes under the delay budgets 80 and 150 ms. The specific relative
capacity gains from each scheduling scheme compared to PF are shown in Fig.
PF provides better VoIP capacity performance than RR because it is on
average able to schedule users at better channel conditions. Compared to Max
C/1, PF is more fair because of taking UE’s average throughput into considera-
tion. The results verify that packet scheduling plays a key role in achieving good

EY 140
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080 1

m80ms 060 = 80ms

=150ms = 150ms

Relative capacity gain [%]

s
2
10 020

0.00

RR MaxC/1 Feos(os) P PFvs. RR PFvs. Max C/I PF vs. FCDS.

Scheduling scheme Scheduling scheme

(a) VoIP cell capacities with (b) Relative capacity gain of
different scheduler. PF over the other algorithms.

Fig. 2. VoIP capacities (a) different scheduling schemes (b) relative capacity gain
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Packet bundle size Packet bundle size

(a) Delay Budget = 80 ms (b) Delay Budget = 150 ms

Fig. 3. Number of Supported VoIP Connections on (a) Delay Budget = 80 ms,
(b) Delay Budget = 150 ms

VoIP capacity in HSDPA. From Fig. we also note that the delay budget is
another factor that affects the VoIP capacity. The longer the delay budget, the
more the number of supported voice connections.

After discussing the VoIP capacity performance over HSDPA, we study the
VoIP capacity over HSUPA. Considering RR, we have already provided the an-
alytical and simulation VoIP capacity results over HSUPA. We also take the PF
scheduling algorithm into account for observing the HSUPA VoIP performance.
Fig. Bl shows the VoIP capacity applying the RR and PF scheduling algorithms
with different packet bundle sizes under 80 and 150 ms delay budgets. From
Fig. and Fig. PF scheduling provides better VoIP capacity than RR
scheduling regardless of the delay budget or the packet bundle size. Moreover, the
packet bundle size is the other factor that influences VoIP performance. Packet
bundle size two provides the better capacity performance than that without
packet bundling. The phenomenon is explained as follows. The bundled packet
simply contains one header and then the header overhead will be shared among
the two packets. Hence, packet bundling decreases the header overhead and pro-
vides better bandwidth efficiency. We also observe that applying packet bundling
should waste time on waiting enough packets to be bundled and transmitted.
However, when increasing the bundle size from two to three, the VoIP capac-
ity decreases. This is because the more the packet bundle size, the longer the
waiting time for bundling packets. Hence, the VoIP capacity will decrease when
the packet bundling delay is intolerable. From Fig. Bl we know that there is a
trade-off between the packet bundle size and the improvement of VoIP capacity.
As a result, bundling two packets into one packet is the best option to enhance
the VoIP performance over HSUPA in our simulation parameter settings.

After discussing the VoIP capacity over HSDPA and HSUPA, we know that
the VoIP performance is influenced by the adopted scheduling scheme, the de-
lay budget, and the packet bundle size. In the above experiments, we obtain the
capacity based on the delay budget, one of the QoS requirements. From our simu-
lation results, under the 80 ms delay budget, we obtain that the optimal capacity
achieved with PF scheduling over HSDPA is 51 users. Due to the restrictions
on the UE downlink data reception transmission rate, the peak data rate in our
NS2 simulation scenarios is 3.6 Mbit/s while the ideal transmission rate defined
in UMTS Release 5 is 14.4 Mbit/s. If the downlink transmission rate can be
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Fig. 4. The number of simultaneous VoIP connections under the different packet bundle
sizes and the corresponding MOS values when applying (a) RR (b) PF

increased up to 14.4 Mbit/s, fourfold number of voice packets can be transmit-
ted during each TTI. Hence, the VoIP capacity over HSDPA may be improved
at least two or three times and then the maximum supported number of VoIP
connections may be 102 or 153. Similarly, under the 80 ms delay budget and
applying the PF scheduling, the optimal capacity achieved with packet bundling
size two under HSUPA is 86 users. Thus, when both uplink and downlink pack-
ets can be transmitted with the ideal peak date rate, the VoIP performance is
bounded by the uplink transmission performance. In the following, we focus on
the VoIP performance under HSUPA and obtain the VoIP capacity according
to E-model. Fig. @ shows the number of simultaneous VoIP connections under
the different packet bundle sizes and the corresponding MOS values. Clearly, the
more restricted the demanding connection quality, the less the number of sup-
ported VoIP connections. Compared to the three curves in Fig. those in Fig.
degrade less sharply. This means when applying PF scheduling, the increase
in the number of simultaneous VoIP connections leads to less decrease in connec-
tion quality. Hence, PF scheduling algorithm provides better VoIP performance
than RR scheduling algorithm. Based on E-model, we know that the connection
quality of our analytical VoIP capacity is above 3.6 MOS value regardless of the
adopted scheduling scheme and packet bundle size. This means that our analysis
model approximates the VoIP capacity with guaranteed connection quality with
which most of the users satisfy.

4 Conclusion

This paper focused on the VoIP performance in HSPA networks and builded a
mathematical VoIP capacity analysis model to obtain the maximum number of
supported VoIP connections that still meet transmission delay and voice quality
requirements. Using simulation results, this study also validated the correctness
of the proposed analytical method and discussed other factors affecting VoIP
performance. Experimental results indicated that PF is the most appropriate
algorithm for VoIP service, even in a mixed traffic environment or when the UE
has poor channel quality. For packet bundling, there is a tradeoff between the
packet bundle size and the bundle delay. In the simulated scenario in this study, a
packet bundle size of two causes less bundle delay and decreases packet overhead.
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Hence, bundling two packets together improves VolIP capacity tremendously. Our
precise analytical model showed that VoIP performance is bounded by uplink
VoIP performance. Following to the E-model, this study also examined the effects
of other QoS requirements on uplink VoIP capacity and verified that our analysis
model approximates the VoIP capacity with guaranteed connection quality with
which most of the users satisfy.
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