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Abstract—HCF Controlled Channel Access (HCCA), defined in
the IEEE 802.11e document, provides a sample scheduler to
allocate transmission opportunity (TXOP) to QoS-aware
stations (QSTASs). Since the calculation of TXOP duration is
based on mean data rate, it is efficient for constant bit rate
(CBR) traffic. For variable bit rate (VBR) traffic, however,
delay bound of some admitted traffic flows may be violated.
Several previous works suggested that, through reporting queue
status to schedulers, each QSTA can be allocated sufficient
transmission opportunity (TXOP) for its buffered packets to
meet delay bound requirement. However, timely queue status
reports may cause considerable overheads and lead to
inefficient bandwidth utilization. In this paper, we propose a
low overhead queue status report scheme based on multi-polling
technique and earliest deadline first policy (EDF) to provide
QoS support.  Simulation results show that our proposed
scheme can not only meet the QoS requirements but also
manage the bandwidth more efficiently than previous works.
Index Terms — QoS, WLAN, Queue status report

I. INTRODUCTION

Wireless Local Area Network (WLAN) technology [1]
offers a simple and convenient solution to ubiquitous

wireless access. As multimedia applications become
more and more popular, the capability to provide QoS
support over WLAN becomes an important research issue.
IEEE 802.11e standard [2] introduces a new coordination
function, namely, hybrid coordination function (HCF), which
consists of two medium access mechanisms. One is
contention-based Enhanced Distributed Channel Access
(EDCA), and the other is contention-free HCF Controlled
Channel Access (HCCA).
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HCCA requires a centralized QoS-aware coordinator,
called Hybrid Coordinator (HC), to manage the medium
access. HC can poll normal QoS-aware stations (QSTAS)
after sensing the medium idle for a PCF inter-frame space
(PIFS) that is shorter than DCF inter-frame space (DIFS)
adopted by QSTAs. Therefore, HC have higher priority than
QSTAs to access the medium. After gaining the control of
the transmission medium, HC will poll QSTAs according to
its polling list. In order to be included into the polling list,
each QSTA needs to make a separate QoS service reservation,
which can be accomplished by sending Add Traffic Stream
(ADDTS) frame to HC. In this frame, QSTAs can describe
the detailed traffic characteristics and QoS requirements in
the Traffic Specification (TSPEC) field. Based on these
traffic characteristics and the QoS requirements, HC
determines the common scheduled service interval (SI) and
transmission opportunity (TXOP).

Upon receiving a poll, the polled QSTA either responds
with QoS-Data if it has packets to send or QoS-Null frame
otherwise. When the TXOP duration ends, HC gains the
control of channel again and either sends QoS-Poll to next
QSTA on its polling list or releases the medium if there is no
QSTA to be polled.

The sample scheduler, provided in the IEEE 802.11e
document, allocates TXOPs to QSTAs based on the mean
data rate and nominal MSDU size. It performs well for
constant bit rate (CBR) traffic. For variable bit rate (VBR)
traffic, the requested delay bound may be violated, and packet
loss may occur seriously.

To handle VBR traffic flows, prediction and
optimization-based HCCA (PRO-HCCA) [3] request each
QSTA to piggyback its queue status in the headers of data
frames. Another scheme, two-step multi-polling (TS-MP) [4],
initiates a separate period for queue status collection at the
beginning of each SI. Based on the reported queue status and
the requested delay bound, HC can wisely allocate TXOP to
QSTAs to reduce the delay bound violation probability.

However, for real-time VBR traffic, timely queue status
report may require considerable overheads, leading to
inefficient bandwidth utilization. These may result from the
need to increase SI or to report queue status separately. Due
to the queue status obtained from piggyback process, when
allocating TXOP to QSTAs, the PRO-HCCA scheduler can
not obtain the amount of packets arrived in previous SI. To
guarantee the delay bound requirements, the PRO-HCCA
scheduler should set the SI no larger than half minimum of all
requested delay bounds. On the other hand, since a time
period is initiated to collect the queue status at the beginning
of each SI, TS-MP can obtain the traffic amount of each flow



arrived in previous SI and thus, the SI can be set larger than
that chosen by the PRO-HCCA scheduler. Some unnecessary
overheads, however, are caused if there are traffic flows with
different delay bound in the system. The traffic flows with
larger delay bounds may not have to separately report their
queue status but only piggyback them as the way adopted by
the PRO-HCCA scheduler.

Motivated by the above observations, in this paper, we
propose an efficient queue status report scheme for TS-MP
with combining the advantages of the piggyback process
adopted by PRO-HCCA scheduler. Also, through obtaining
the queue status and QoS requirements of traffic flows, we
can efficiently schedule the transmission according to earliest
deadline first (EDF) policy and effectively manage the
queues based on the requested packet loss probability
requirement. Simulation results show that our proposed
scheme can not only meet the QoS requirements of each
traffic flow but also, requires less overhead than the sample
scheduler and PRO-HCCA. The sample scheduler,
PRO-HCCA and TS-MP are related to our work and will be
reviewed in Section III.

The rest of the paper is organized as follows. Section II
defines the system model.  The sample Scheduler,
PRO-HCCA and TS-MP are reviewed in Section III. Section
IV presents our proposed scheme. The simulation results are
shown and discussed in Section V. Finally, we draw the
conclusions in Section VI.

II. SYSTEM MODEL

We assume that transmission over the wireless medium is
divided into SIs and the duration of each SI, denoted by SI, is
a sub-multiple of the length of a beacon interval T, .

Moreover, a Sl is further divided into a contention period and
a contention-free period.

When the connection request of a new real-time flow
arrives, a QSTA has to negotiate with the HC for admission.
The QSTA needs to describe the traffic characteristics of the
new flow in the TSPEC field of the ADDTS frame. As an
example, the mandatory traffic characteristics defined in the
consensus proposal include Mean Data Rate ( o ), Nominal
MSDU Size (L) and Maximum Service Interval (SI ).
The HC uses the specified traffic characteristics and the
requested QoS requirements to calculate the TXOP allocation
for the new flow and accepts it if the requested QoS can be
guaranteed without violating the QoS requirements of
existing connections.

In this paper, we assume that the QoS requirements are
specified with delay bound and packet loss probability. The
delay bound can be specified in the Sl field, and the

packet loss probability can be specified in some unused field
of the ADDTS frame. The studied system consists of N
traffic flows, called F, F,,...,and F, . Each flow requires a

separate queue in its attached QSTA. Moreover, the queue,
delay bound and packet loss probability of F, are denoted,

respectively, by Queue,, D, and P .

1. RELATED WORK

In the section, we briefly review the sample scheduler,
PRO-HCCA and TS-MP scheme.

A. The Sample Scheduler
Let p,, L, and SI

Rate, nominal MSDU Size, and maximum Service Interval of
F.. Assume that a new traffic stream, i.e., F,,, is requesting

denote, respectively, the mean data

max,i

for admission. In the sample scheduler, the HC determines a
possible new Sl according to SI = min{SI , SImax,N+1} .

The sample scheduler calculates the TXOP duration for F,
by the following steps. Firstly, the sample scheduler decides
the average number of packets N; that arrives at the mean

data rate during one Sl for F:
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Secondly, the TXOP duration is obtained for
follows:
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where R, is minimum physical transmission rate of the
attached QSTA of F, L; is nominal MSDU Size, M; is

maximum MSDU size, and O denotes the per-packet
overhead (which includes the transmission time for ACK
frame, inter-frame space, MAC header, CRC field and PHY
PLCP Preamble and Header).

Again, the sample scheduler is only suitable for CBR
traffic. For VBR traffic, it may cause serious delay bound
violation because of the fluctuation of data rate and packet
size.

B. PRO-HCCA

To handle VBR traffic flows, the PRO-HCCA scheduler
requests each QSTA to piggyback its queue status in the
header of frames transmitted in the allocated TXOP. In
addition, to treat packets from different traffic flows with
their urgencies for services, for F,, a partition list, PL,, is
maintained with entry j (i.e., PL ;) to record the amount of
packets backlogged for time period between (j—1)-SI and
j-SI,1<i<N,1<j<[D,/SI'|. When allocating TXOP
to QSTAs, the PRO-HCCA scheduler can not obtain PL
1<i< N, by piggyback process on time. It is predicted by

adopting wavelet least mean square (WLMS) predictor [5],
[6]. Also, the PRO-HCCA scheduler defines a utility

function, U =1/(]'D,/SI - j+1) , which represents the

utility received for transmitting packets belonging to PL, ;

i1

for a single time unit. Let R;, T, and t; represent,

respectively, the adopted physical transmission rate of the
attached QSTA of F, the available time reserved for the



PRO-HCCA scheduler and the allocated transmission time

for PL,;, 1<i<N, 1< j<[D,/SI|. Through maximizing
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Fig.1 An example for illustrating our proposed queue status report scheme.
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subject to Zi:] ot . and 0<t, S(PLi,j/Ri)+O, t;

can be calculated [7]. Furthermore, the allocated TXOP for
F., TXOPR , is determined as follows

0311
TXOP = ) t,.

j=1

<T

ij — "av

“4)

Since the predicted value, PL, , and the actual value may

be mismatched, the PRO-HCCA scheduler can provide delay
guarantee at most up to 2SI , resulting in increase of polling
overheads.

A. TS-MP

Another design, called two-step multi-polling (TS-MP)
scheme [4], can also handle VBR traffic flow through queue
status report. It divides the contention-free period into two
parts. One is status collection period (SCP), and the other one
is data transmission period (DTP). In the beginning of each
SI, access point (AP) will initiate SCP by broadcasting status
request multi-poll (SRMP) frame, which describes which
QSTAs should report their queue status. Upon receiving
SRMP, each polled QSTA describes its buffer status in status
response (SR) frame and send it back in turn. After receiving
the last SR frame, AP will start DTP with broadcasting data
transmission multi-poll (DTMP) frame, which schedules the
transmission order and the allocated TXOP for each polled
QSTA. Similarly, upon receiving this frame, QSTAs will
transmit packets based on the specified schedule.

IV. OUR PROPOSED SCHEME

In this section, we present in detail the low overhead queue
status report scheme for TS-MP and the scheduling algorithm
derived from EDF policy.

A. Low Overhead Queue Status Report Scheme
Firstly, we decide Sl as
Sl =min D,

I<i<N (&)
To avoid delay bound violation and reduce the unnecessary
overheads, in SCP, we only collect queue status separately
from traffic flows with their delay bound satisfying

| D;/SI |=1, 1<i< N . The collected queue status of F, in

the n-th SCP is represented by Q°°" [n]. In DTP, each traffic
flow F, 1<i< N, will transmit its packets with the buffer
status piggybacked. Let Q™ [n] and TXOPR [n] denote,
respectively, the reported queue status and allocated TXOP of
F. in the DTP of the n-th SI. Note that Q°*" [n], Q"™ [n]

and TXOPR [n] are all represented in time unit. It may occur
that

Q"™ [n]+TXOR [n] > Q*" [n], (6)

meaning that some packets of F, arrive during the time

period between queue status reports in SCP and DTP. To
reduce the delay bound violation probability, the partition list
PL, for F is calculated as



. E [n] if | D,/SI |>1

where E;[n] is the estimated traffic amount in time unit for

packets of F;, which arrived during time interval between the
end of its previous TXOP and the start of its current one.
Moreover, E; [n] is the output of M-order WLMS predictor

with (x [n—1],%[n=2],...x[n—M]) as input, where

%[n-m]=Q"™ [n—-m]+TXOR [n-m]-Q°"[n-m-1]. ()

The rest of partition lists and the content of WLMS
predictor are the same as those in original PRO-HCCA. Fig.1
shows an example of our proposed queue status report
scheme. In this example, we assume that there are two traffic
flows in the system. The requested delay bound of one traffic
flow is twice of that of the other. Their queues contain six
and three packets at the end of (n-1)-th SI, respectively.

B. EDF-based Scheduling Algorithm

Assume that PL, , 1<i<N , 1<j<|D/SI|,
=0 for j<0 and

i,j °
calculated. For convenience, we let PL; ;
j>|D/sI|, 1<i<N

Firstly, we determine if

Z. IZLD ol PL; ; <T,a - If the condition holds, each traffic

flow can obtain its TXOP as follows
[Di/st]

TXOP = Z PL;+0, I<i<N. (€))
j=
Note that O denotes the necessary overheads. Otherwise,
decide the minimum J such that
ZZPL (Lbi/st)-i) = Tavall (10)
i=1 j=0
Define
N J
Loss = ZP (oyst i)~ T QY
=1

i=l j=0

If J =0, some packets belong to PLi)LD Jsi| May violate their

delay bound, and all packets of PL

i(D/st)-i)
1<j SLDi/SIJ, 1<i< N, can not be transmitted in this SI.

If J >0, some packets of traffic flows remain in the buffer
for at least one more SI. Therefore, TXOP allocation for F,

can be based on the requested mean data rate p, and packet

loss probability P such that
J L
> PL OSSPp‘+O|f|eA
i Di/st)-j z P .
j=0 kP
TXOP, = keA (12)
J-1
,:oPL' s TO otherwise
where A contains the traffic flows such that PL >0.

i,[D,/sl -3

V. SIMULATION RESULTS

The PHY and MAC parameters and all related information
used in simulations are shown in Table I and II. Note that the
sizes of QoS-ACK and QoS-Poll in the table only include the
sizes of MAC header and CRC overhead. We assume that the
minimum physical rate is 2Mbps and tp, cp is reduced to 96 ps.

The traffic is delivered from QSTAs to AP and the
contention-free period occupies the whole SI. The studied
system consists of two QSTAs. (i.e., QSTA 1 and QSTA 2)
Each QSTA is attached with one real-time VBR flow, which
are generated by video trace files [8], [9]. We consider two
types of traffic flows i.e., Type I and Type II. The detailed
information, including TSPEC parameters and QoS
requirements of each type of traffic flow are summarized in
Table III.

The sample scheduler, PRO-HCCA and our proposed
scheme are investigated in the simulation. Besides, we
consider TS-MP scheme with another scheduler which
requests all QSTAs to report their queue statuses in SCP and
allocates TXOP to them only based on the reported
information. For simplicity, we denote this scheme as TS-MP
in the following discussion. In PRO-HCCA, we consider two
scenarios, which set SI to be 20 ms and 40ms, respectively.
For the other three schemes, SI is assumed to be 40 ms. To
investigate the overhead efficiency, we define overhead
efficiency ratio as total required overheads in time unit over
total data transmission time.

TABLE I
RELATED PARAMETERS USED IN SIMULATIONS.

SIFS 10 ps

MAC Header size 32 bytes
CRC size 4 bytes
QoS-AcK frame size 16 bytes
QoS CF-Poll frame size 36 bytes
PLCP Header Length 4 bytes
PLCP Preamble length 20 bytes
PHY rate(R) 11 Mbps
Minimum PHY rate (Ryn) 2 Mbps

TABLE I

TRANSMISSION TIME FOR DIFFERENT HEADER AND
PER-PACKET OVERHEAD

PLCP Preamble and Header (tp cp) 96 us
Data MAC Header (tupr) 23.2727 ps
Data CRC (tcre) 2.90909 ps
ACK frame (tack) 107.63636 pus
QoS-CFPoll (tpor) 122.1818 ps
Per-packet overhead (O ) 249.81818 us

TABLE III
TRAFFIC PARAMETERS FOR TYPE I AND II TRAFFIC FLOWS

Traffic Parameter Type |

QSTA |

Type I1
QSTA 2

N H 41 1

£ 41
Nof-thteractive Hmteractive




video video
Jurassic Park I Office Cam
Packet Loss Rate Requirement (P,) 0.001 0.01
Maximum Service Interval (Slyx) 40 (ms) 80 (ms)
Mean Data Rate ( p) 268k(bps) 91k(bps)
Nominal MSDU size (L) 1339 (bytes) 452(bytes)

Fig. 2 and Fig. 3 show, respectively, the cumulative
distribution function experienced by packets of QSTA 1 and
QSTA 2. Ttis easily found that if SI is set to be 40 ms for all
schemes, our proposed scheme can achieve delay bound
violation probability less than 5%, while in PRO-HCCA and
the sample scheduler, there are almost up to 70% packets
which violate their delay bound. Although TS-MP and
PRO-HCCA with SI equal to 20 ms can have comparable or
better performance, their required overhead is much more
than those caused in our proposed scheme. This is
demonstrated in Fig. 4. In Fig. 4, we assume that there exists
one Type I traffic flow in the system. The overhead
efficiency ratio is investigated for various numbers of Type II
traffic flows. Asshown in Fig. 4, when the number of Type II
traffic flow increases, the overhead efficiency ratio increases
because of lower nominal MSDU size of Type II traffic flow.
In addition, our proposed scheme requires less overheads
than those caused by the other three schemes. The reasons are
as follows. 1) Compared with PRO-HCCA with SI equal to
20ms, to meet the QoS requirement, our proposed scheme
sets larger SI, meaning that the polling overhead can be
reduced. 2) Compared with TS-MP, in our proposed scheme,
QSTAs attached with Type II traffic flows do not have to
separately report queue status in SCP but only piggyback
them in DTP. 3) Compared with sample scheduler, our
proposed scheme can benefit from the multi-polling effect
such that the overhead can be reduced more as the number of
Type II traffic flows increases. Note that the required
overheads of PRO-HCCA with SI equal to 40 ms are identical
to that of the sample scheduler.

VI. CONCLUSIONS

In this paper, we have proposed a low overhead queue
status report scheme and a EDF-based scheduling algorithm.
Performance comparisons of our proposed and other schemes
are conducted through computer simulations. Results show
that, with QoS requirements supported, our proposed scheme
causes less overheads in contention-free period such that
more available bandwidth can be left for transmission in
contention period. Our proposed scheme and previous works
focus on real-time traffic whose required delay bound is
larger than their inter-arrival time. It is an interesting further
research topic to develop an efficient queue status report
scheme for real-time traffic with average inter-arrival time
much larger than the requested delay bound.
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