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Abstract

Medium access control (MAC) protocol design for cooperative networks over multi-packet
reception (MPR) channels is a challenging topic, but has not been addressed in the literature yet.
In this project, we propose a MAC protocol to exploit the cooperation diversity for throughput
enhancement over MPR channels. The proposed approach can efficiently utilize the idle periods
for packet relaying, and can thus effectively limit the throughput loss resulting from the relay
phase. By means of a Markov chain model, the worst-case throughput analysis is conducted.
Specifically, we derive (i) a closed-form upper bound for the throughput penalty of the direct link
that is caused by the interference of concurrent packet relay transmission; (ii) a closed-form lower
bound for the throughput gain that a user with packet transmission failure can benefit thanks to
cooperative packet relaying. The results allow us to investigate the throughput performance of the
proposed protocol directly in terms of the MPR channel coefficients. Simulation results confirm
the system-wide throughput advantage achieved by the proposed scheme, and also validate the

analytic results.

Keywords: Multi-Packet Reception; Medium Access Control; Cross-Layer Design; Cooperative

Communications.
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Abstract

Transmit precoding is a key technique for facilitating blind channel estimation at the receiver but the impact
due to precoding on the channel capacity is scarcely addressed in the literature. In this paper we consider the
single-carrier block transmission with cyclic prefix, in which the transmitter adopts non-redundant diagonal
precoding, and at the receiver the channel information is acquired through a recently proposed
covariance-matching blind channel estimation scheme. It is shown that, when perfect channel knowledge is
available at the receiver, the optimal noise resistant precoder incurs the worst-case capacity penalty. When the
coherent interval is finite, channel mismatch occurs due to finite-sample covariance matrix estimation. Thus,
we aim to determine how much of the coherent time should be dedicated to precoding in order to trade
channel estimation accuracy for the maximal capacity. Toward this end, the so-called training based capacity
is used as the performance measure. By leveraging the matrix perturbation theory, we derive a closed-form
capacity lower bound which takes channel mismatch in the considered blind estimation scheme into account.
Based on an approximate formula for the lower bound, a closed-form estimate of the capacity-maximizing
precoding period is given. Numerical simulations are used for evidencing the proposed analytic study.

Keywords: Blind channel estimation; channel capacity; precoding; single-carrier block transmission; cyclic
prefix; matrix perturbation analysis; sample covariance matrix; circulant matrix.
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Table 1. Optimal precoding time fraction for different SNR and coherent

time..
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Figure 1. Achievable capacity performances for different coherent intervals.

(1) e xgp (256 dB) > hdeh il LafFrra PR FED

2|
e

Foo=r@ =1 o - ek BRI  Ak (2.1T)7 F %

¥ 3§
HEEA A T Ed - SE PR T E RS K RS TR RAFLEEE

~
=

2) gz (0dB) P RBFR T M U RRDOEFTI Vi §40% 4 F g3
W F RN R R F] o FIL A P R RAE B AR R (R B AR e L R enE R > L 4

i

o

+ fp:¢20pt>:1 rb gt hoRa  F T AR @ 2 FAFRTD L%
F oGRS A RCLERREL (AZFLERENRFSFF /T =1/(7T) ) -4~

oo LR T R AR JlL e FI 0 T B EREF AL T A A EF PR

19



24

[1] S. Adireddy, L. Tong, and H. Viswanathan, “Optimal placement of training for frequency-selective
block-fading channels,” IEEE Trans. Information Theory, vol. 48, no. 8, pp. 2338-2353, Aug. 2002.

[21 T. W. Anderson, An Introduction to Multivariate Statistical Analysis, 3" ed., John Wiley & Sons, Inc.,
2003.

[3] S. Barbarossa, A. Scaglione, and G. B. Giannakis, “Performance analysis of a deterministic channel
estimator for block transmission systems with null guard intervals,” IEEE Trans. Signal Processing, vol.
50, no. 3, pp. 684-695, March 2002.

[4] H. Bolcskei, R. W. Heath, and A. J. Paulraj, “Blind channel identification and equalization in
OFDM-based multiantenna systems,” IEEE Trans. Signal Processing, vol. 50, no. 1, pp. 96-109, Jan.
2000.

[5] S.Boyd and L. Vandenberghe, Convex Optimization, Cambridge University Press, 2004.

[6] A. Chevreuil and P. Loubaton, and L. Vandendorpe, “Performance of general transmitter induced
cyclostationarity precoders: Analysis based on a MMSE-DF receiver,” IEEE Trans. Signal Processing, vol.
48, no. 11, pp. 3072-3086, Nov. 2000.

[71 A. Chevreuil, E. Serpedin, P. Loubaton, and G. B. Giannakis, “Blind channel identification and
equalization using periodic modulation precoders: performance analysis,” IEEE Trans. Signal Processing,
vol. 48, no. 6, pp. 1570-1586, June 2000.

[8] P. Davis, Circulant Matrices, John Wiley & Sons, Inc, 1979.

[9] Z. Ding, “Matrix outer-product decomposition method for blind multiple channel identification,” IEEE
Trans. Signal Processing, vol. 45, no. 12, pp. 3053-3061, Dec. 1997.

[10] D. Falconer, S. L. Ariyavisitakul, A. Benyamin-Seeyar, and B. Eidson, “Frequency domain equalization
for single-carrier broadband wireless systems,” IEEE Communications Magazine, pp. 58-66, April 2002.
[11] G. B. Giannakis, Y. Hua, P. Stoica, and L. Tong, Signal Processing Advances in Wireless and Mobil
Communication Volume I: Trends in Channel Identification and Equalization, Prentice Hall PTR, 2001.
[12] B. Hassibi and B. M. Hochwald, “How much training is needed in multiple-antenna wireless links ?,”

IEEE Trans. Information Theory, vol. 49, no. 4, pp. 951963, April 2003.

[13] R.A. Hornand C. R. Johnson, Matrix Analysis, Cambridge University Press, 1985.

[14] R.A. Hornand C. R. Johnson, Topics in Matrix Analysis, Cambridge University Press, 1991.

[15] 1. T. Jolliffe, Principal Component Analysis, Springer-Verlag, 1986.

[16] T. P. Krauss and M. D. Zoltowski, “Bilinear approach to multiuser second-order statistics-based blind
channel estimation,” IEEE Trans. Signal Processing, vol. 48, no. 9, pp. 2473-2486, Sept. 2000.

[17] C. A. Lin and J. Y. Wu, “Blind identification with periodic modulation: A time-domain approach,” IEEE
Trans. Signal Processing, vol. 50, no. 11, pp. 2875-2888, Nov. 2002.

[18] R. Lin and A. P. Petropulu, “Linear precoding assisted blind channel estimation for OFDM systems,”
IEEE Trans. Vehicular Technology, vol. 54, no. 3, pp. 983-995, May 2005.

[19] X. Ma, L. Yang, and G. B. Giannakis, “Optimal training for MIMO frequency-selective channels,” IEEE
Trans. Wireless Communications, vol. 4, no. 2, pp. 453-466, March 2005.

[20] E. Moulines, P. Duhamel, J. F. Cardoso, and S. Mayrargue, “Subspace methods for the blind
identification of multichannel FIR filters,” IEEE Trans. Signal Processing, vol. 43, no. 2, pp. 516-525, Feb.
1995.

20



[21] S. Nayeb Nazar and I. N. Psaromiligkos, “Performance of blind channel estimation algorithms for
space-frequency block coded multi-carrier code division multiple access systems,” IET Communications,
vol. 2, no. 2, pp. 320-328, Feb. 2008.

[22] O. Oyman, R. U. Nabar, H. Bolcskei, and A. J. Paulraj, “Characterizing the statistical properties of
mutual information in MIMO channels,” IEEE Trans. on Signal Processing, vol. 51, no. 11, pp. 2784-2795,
Nov. 2003.

[23] A. P. Petropulu, R. Zhang, and R. Lin, “Blind simple OFDM channel estimation through simple linear
precoding,” IEEE Trans. Wireless Communications, vol. 3, no. 2, pp. 647-655, March 2004.

[24] J. R. Schott, Matrix Analysis for Statistics, 2" ed., John Wiley & Sons, Inc., 2005.

[25] E. Serpedin and G. B. Giannakis, “Blind channel identification and equalization with modulation-induced
cyclostationarity,” IEEE Trans. Signal Processing, vol. 46, no. 7, pp. 1930-1944, July 1998.

[26] C. Shin, R. W. Heath, and E. J. Powers, “Non-redundant precoding-based blind and semi-blind channel
estimation for MIMO block transmission with a cyclic prefix,” IEEE Trans. Signal Processing, vol. 56. no
6, pp. 2509-2523, June 2008.

[271 E. Telatar, “Capacity of multi-antenna Gaussian channels,” European Trans. Telecommunications, vol. 10,
no. 6, pp. 585-595, 1999.

[28] L. Tong, G. Xu, and T. Kailath, “Blind identification and equalization based on second-order statistics: A
time domain approach,” IEEE Trans. Information Theory, vol. 40, no. 2, pp. 340-349, March 1994.

[29] L. Tong, B. M. Sadler, and M. Dong, “Pilot-assisted wireless transmissions: General model, design
criteria, and signal processing,” IEEE Signal Processing Magazine, vol. 21, no. 6, pp. 12-25, Nov. 2004.
[30] M. Tsatsanis and G. B. Giannakis, “Transmitter induced cyclostationarity for blind channel equalization,”

IEEE Trans. Signal Processing, vol. 45, no. 7, pp. 1785-1794, July 1997.

[31] J. Y. Wu and T. S. Lee, “Periodic-modulation based blind channel identification for single-carrier block
transmission with frequency-domain equalization,” IEEE Trans. on Signal Processing, vol. 54, no. 3, pp.
1114-1130, March 2006.

[32] Z. Xu, “Effects of imperfect blind channel estimation on performance of linear CDMA receivers,” |IEEE
Trans. on Signal Processing, vol. 52, no. 10, pp. 2873-2884, Oct. 2004.

[33] S. Zhou, B. Muquet, and G. B. Giannakis, “Subspace based (semi-) blind channel estimation for block
precoded space-time OFDM,” IEEE Trans. on Signal Processing, vol. 50, no. 5, pp. 1215-1228, May
2002.

[34] H. G. Myung and D. J. Goodman, Single-Carrier FDMA: A New Air Interface for Long Term Evolution,
Wiley, 2008.

21



FE=:
R EHIFER S Bz RSB R S B ASE AT

22



i 2

dY AR TR AR SRR RIEAY EEF A > Tt et § @f*zm%ﬂﬁﬂﬂ-i%ﬁif’iﬁ
RN - BAEREREAR 16’?: St ARl AT BN s AR RIS
B g&ﬁ%}ﬁ— ﬁ;é_liv‘z;u MR AR hita® o ¥ LRBIBATHRBE Y S (FC)Z B el if ¥ 31K &
W2 dak bR RA G oo LA %,,«,,,\*fr s AR 4E g‘ﬁ-’ FE T an 3 3R F 5 #ic(Average
Riciprocal Mean Square Error) it 5 #3F » # @ » 239357 3 4 5| #(ARMSE) £ g d T 521 g ipl e % 2
Bfef fidsg andizdt o fmm 1 o &% o #3° ARMSE {rX 3535 32 1 (Average Mean Square Error)z ¥
PR Ao Tl - RAPA EN kAT o Fli ARMSE crugr 2V da e » SN F)plecd Ja - BAp
{@ﬁqﬁgqﬁ\—r oo RETREIFAFRY 2 REOFIE S 30 LB K A4 AP
- BRAEST EX o P ARMSE ¢0F R - L E8m 3 > 2 B R g > d B Bra R
S (QU)) MR T £ 00T < Sl SR R g g 0 g
oo e Bote o TP SRR AP IR I g GE R 5 e fieid g s o

M&F ' RPIBERR A4 N #» 3 A0

Abstract

Motivated by the fact that system parameter mismatch occurs in real-world sensing environments, this paper
addresses power allocation for robust distributed Best-Linear-Unbiased-Estimation (BLUE) that takes account
of the uncertainty in the local sensing noise variance. We adopt the Bayesian philosophy, wherein the sensing
noise variance follows a statistical distribution widely used in the literature, and the communication channels
between sensor nodes and the fusion center (FC) are assumed to be i.i.d. Rayleigh fading. To facilitate
analysis, we propose to use the average reciprocal mean square error (ARMSE), averaged with respect to the
distributions of sensing noise variance and fading channels, as the distortion metric. A fundamental inequality
characterizing the relationship between ARMSE and the average mean square error (AMSE) is established.
While the exact formula for ARMSE is difficult to find, we derive an associated closed-form lower bound
which involves the complicated incomplete gamma function. To further ease analysis, we further derive a key
inequality that specifies the range of the ARMSE lower bound. Particularly, it is shown that the boundary
points of this inequality are characterized by a common quantity, which involves the Gaussian-tail function
and is thus more analytically appealing. By conducting maximization of such a function, suboptimal sensor
allocation factors are analytically derived. Computer simulation is used to evidence the effectiveness of the
proposed robust power allocation scheme.

Key words: Sensor Networks; Distributed Estimation; Power Allocation.
F1 Y B S R

BEFBE T TAER L > R BMARRIRRERTANARREAY S GAJRBE R T

EHOC RN EET Y HEE[] e AR R AR RFEY G REER T

(BLUE)[2-5] %15 % % i*a L SRR 2 B 5 ™ < 57 # & AR RIRRE 3 &0 £oaF mi#’
23



BTG ARG R R R GG R AR R BRI RER > AR H S os s Lk
P ep S HI[2-5] o it i B A ﬁca‘iﬁvmf'“ $0 0 hd0 A R R GO MR
TR R E pRpE A F(CSI) -

ERF DR RIRIE Y 0 RS EEDF AR ZE LS DA FRE G e R rid g Rl
AR MR REA L uE e F o TR R 2 B R AR L
i S AR ARG R R 2 R § R AR o;gw P BEER S F I A R R R T
S 4R 3 TR (6] 0 AR 0 0 b SR ik B RIS IE A MAS L Arap 4k L o P
AT Y o AP AR F ok R 8 2 (Amplify-and-Forward Protocol) s s g g g [5] 0 [7] &
- AR REA RN R AR R 0 2 2 R ISR RIS F 2 R 4 o R A
(F - PN I -t (D) :?'J;:a:m RAR DL GEFRAI 2 QRFLE /AT A B
B AT UBLASTR P 0 S - R [L]  RBE R R R R R B a6
AT B AMSE » @ AR 0 st R T LR 0 0 AMSE < 2T k0 AR AR ST
BT

(=) 2 AMSE &4 47 1 JUESE T30 g% JEd T35 deend ff o9 5] 6 ARMSE 17 5 32 4
kg o EFAZ HE > AMSE fv ARMSE 2 F AL & chfd T 87 e 471 2 #W%:'L e L P AT
o %P % AMSE 04 J 4 4gi e - AMSE 07 R 5 ARMSE shigl#ic; { £ & # » AMSE st
% % 5 ARMSE chif|ics? e chfee ot — %o ip ke 81 - Bee g B R 983+ X i)+ ARMSE
i) e 0 B H E % 1 ARMSE o i3 T 5 AP A AT B AU SN IR B 32 Pk AR R

(=) %15 ARMSE ch2 s g > 3R A PRz - BApM 2 7 2450 ARMSE © % > H
Lo GEer A koIl S[7] L - A A A PR - BER ST EN T A ARMSE
ST R EATE A R E DR e AieBA RN 0 - BREZDPEREABEFER 2d §H PP AT
ook ® o F A TR R A T o it Asst ARMSE TR (T4 47 L i o Flt o ARt E dEdo X
i* ARMSE & ARMSE 17 % » A g #3350 B odick (vhot > af - BAHPN
I e ehs P A ek ) o 2k B EERIARA b A R N iB R R iR DR & (TR H DB

T oo

-

bESERERBSEET APLE N BRMESTHEE Y o Lk P B A ST R

OCR o fk 4 R P BATELPIT 01 8L 5
r.=0+n,1<i<N (2.1)
n, €R 3 RmERRIFEA HFBEREL o cdek[5][T]P ik APBEXRE - BERE o &

B D FHREY i > BB RAEEFFLZAYG] NBITFnT g RPRAFE - L0
N e PSS i BRBIEBE G I<i<N > ¥ 47 5

y =hpzx +v =hp 0+n +v =hpl+hpn +v, (2.2)

24



h,eR ~ p & LA E 0 BRPIE D Bl onid i F B ok Tl v, €R »FHEe e R

Bi ol it Emed > AP Uflzgiof;;q%ﬂﬁ}g‘.;gqgggm n, EApz A D B A
i

W (2. 258 ¢ T B Y o ¥ 0 ?;ﬁfg é—?%}ilﬁté‘. P iR ERMEZER GIE[L]A

%g’il] , 113;\:41(.1 :

N N phy N 1
0_222ZZ 2 2 272 (2.3)
z1ph0 —|—O’ iw1o. 4o/ ph
H 4p % 39 22 £ (Mean Square Error) 5 :
—1
N 1
MSE =Y (2.4)
“o, +or/p
g E:N ;Fa4 % B l“’LffL. MBS 7 & 02 - B & g o ;’g—? - b | .rg—-;s;? it g g Eg B dod 3hiE

ﬁﬁiﬁ?%ﬁﬁéﬁiﬁfH§IF*¥Tw$ HE - BRMEA T - LAPG - pEL

A FgehiE 60 T - ‘H}:T%{“‘ 5i I S P 3 ] ,@;Aimy&‘%]ﬁ G E TR UE s B s W v
Bo g4 [24] AT 7 - FEH T 3ROSR R T 02 =6z 0 HY g vy

P-d o FE o Hpd BEE 10 1<i<No{@-HhI g AN FEIET L EEFRLRE
A fem FARERFOLE T A REHY T APEBEXRSELERREARER € BF LT R

—5 +az,1<i<N (2.5)
b EAFIBRPBLATRARER 2 ~x) LA d RS 1¢ .+ 2 (Chi-Square)iE 1 % (K
KEARD o PRz AG ) 2 o FRIYE (BRPBEAHERA I UL OER - HF

BT R R A AR PR - Ji;’i’%')}?ej i e (Glde[1]) > il h, ¥z

i G A G
Ba Tz AT ERI AT RRAEASERLS GIoR RE ML T KB AHE - BRRE

¢

R g e e p, o rre g R EE R 10 AMSE -

BTk frmi A4 0 APIET T duE o

(1)ARMSE j# 2 7z j#lo%iy

273 F A (MSE)A - B LR ¥ Artici®h b eh™ 2 > L adR* S GRPLHFHZDFRT - 4
Fek EE (4o(2. )T ) g ¥ E- 7 4470 AMSE 25N enFE o 6 HieiR R AL R B L

B2 EFH L7 EHB L1732 - 2 7 UL 4w AMSE érdg$ > ¥ - = 5 RIF Ui it 247 -

25



BJ»S”A po 2 51 L_Fm‘;lrv'il’ EN F“v‘,{, J—%/? #E‘ %%ﬂﬁ( 0’ ‘fr’xgjﬁv"é@}@ h s Tv * 153 F;%:.(Z 4);\,:!?)%]?
Blrca S o o T
-1

N
! <e (3.1)

: 2 2 2712
=1 O—ni + O”u / pL hz

Phe ¢ » PIRAEER% cBF iR DE > 3 DT HREH 5 d 52 54 78 (Reciprocal Mean
Square Error) 3 E‘;fg‘bmﬁxﬁ PO

RMSE = 3" ! >e! (3.2)

o, +o, ) Pk

AP e & o feh o 3L i 3e7 R L 5 (RMSE) 1% 5 %it 325 shdp 4k % RMSE g +

s \%Lfﬁiﬁﬁ)i,ﬁ B oo M jEL %‘rmﬁw\bi'g »d X RMSE 25 #72 " FiEE” - #7110 RMSE 4p#3t MSE
(AR o BT RAPEANL AN HROPFE > AT RH F L FPIER - RAPLHI I - B
B en T i A 45 2 R A ST o B2 JRT FEeri 2 TBd 0 e ag A b AU 2L
2k dkan A 0 AP Edr ARMSE b 22 B 408 5 N3 JoT o

D2 [ [ [RMSE zdh
> 1 _ 1, (2), (n)dadh, (3.3)

=16 + oz +0 /P

29 g2z | e AW BT () do fy(h) A G EE A o DGR §
FAEORRIEAER  FI AR RERES S AR B PRI Y D RAE AR
FE A A AN AT S R AMSE - S kR £ D (Figd Bk %

7 (Jensen’s Inequality) k£ ) o F]pt » — £ DH % » AMSE it & %3 to— B chig (] 2 PAER)

»

E - A ARG A AR AL T ULEP T DT e R B AMSE ok A R GEP AR £
&)
2323.1: £ D 5(3.3)nARMSE » B| 5 7 12 19 5]

N 1

D' <EiY <D'+e, (3.4)
Hot ol PN

He o F(3. D)7 #rk Tenp 4 B 5 & u
B

FTR3IPREEETT D' GAMSEST R P P R aizAgiE D frp R4 R % o chfre £ H

26



e AU G - B ER . A Y EORF R D T T g AMSE. Flpt o 8 D

v o RpEN R DA R4 o i AMSE th- B AT

= °

(2)ARMSE * #

755 ARMSE % - BF (702 AP N(3.3)°7 Densdrst o Bam o d Q@D PEERHA

N- BN fEe ST REBRIE > - BHE 2 VL2 FH ARMSE #

FERILT o RSB AT R o G- BRATRIE(F G R M R L AR ) 0 D T
AEIAEE A
1, 306_17/2
D>D&-> [ dz, . (3.5
2057 [(02 / p7) + (o, +8)a]

TIRLET - B D TR g angp v [9]¢ FE(D R g RER At
#)

¥R 3.2:4 D ATHAEGDHY P RIAFET ET

= 4

L& o, o2 22 (0 448 o’
=352 W TN @r R (3.6)
# 9
L(e) 2 J, et 3.7
¥ - Gamma & #c¥
L oo &) etde 3.8
£ - 7 R ehiedf s8] o -

(ARMSE T & 725 4 % A

B3 BN PN v e 50 A R APIT Sl B A AT AT 5 AR B T

K- gALEM YD SEFRED SR A RN 0§ - BESRRLT S B R EIE B A
Birad s FAE D B AJT o 2T o A Y - R SR g ik GEP RERE oA
£323.3: D 5(3.6)¢ SHARMSE é7 f gl D &= 777 &3

g 12 —1/2
@23 Jpope % D, (3.9)
d1—e'?) JsT(3/2.1/2)

27



(03 /97)/12(c;;+6,)] P
N ,\/2 2me 1 : o’/ p’
D/éz d _ \/( 17/p7)Q\/( 7;/p7,)

(3.10)

[]

B3P g d Dot RfeT R i D SlcehREM GBS P E 0 BN TE- Ay
F 0.3386D" <D <2.7479D") o 8 ¥ Roo F ¥ D (Fh A ends (TR A AR P EH X F 0eIE
S0 B (TAF Se FIER enide > il 5 A2 D/ et FHY AL BaF AR D R RN S S
Boo BT - BRSO APRERP I FEAEIEORE LN RRIES F AR 4S5

o A RAT 4 R A S HP AR D N R

(1) B#Eiv B4 Fe 8 erfy it g2 5 12 jF

AEdg e bt U B BT 0 BB R B AL ML B A RS R R A A £
oo 4945(3.10)58 ¢ i e A Slie D' o gr H A o PlACE BT g T AT g

Mazimize

(02 /92)/12(0;+8;)]
Ly Nor  2me \/(Ui/pf)Q\/(ai/pf)

Jor Gla +6 (c, + 8)\J(er, +6)) a, +§6

: (4.1)
subject to Zp <P,p>0,1<i<N,

B Pilg i3 v g BIEE o d 20 A(4 1) P RS U mE G R RZLAME G

FieBhd R FERED 2 EAE > Q) 3G UT BB ZNT L F o4

(03 /9)/[2(0;+8,)]

g o 2w J@ /9 ol fei/r)
N2 =t o+ 61? (Ozz. + 6;) (047: + 67) %+ 67.'
<a>> 1 ZN: N2m T (o7 / p) (4.2)
2o + 6 (o, + 5i)\/(047; +6,) |

N 1 01,\/7?

i=1 CYi + 67: pl(Oé7 + 67) 2(0(7 + 67) ’

o (a)s st 24 (Chemoff) % @ Q@) <e 2 /2 2 £XUDHET (4. DAY B chandic

- BT A TR R e e kD ko N AL S S5 - w(convex) B i 1 R AL o B o AP RCR
Bt T R (4, z)g,ﬂ o KB E R4 DN R A Sk L eniEE ST OUE IR B A
3PN 2 ThdfEe A dit PP

28



1 o N7
Maximize Z -
a8 plo, +6)R0, +0) (4.3)

subject to pr <P, p>01<i<N
=1

%“gri 18 end 429 p o3k BB ie(Lagrange Multiplier Technique) » (4.3) % end Ffzvd + 27 — 2 T —
¥ v ik 12 (KKT conditions) f# 1 » 2558 4™ (Gm & 384 d ¢ B i 4] 2 £ 334)

| P

o (o, +6)|5—
40
“ ! 7;:1012.—‘(-(2

1<i<N. (4. 4)

Y — —

(2) B8 224y 4 #7

AEF M EALEE ) RS RZRELA VO ELSFT AP T R A - BT RREERE S
N=250 i Fea®iss o =005 PepETH> FBERRRARLER NI RIS E o 573
EERFER 0a] B¢ a>0, s B TS PR RAZEARBRE 6 ~ 8393 4
[0 6]

FEwE PHY >0 RABRAFRE-F a=5 2 d=1> A FHBELE P2LT A

1 &34 D Tl ehip i3 (4. )Y KT o, =0 22450 % & AMSE 1 #7 (T et i JE R b

7 f 25 1360 AMSE SREF ST IS o PR AMSE S SEF B R P F At @i L E B
BLERs FIZ A hBEL 7 lli\ati ‘é‘—} le;b v mmfi’%ﬁ"m%{w;ﬁ ) i E’a}%{%ﬁi’g’.?m/ &
BOFHRORGTUAEF I AR ATFEL P FRo4o[b]oF P=40 ¥ 6=1 B 2 Hd 7 $#>721 F
*iﬁﬁﬁiﬁéﬁzaﬂ/\ Em%WO@ﬁ%TuﬁsfdéTﬁ%%wMBE§M¥§%Zﬁ{,
Mhlic o Ao BIMA TR FALANFY > FEFEM I TS o AP EF AR
BY LxEBE2 BRaiphis gi!a«’x 3 P B ﬁ’r%ﬁ];»_l_mw;?ﬁ»

(3).##

ﬁ%?ﬁv }%,L—},E\,'/?J$E %3&‘.@ B Fr ELL’T'} F L_m:r T ¥ag ;F\‘ﬁxli‘sﬁl]"} L 22 i i

B ik RIS RR o B erk 0 ARMSE % 4$s4y¢w%m@% - 0 % p
AMSE %] pF » ARMSE g ficit AMSE i i #-¢ 8 - 2L ¥ 2iTenfp 3t o Rpe L sl 4 il 2 5
% o B* i ARMSE #3vicd Gt m-Hm 2 - B g o 52 > &g ARMSE e ;% kkt
P B R R ATHREA 5T 0 B A AL D S BT iR~ B PR
KRt S kg o B R 2 et

29



3 3 T 3 3 T T T T

------- non-robust scheme
robust scheme

19

average MSE (dB)

20 40 60 80 100 120 140 160 180 200
total power (P)

1 FEARMEDREL T - et BdEsRidaatny AMSE Ebig

average MSE (dB)

24~/ | ada-

non-robust scheme

robust scheme

25 r r r r r
5 10 15 20 25 30

uncertainty factor o

2 fEARFERAEEESE o 2T SsfESGT BT RR R THY AMSE EL#g

g S
[1] J. J. Xiao, A. Ribeiro, Z. Q. Luo, and G. B. Giannakis, “Distributed compression-estimation using wireless
sensor networks,” IEEE Signal Processing Magazine, vol. 23, no. 4, pp. 27-41, July 2006.
[2] J.J. Xiao, S. Cui, Z. Q. Luo, and A. J. Goldsmith, “Power scheduling of universal decentralized estimation
in sensor networks,” IEEE Trans. Signal Processing, vol. 54, no. 2, pp. 413-422, Feb. 2006.
[3] A. Krasnopeev, J. J. Xiao, and Z. Q. Luo, “Minimum energy decentralized estimation in sensor network

with correlated sensor noise,” EURASIP J. Wireless Communications and Networking, vol. 4, pp. 473-482,
2005.

30



[4] J. Y. Wu, Q. Z. Huang, and T. S. Lee, “Energy-constrained decentralized best-linear-unbiased estimation
via partial sensor noise variance knowledge,” IEEE Signal Processing Letters, vol. 15, pp. 33-36, 2008.

[5] J. Fang and H. Li, “Power constrained distributed estimation with correlated sensor data,” IEEE Trans.
Signal Processing, vol. 57, no. 8, pp. 3292-3297, Aug. 2009.

[6] T.Y. Wang, L. Y. Chang, and P. Y. Chen, “A collaborative sensor-fault detection scheme for robust
distributed estimation in sensor Y. C. Liang, Y. Zeng, E. Y. C. Peh, and A. T. Hoang, “Sensing-throughput
tradeoff for cognitive radio networks,” IEEE Trans. Wireless Communications, vol. 7, no. 4, pp.
1326-1337, April 2008.

31



FRE -
E e RIS 2 SRR AR A PR T8 23

32



i 2

ARF R AT - R E T kY o - BLAPRF PR AL BE X R R F B
PR RS ° ERMERES DT AP 5 fbﬁf/j*w@ww o mAERIFTY Y > NPEK LR
FRBDIIE P SRR RN 353 2 F SRR TR T A B BRI o A (S0 d BeiE e
BV REN PO E o 50 L 8- Hrd WRlamma > AP Y R R SRR G A
Fliv F oot g B R oA > P gd TOOHHERE T L2 B R e B R koehdg o

MeEF | BT AR 0R] A £ R

Abstract

Spectrum sensing in next-generation wireless cognitive systems, such as overlay femtocell networks, is
typically subject to timing misalignment between the primary transmitter and the secondary receiver. In this
paper, we investigate the performance of the energy detector (ED) when the arrival time of the primary signal
is modeled as a uniform random variable over the observation interval. The exact formula for the detection
probability is derived and corroborated via numerical simulation. To further improve the detection
performance, we propose a robust ED based on the Bayesian principle. Computer simulation confirms the
effectiveness of the Bayesian based solution when compared with the conventional ED.

Keywords: Cognitive radio; Spectrum sensing; Energy detection.
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Performance Analysis of Energy Detection Based Spectrum Sensing with
Unknown Primary Signal Arrival Time

Jwo-Yuh Wu, Member, IEEE, Chih-Hsiang Wang, and Tsang-Yi Wang, Member, IEEE

Abstract—Spectrum sensing in next-generation wireless cog-
nitive systems, such as overlay femtocell networks, is typically
subject to timing misalignment between the primary transmitter
and the secondary receiver. In this paper, we investigate the
performance of the energy detector (ED) when the arrival time
of the primary signal is modeled as a uniform random variable
over the observation interval. The exact formula for the detection
probability is derived and corroborated via numerical simulation.
To further improve the detection performance, we propose a
robust ED based on the Bayesian principle. Computer simulation
confirms the effectiveness of the Bayesian based solution when
compared with the conventional ED.

Index Terms—Cognitive radio, spectrum sensing, energy de-
tection.

I. INTRODUCTION

OGNITIVE radio (CR) is a widely known opportunistic

spectrum access technique for enhancing the cell-wide
spectrum utilization efficiency [1-2]. In order to detect the idle
frequency band so as to gain the channel access, spectrum
sensing performed at the CR users is indispensible. In the
literature, the detection of idle spectrum is typically considered
as a binary hypothesis test, and a commonly used signal model
under both hypotheses is [1-2]

0<n<N-1 (dle)
0<n<N-—-1 (occupied)
(1.1)

where N is the length of the data record, s[n], z[n], v[n] are,
respectively, the signal of the primary user, the received signal
at the CR terminal, and the measurement noise. The hypoth-
esis model (1.1) implicitly assumes perfect synchronization
between the primary transmitter and the CR receiver. Such an
assumption, however, is not valid in many practical situations.
For example, in an overlay femto cell network [3], the signal
of the macro mobile subscriber, synchronized with the macro
base station (BS), will arrive at a femto BS asynchronously.
The spectrum detection at the femto BS is typically subject

Ho : x[n] = v[n],

Hy:xzn] =
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to timing misalignment of the primary signal [4], [5]. Also,
in heavy-traffic networks in which primary users may dynam-
ically enter the network, time delays observed in the sensing
period is unavoidable, especially when a long sensing duration
is adopted for obtaining good sensing performance. Thus, in
the aforementioned cases, a more reasonable signal model for
the binary hypothesis test is thus

Ho:x[n]:vn]a 0<n<ny—1 (ldle)
| z[n] = v[n], 0<n<ng—1 .
[ z[n] =s[n] +v[n], ng<n<N-1 (occupied)

(1.2)

where ng accounts for the primary signal arrival time.
Therefore, in contrast to the spectrum sensing schemes in the
literature focusing on the synchronized signal model (1.1)
[1-2], this paper considers the spectrum detection aimed for
tackling signal timing uncertainty under the hypothesis (1.2).

Among the existing spectrum sensing schemes, the energy
detector (ED) [6] is quite popular mainly because it involves
only the partial knowledge (the second moment) of the pri-
mary signal and is thus cost-effective to implement [1-2].
Even though various performance characteristics of the ED
have recently been investigated, e.g., [7-9], the discussions
in all these works were based on the idealized model (1.1).
In this paper, we study the detection performance of ED
under the hypothesis (1.2). As the detection of arrival is the
main focus, as in [10], we consider the scenario that the
primary user is present only after spectrum sensing is started.
Motivated by the fact that, in high-traffic random access
networks, the traffic patterns of primary users are typically
unknown to the secondary users, the signal arrival time ng
is assumed to be uniformly distributed over the observation
window 0 < n < N — 1. Specific technical contributions of
this paper can be summarized as follows. Firstly, conditioned
on a fixed ng, the exact formula for the conditional detection
probability under the hypothesis model (1.2) is derived. The
average detection probability can then be accordingly obtained
by taking the expectation with respect to ng. To the best of
our knowledge, the performance study shown in this paper is
the original contribution in the literature that is tailored for the
ED scheme in the realistic sensing environment characterized
by the model (1.2). Secondly, to further exploit the prior
knowledge about ng for improving the detection performance,
we also propose a robust ED based on the Bayesian formu-
lation [6]. Simulation study shows that the Bayesian based
solution improves the receiver operation characteristics (ROC).
Moreover, under a prescribed detection probability threshold,
the Bayesian scheme does lead to a smaller false-alarm

1536-1276/11$25.00 © 2011 IEEE
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How Much Coherent Interval Should be Dedicated
to Non-Redundant Diagonal Precoding for
Blind Channel Estimation in
Single-Carrier Block Transmission?

Jwo-Yuh Wu, Member, IEEE

Abstract—Transmit precoding is a key technique for facilitat-
ing blind channel estimation at the receiver but the impact due
to precoding on the channel capacity is scarcely addressed in
the literature. In this paper we consider the single-carrier block
transmission with cyclic prefix, in which a recently proposed
diagonal-precoding assisted blind channel estimation scheme
via covariance matching is adopted to acquire the channel
information. It is shown that, when perfect channel knowledge
is available at the receiver, the optimal noise resistant precoder
proposed in the literature incurs the worst-case capacity penalty.
When the coherent interval is finite, channel mismatch occurs due
to finite-sample covariance matrix estimation. Thus, we aim to
determine how much of the coherent interval should be dedicated
to precoding in order to trade channel estimation accuracy for
the maximal capacity. Toward this end, we leverage the matrix
perturbation theory to derive a closed-form capacity measure
which explicitly takes account of the channel uncertainty in
the considered blind estimation setup. Such a capacity metric
is seen to be a complicated function of the precoding interval.
To facilitate analysis, an approximate formula for the derived
capacity measure is further given. This allows us to find a
closed-form estimate of the capacity-maximizing precoding time
fraction, and can also provide insights into the optimal tradeoff
between channel estimation accuracy and achievable capacity.
Numerical simulations are used for evidencing the proposed
analytic study.

Index Terms—Blind channel estimation; channel capacity;
precoding; single-carrier block transmission; cyclic prefix; ma-
trix perturbation analysis; sample covariance matrix; circulant
matrix.

I. INTRODUCTION
A. Motivation and Paper Contributions

LIND channel estimation is widely known as a
bandwidth-efficient alternative as opposed to the training
technique for acquiring the channel information at the re-
ceiver [11]. Among the existing blind estimation methods, the
transmit-precoding assisted solutions attracted considerable
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attention in recent years [11]. Various channel estimation
algorithms associated with different precoding schemes have
been proposed, either in the serial transmission case [7], [17],
[25], [30], or in the block transmission counterpart, e.g., [4],
[18], [23], [26], [31], [33]. Unlike the multi-channel receive-
diversity estimation algorithms, e.g., [20], [28], the transmit-
precoding assisted approach is quite robust against channel
order mismatch and the channel zero locations [17], [25],
[30]. Nevertheless, most of the precoding based methods are
developed under the assumption that certain second-order
statistics of the received signal can be perfectly obtained.
The resultant channel estimation performance, therefore, is
dominated by the finite-sample estimation errors in the com-
puted data statistics. Moreover, symbol precoding at the trans-
mitter may have significant impact on the channel capacity
[6]. Under the perfect channel knowledge assumption the
capacity performances attained by various redundant and non-
redundant precoding schemes were analyzed in [6]. More in-
depth study of the achievable system capacity that explicitly
takes into account the channel mismatch effect in the context
of precoding-based blind estimation has not been seen in the
literature yet.

In this paper we consider the single-carrier block transmis-
sion with cyclic prefix (CP)! [10], in which the transmitter
implements a non-redundant diagonal precoder and, at the
receiver the channel information is acquired through the
precoding-assisted blind estimation scheme [31]. The main
purpose of this paper is to investigate the optimal noise-
resistant precoder [31] from a capacity perspective, and to
further characterize an inherent tradeoff between channel
estimation quality and the achievable system capacity. Specif-
ically, it is shown that when the received signal covariance
matrix is perfectly obtained, thus the channel estimate is
exact’, the optimal noise-resistant precoder results in the
minimal capacity in the high SNR regime. Hence, if we adopt
the considered precoder to improve the channel estimation
accuracy, there is a potential loss in the achievable information

ICP-based single carrier systems have been considered as one next-
generation wireless standard, e.g., SC-OFDMA in LTE uplink [19].

2It is well-known that all blind estimation schemes can identify the channel
only up to a scalar ambiguity, which has to be removed by further inserting
some pilot symbols [11]. As in many previous works regarding performance
analysis of blind algorithms [7], [32], we assume for analytical simplicity that
the ambiguity is removed. In this sense, the channel estimate is considered
to be exact if the received signal covariance matrix can be obtained without
eITors.
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Channel-Aware Decision Fusion With Unknown Local
Sensor Detection Probability

Jwo-Yuh Wu, Chan-Wei Wu, Tsang-Yi Wang, and Ta-Sung Lee

Abstract—Existing channel-aware decision fusion schemes assume that
the local detection probability is known at the fusion center (FC). However,
this paradigm ignores the possibility of unknown sensor alarm responses
to the occurrence of events. Accordingly, this correspondence examines the
binary decision fusion problem under the assumption that the local detec-
tion probability is unknown. Treating the communication links between the
nodes and the FC as binary symmetric channels and assuming that the
sensor nodes transmit simple one-bit reports to the FC, the global fusion
rule is formulated initially in terms of the generalized likelihood ratio test
(GLRT). Adopting the assumption of a high SNR regime, an approximate
maximum likelihood (ML) estimate is derived for the unknown param-
eter required to implement the GLRT that is affine in the received data.
The GLRT-based formulation is intuitively straightforward, but does not
permit a tractable performance analysis. Therefore, motivated by the affine
nature of the approximate ML solution, a simple alternative fusion rule is
proposed in which the test statistic remains affine in the received data. It
is shown that the proposed fusion rule facilitates the analytic characteriza-
tion of the channel effect on the global detection performance. In addition,
given a reasonable range of the local detection probability, it is shown that
the global detection probability can be improved by reducing the total link
error. Thus, a sensor power allocation scheme is proposed for enhancing
the detection performance by improving the link quality. Simulation re-
sults show that: 1) the alternative fusion rule outperforms the GLRT; and
2) the detection performance of the fusion rule is further improved when
the proposed power loading method is applied.

Index Terms—Communication channels, distributed detection, power al-
location, sensor networks.

I. INTRODUCTION

The problem of distributed signal/event detection and decision
fusion in wireless sensor networks has attracted significant attention
in the literature [1], [12], [13]. However, most previous studies are
based on the idealized assumption that the sensor reports are re-
ceived at the fusion center (FC) without error [13], [16]. Recently,
there have been several proposals that further take into account the
communication channel impairments [2], [3], [6], [7], [11]; see [4]
for a tutorial introduction to distributed detection in the presence of
nonideal channel links. In general, these channel-aware schemes as-
sume that the local sensor detection performance, characterized by the
detection probability and the false-alarm probability, is known to the
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FC. However, this paradigm ignores the possibility of unknown sensor
alarm responses to the occurrence of events within the sensing field.
For example, consider a sensor network designed to monitor the rise
in temperature within a room in order to detect the potential outbreak
of a fire. In practice, the characteristics of a fire are uncertain, e.g.,
the mean temperature may vary from 100° to 1000° depending on the
severity of the fire or the type of fire. Moreover, the characteristics of
the fire may vary over time. As a result, the local detection probability
(under a fixed threshold) could be unknown due to the response to the
uncertain temperature of fire events. To accommodate such variations
in the sensing field conditions, one conceivable approach is to simply
model the local detection probability as an unknown parameter and to
design suitable global decision rules for tackling such uncertainty.

This correspondence proposes a channel-aware decision fusion
scheme tailored for the above-mentioned scenario. The communica-
tion links between the sensor nodes and the FC are modeled as binary
symmetric channels. Each sensor, when triggered, sends a single bit
to the FC to inform it of its local decision. Note that since the FC
treats the local detection probability as an unknown parameter, the
nodes do not need to send an additional message regarding the current
local detection performance, and thus the communication overhead
is reduced. Based solely on the received sensor reports, the global
decision rule is formulated intuitively as a generalized likelihood ratio
test (GLRT) [9]. The implementation of this test calls for the maximum
likelihood (ML) estimate of the unknown parameter, which, in the
current case, does not allow for a closed-form solution. Thus, under
a high signal-to-noise ratio (SNR) assumption, an approximate ML
estimate is derived that is affine in the received data. However, even
when adopting this approximation, the detection performance of the
GLRT decision rule remains difficult to characterize. Therefore, based
on the approximated ML scheme, a simple alternative fusion rule
is proposed in which the test statistic remains affine in the received
data. The proposed fusion rule enables the derivation of a closed-form
expression for the detection performance and, therefore, facilitates
the analytic characterization of the channel effect. In addition, it is
shown that, for reasonable ranges of the local detection and false
alarm probabilities, the global detection performance can be improved
by enhancing the communication-link quality, specifically, reducing
the total link bit-error rate (BER). Hence, an optimal power allo-
cation scheme is proposed to minimize the total BER subject to a
total power budget. Simulations show that the proposed fusion rule
outperforms the GLRT; in addition, the detection performances of
both the proposed fusion rule and the GLRT decision rule are seen to
be further improved via the application of the optimal sensor power
loading scheme. The remainder of this correspondence is organized as
follows. Section II formulates the problem, while Section III presents
the GLRT based detection scheme and derives the approximate ML
solution. Section IV introduces the proposed fusion rule and derives
the associated analytic performance results. Section V formulates an
algorithm for improving the channel link quality in order to improve
the detection performance. Section VI presents the simulation results.
Finally, Section VII provides some brief concluding remarks.

II. PROBLEM STATEMENT

Consider a sensor network with [V identical binary nodes designed
to monitor the occurrence of a certain event. Each sensor exists in one
of two different states, namely active (e.g., when the measurement is
above a certain threshold) or silent (e.g., the measurement is below the
threshold, and the sensor simply remains quiet to conserve energy).
Assume that each node is subject to a known false-alarm probability

1053-587X/$26.00 © 2010 IEEE
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A Cooperative Multi-Group Priority MAC Protocol for
Multi-Packet Reception Channels

Wen-Fang Yang, Student Member, IEEE, Jwo-Yuh Wu, Member, IEEE, Li-Chun Wang, Senior Member, IEEE,
and Ta-Sung Lee, Senior Member, IEEE

Abstract—Medium access control (MAC) protocol design for
cooperative networks over multi-packet reception (MPR) chan-
nels is a challenging topic, but has not been addressed in the
literature yet. In this paper, we propose a cooperative multi-group
priority (CMGP) based MAC protocol to exploit the cooperation
diversity for throughput enhancement over MPR channels. The
proposed approach can bypass the computationally-intensive
active user identification process. Moreover, our method can
efficiently utilize the idle periods for packet relaying, and can
thus effectively limit the throughput loss resulting from the
relay phase. By means of a Markov chain model, the worst-
case throughput analysis is conducted. The results allow us to
investigate the throughput performance of the proposed CMGP
protocol directly in terms of the MPR channel coefficients. Sim-
ulation results confirm the system-wide throughput advantage
achieved by the proposed scheme, and also validate the analytic
results.

Index Terms—Medium access control, multi-packet reception,
cooperative communications.

I. INTRODUCTION

OOPERATIVE medium access control (MAC) protocol

design can exploit multi-user diversity for network-wide
performance enhancement, and has attracted considerable at-
tention in the recent years [1]-[5]. Most of the existing works,
however, are devised exclusively for the collision channel
model and do not exploit the multi-packet reception (MPR)
capability at the physical (PHY) layer [6]-[11]. Toward more
efficient solutions, one promising approach is thus to further
take the MPR advantage into consideration so as to gain full
benefits from the PHY-layer processing!. A cooperative MAC
protocol design aimed for MPR channels is typically subject
to the following challenges. Firstly, the central controller (CC)
may require the knowledge of the MPR channels of all links,
as well as the traffic conditions of all users, to determine the
access set. However, this will call for extra communication
overheads, and will degrade the system-wide throughput,
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IMAC protocol designs for MPR channels in a non-cooperative environ-
ment have been considered in [12]-[16].

especially in a large-scale mobile network. Secondly, when
packet reception failure occurs due to collisions, a certain
portion of the users may have to serve as the relay for data
retransmission. Without properly designed MAC protocols for
cooperative user scheduling, there would be a large throughput
penalty incurred by the increase of transmission time in the
packet relaying phase. To the farthest of our knowledge,
cooperative MAC protocol designs for MPR channels have
not been found in the literature yet.

Recently, relying on a simple flag-assisted mechanism and
an associated multi-group priority (MGP) scheduling strategy,
a new MPR MAC protocol was proposed in [16]. The MGP
scheme has several distinctive features that make it a potential
candidate for cooperative MPR MAC protocol designs. Firstly,
in the MGP scheme the users are allowed to access the
channel according to some prescribed service priority. There
is no need for active user selection through exhaustive search
over the channel knowledge and local traffic conditions. This
will thus considerably reduce the communication overheads in
dense cooperative networks. Secondly, the flag-bit can provide
the CC with the knowledge of each user’s buffer status.
Combined with the multi-group service priority, the channel
access can then be reserved for both direct data transmission
and packet relaying in a more balanced fashion. Hence, in a
high collision environment, the throughput penalty incurred
by the relay phase can be largely reduced. To realize the
aforesaid advantages, in this paper we extend the MGP scheme
and propose a cooperative MAC protocol for MPR channels.
Specific contributions of this paper can be summarized as
follows.

1) The proposed protocol is, to our best knowledge, the
first cooperative MPR MAC scheme. It is free from
any assumptions on the channel characteristics and is
applicable to the general heterogeneous environment [5].

2) The number of users permitted for channel access is
deterministically set to attain the MPR channel capac-
ity. This prevents the channel from being over-loaded,
thereby avoiding irrecoverable packet failure due to
collisions.

3) Based on the Markov chain model, the throughput
performance in the worst-case scenario is analytically
characterized. Specifically, we derive (i) a closed-form
upper bound for the throughput penalty of the direct-
link user that is incurred by the interference of relay
packet transmission; (ii) a closed-form lower bound for
throughput gain that a user with packet trnsmission
failure can benefit thanks to cooperative packet relaying.
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Joint Source/Relay Precoder Design in
Nonregenerative Cooperative Systems Using an MMSE Criterion

Fan-Shuo Tseng, Student Member, IEEE, Wen-Rong Wu, Member, IEEE, and Jwo-Yuh Wu, Member, IEEE

Abstract—This paper considers transmitter precoding in an
amplify-and-forward cooperative system where multiple anten-
nas are equipped at the source, the relay, and the destination.
Existing methods for the problem only consider the design of the
relay precoder. To further improve the performance, we include
the source precoder into the design. Using a minimum-mean-
square-error (MMSE) criterion, we propose a joint source/relay
precoder design method, taking both the direct and relay links
into account. It is shown that the MMSE is a highly nonlinear
function of the precoding matrices, and a direct minimization
is not feasible. To facilitate analysis, we propose to design the
precoders toward first diagonalizing the MSE matrix of the
relay link. This imposes certain structural constraints on both
precoders that allow us to derive an analytically tractable MSE
upper bound. By conducting minimization with respect to this
bound, the solution can be obtained by an iterative water-filling
technique.

Index Terms—Precoder, amplify-and-forward (AF), cooper-
ative transmission schemes, channel state information (CSI),
multiple-input multiple-output (MIMO), mean-square-error
(MSE).

I. INTRODUCTION

OOPERATIVE communications can realize spatial di-

versity in a distributed manner and has attracted con-
siderable attention in the past few years [2]-[11]. Most of
the existing works focused on devising, and analyzing, dif-
ferent cooperative transmission protocols such as amplify-
and-forward (AF) and decode-and-forward (DF) [2]. Also,
there have been many proposals which leverage the traditional
MIMO processing techniques, e.g., beamforming and space-
time block coding, and develop the corresponding distributed
realizations for enhancing the link quality [3]-[10]. In the
study of conventional cooperative systems, each user terminal
is commonly assumed to be equipped with a single antenna.
To further increase the spatial degrees-of-freedom, one simple
approach is to place multiple antennas at each node [11]-[14].
Current research on such MIMO cooperative networks mainly
focuses on precoder designs under the AF protocol, either for
boosting capacity [12],[13], or for improving link reliability
[14]. All of these proposals, however, consider precoders only
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Fig. 1. Three-node AF MIMO relay system.

at the relays. Some of them even neglect the direct (source-
to-destination) link in the problem formulation so as to ease
the relay precoder design [12], [14]. Hence, the available link
resources are not yet fully exploited in the existing schemes.

As far as we know, the joint source-relay precoder design
for AF MIMO relay networks which take both the direct
and relay links into account has not been studied before.
This work aims to provide a solution to this problem in
the typical three-node system scenario [12]-[14]. Using the
minimum-mean-square-error (MMSE) criterion and individual
power constraints at the source and the relay, we formulate
the design as a joint optimization problem. However, it is
found that the MMSE is a complicated function of precoding
matrices. Direct minimization with the cost function is not
feasible. To overcome the difficulty, we propose to design the
precoders toward first diagonalizing the MSE matrix of the
relay link. This imposes certain structural constraints on the
precoding matrices that allow us to derive a tractable MSE
upper bound. Minimization with this upper bound, instead of
the original MMSE, then becomes feasible and a suboptimal
closed-form solution is then obtained. The proposed precoders
can be computed via an iterative water-filling technique. The
rest of this paper is organized as follows. Section 2 introduces
the system model and problem formulation. The main results
are given in Section 3. Finally, Section 4 concludes this paper.

II. PROPOSED SYSTEM MODEL AND PROBLEM
FORMULATION

A. System Model
We consider a three-node precoded AF system over flat
fading channels as depicted in Figure 1, in which the source,

the relay, and the destination are equipped with N, R, M
antennas. Using the typical two-phase transmission scheme
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Block Transmission over Time-Varying Dispersive
Channels Against Imperfect Channel Knowledge
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Abstract—We consider MIMO single-carrier block transmis-
sion over time-varying multipath channels, under the assumption
that the channel parameters are not exactly known but are
estimated via the least-squares training technique. While the
channel temporal variation is known to negate the tone-by-tone
frequency-domain equalization facility, it is otherwise shown that
in the time domain the signal signatures can be arranged into
groups of orthogonal components, leading to a very natural
yet efficient group-by-group symbol recovery scheme. To realize
this figure of merit we propose a constrained-optimization based
receiver which also takes into account the mitigation of channel
mismatch effects caused by time variation and imperfect estima-
tion. The optimization problem is formulated in an equivalent
unconstrained generalized-sidelobe-canceller setup. This enables
us to directly model the channel mismatch effect into the
system equations through the perturbation technique and, in
turn, to further exploit the statistical assumptions on channel
temporal variation and estimation errors for deriving a closed-
form solution. Within the considered framework the proposed
robust equalizer can be combined with the successive interference
cancellation mechanism for further performance enhancement.
Flop count evaluation and numerical simulation are used to
evidence the advantages of the proposed scheme.

Index Terms—MIMO, single carrier block transmission, time-
varying multipath channels, channel estimation, constrained op-
timization, generalized sidelobe canceller, perturbation analysis.

[. INTRODUCTION

ULTI-INPUT multi-output (MIMO) single-carrier (SC)

block transmission with cyclic prefix (CP) has been
identified as one key technique for supporting high data rates
over frequency selective fading channels [1]; such a system
configuration can be found in the uplink mode of the next-
generation wireless communication standards like 3GPP-LTE
[2], [3]. One particularly attractive feature unique to MIMO-
SC systems is the low-complexity per-tone frequency-domain
equalization (FDE) scheme, which facilitates the development
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of several efficient (batch or adaptive) receiver implementa-
tions [1], [4]. Such a figure of merit, however, hinges crucially
on the time-invariant channel assumption. When the channel
is otherwise subject to fast temporal variation, orthogonality
among the signal components in the frequency domain will no
longer be preserved, and tone-by-tone signal recovery is then
rendered impossible. Moreover, in a time-varying environment
channel parameter mismatch due to the mere availability of
the out-dated channel estimate will become another detrimen-
tal factor dominating the system performance. For MIMO-
SC block transmission over time-varying dispersive channels,
robust receiver designs which can efficiently tackle the joint
impacts due to channel time variation and estimation errors, to
the best of our knowledge, are hardly found in the literature.

This paper proposes a robust receiver design scheme for
MIMO-SC systems when the multipath channels undergo time
selectivity, and are not exactly known but instead estimated
via the least-squares (LS) training technique [5], [6]. In lieu
of performing signal recovery in the frequency domain, the
proposed approach relies on received data processing in the
time domain. Specifically, by exploiting the cyclic shifting
property of the time-domain channel matrix it is shown
that the signal signatures can be arranged into groups of
orthogonal columns. In case that the inter-group interference
can be effectively mitigated, the orthogonality structure in
conjunction with space-time matched filtering will lead to a
low-complexity intra-group symbol recovery scheme. Toward
realizing such a time-domain processing facility, a linear
weighting matrix is designed for each group based on the
constrained optimization formulation [7], [8]. To further mit-
igate channel mismatch due to time variation and estima-
tion errors, we leverage the generalized side-lobe canceller
(GSC) principle [9], [10], [11] to transform the constrained
optimization problem into an equivalent unconstrained setup.
The unconstrained GSC formulation enables us to leverage
the perturbation analysis technique [12], [13] to explicitly
model the channel mismatch effect into the system equations,
in turn providing a unique two-fold advantage. First, this
allows a very natural cost function for weighting matrix design
against channel mismatch. Second, we can then exploit the
underlying statistical assumptions on the channel errors, due
to both temporal variation and imperfect estimation, to derive
an analytic solution.

We note that constrained optimization based designs re-
sistant to signal/channel parameter uncertainty has been ad-
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Relying on a simple flag-assisted mechanism, a multigroup priority queueing (MGPQ) medium access control (MAC) protocol
is proposed for the wireless networks with multipacket reception (MPR). The proposed MGPQ scheme is capable of overcoming
two major performance bottlenecks inherent in the existing MPR MAC protocols. First, the proposed solution can automatically
produce the list of active users by observing the network traffic conditions, remove the need of active user estimation algorithm,
and thus can largely reduce the algorithm complexity. Second, the packet blocking constraint imposed on the active users for
keeping compliant with prediction is relaxed. As a result, the proposed MGPQ is not only applicable to both homogeneous and
heterogeneous cases, but also outperforms the existing MPR MAC protocols. Simulation results show that the network throughput
can be improved by 40% maximum and 14% average as compared with the well-known dynamic queue (DQ) MAC protocol.
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1. INTRODUCTION
1.1. Overview

An efficient medium access control (MAC) mechanism is
characterized by high throughput and low delay. Tradition-
ally, the design of MAC protocols is based on the so-called
collision channel model, that is, a transmitted packet is
successfully received only when no concurrent transmission
occurs. Such a paradigm, however, ignores the multipacket
reception (MPR) capability at the physical layer, for example,
multiuser detection [1]. Recently MAC protocols with the
MPR capability draw increasing attention. Several proposals
have been reported in the literatures [2—-11], almost all of
which are devised for the homogeneous environment, that
is, all users are associated with the same packet generating
probability. An initial attempt to reflect the MPR facility
is the channel model with capture effect characterized via
the probability of successful reception [2]. The impact of
capture effects on various existing MAC protocols such as
slotted ALOHA, and FCFS has been addressed in [3-5].
However, the capture model overall remains a simplified
representation of the actual channel characteristics and does
not explicitly account for the MPR capability. This thus

motivates the development of more realistic MPR channel
model [6], based on which several MAC protocols have been
proposed for realizing various system-wide performance
requirements [7-11]. The multiqueue service room (MQSR)
protocol [7] is, to the best of our knowledge, the first pro-
posal which relies on the MPR model [6] for user scheduling.
It calls for active user prediction via an exhaustive search over
all the available network-traffic and physical layer channel
capacity information up to the current slot. However, as the
total number of users increases, the number of search states
grows exponentially thereby incurring high-computational
complexity. Moreover, the transmission of the newly gen-
erated packets of selected users is not allowed in order
to maintain the active user prediction determined via the
previous network traffic, inevitably resulting in throughput
degradation. The dynamic queue (DQ) protocol introduced
in [8] delivers a large portion of performance gain attained
by MQSR solution but at reduced complexity. By viewing
the traffic as a flow of transmission periods (TP), the DQ
protocol otherwise aims for minimization of the expected TP
duration by exploiting the MPR property. To further reduce
the idle period of users with empty buffer, a modification
of DQ scheme that includes active user identification at
the receiver is subsequently introduced in [9]. In [10],
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Abstract-We propose a BER improved power allocation scheme
for D-STTD systems over i.i.d. Rayleigh fading channels under the
QR-based successive detection framework. Instead of relying on
BER under a fixed channel realization, the adopted design criterion
is the mean BER (assuming there is no inter-layer error
propagation) averaged with respect to the channel distribution.
Such a design metric has two-fold advantages: (i) It is analytically
tractable and is closely related to a block error probability upper
bound when inter-layer error propagation occurs, and (ii) There is
no need for repeated feedback of the instantaneous channel
information. By exploiting a distinctive channel matrix structure
unique to D-STTD systems we derive a closed-form approximate
upper bound of the considered BER metric; through minimization
of this bound an optimal power allocation scheme is obtained.
Numerical simulation is used to illustrate the performance of the
proposed method.

Index Terms: Space-time block codes; successive detection; power
allocation; bit error rate; QR decomposition.

I. INTRODUCTION

Spatially multiplexing multiple groups of orthogonal
space-time block coded (STBC) signals is one key approach to
realizing high-rate yet high-reliability wireless communications
[2], [9], [12]. The double space-time transmit diversity
(D-STTD) scheme [6], in which two Alamouti signal groups [1]
are simultaneously transmitted, is the building block for such a
system configuration. There have been many related research
works reported for D-STTD systems, including antenna
shuffling to combat channel spatial correlation [6], [8], adaptive
modulation [3], and efficient low-complexity receiver designs
(4], [51, [9]-

QR-based successive symbol detector can strike a
bit-error-rate  (BER) performance balance between linear
equalization and joint maximum-likelihood (ML) decoding.
Such a scheme has been widely considered for signal detection
in D-STTD and general multi-group STBC systems [2], [4].
This paper addresses the QR based successive signal detection
problem for D-STTD systems, focusing on further symbol
power loading for improving the BER performance. There have
been many plausible performance measures for QR-based
successive signal recovery [11], [13]-[15], depending on
whether or not inter-layer error propagation is taken into
account. The average BER with errorless front-layer decision
feedback, although being merely a lower bound of the true
mean error rate, remains simple to characterize and, moreover,
is closely related to an upper bound of the block error
probability when error-propagation occurs [11]: it thus serves
as an efficient and meaningful performance metric accounting

for the actual error rate outcome. Motivated by this fact and to
also guarantee a performance improvement regardless of the
instantaneous channel conditions, we propose to design the
power loading weights for D-STTD transmission toward
minimizing such a mean BER, averaged with respect to the
channel distribution. Specifically, by exploiting a distinctive
channel matrix structure of the D-STTD transmission we first
derive an explicit formula of the associated QR-decomposition.
Based on this result, we then derive an approximate closed-
from upper bound of the considered BER metric. Through
minimizing this bound the power allocation factors are obtained
via numerical search. The proposed scheme depends only on
the link SNR but not on the instantaneous channel gains:
repeated channel state update via feedback is no longer needed.
Simulation results show that the QR receiver combined with the
proposed power allocation compares favorably with the
zero-forcing (ZF) V-BLAST detector [10], in terms of both
simulated BER and algorithm complexity.

II. PROBLEM STATEMENT

A. System Model and Basic Assumptions

We consider a D-STTD system with symbol power loading
over a flat-fading channel. Following [6] the input-output
relation, in terms of block signals, can be described as®

hll h’12 h13 h14
h1*2 *hl*l h1*4 *hf:z T
diag{p,-,p,}[s1 5 83 5] +n,

y =
hyy  hyy  hyy hy
hyy  —hy hyy —hyg
=H
(2.1)
where y 1is the received signal vector, n is a zero-mean
complex white Gaussian noise with covariance N I,, H is

the effective channel matrix with hi] being the channel gain
between the (j,7)th transmit-receive antenna pair, 5 is the

symbol sent through the jth transmit antenna, and P, is the
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a. The symbols ()", ()7, ()7, I, det(), and diag{x}

n
denote, respectively, the complex conjugate, transpose, Hermitian,
the m Xn identity matrix, determinant, and the diagonal matrix
with elements of the vector X on the main diagonal.
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power loading factor for 5 satisfying the power

normalization constraint Z?Zl pf =4 . We assume that the

channel gains hy] ’s are ii.d. zero-mean complex white

Gaussian with unit-variance.
B. BER of OR-Based Successive Detection

By factorizing H = QR , where Q is unitary and R is

upper triangular, and multiplying (2.1) from the left by Q7 ,
we have
)

Since R is upper triangular, successive symbol detection
through canceling the contributions of the previously detected
components can be performed. We assume QPSK modulation is

E the

generalization of our results to high-order constellations are
straightforward by using related BER expressions in terms of Q
function, as in [11]. As long as the symbol in each stage is
correctly detected and, thus, there is no layer-wise error
propagation, the space-time model (2.2) decouples into four
independent links. The resultant average BER, given a channel
realization h, is

7:=Q"y = Rdiag{pl 88y 858,

" +Q". @2

used with average symbol power equal to

Ry =72 Q[ on [, 23)
where R denotes the ith diagonal entry of R ,
p:=1FE_ /N, is the signal-to-noise ratio, and Q() is the
Gaussian tail function. We emphasize that, when inter-layer
error propagation occurs, 4131)‘h is an upper bound for the
block error probability [11]. This implies that, if Pb‘h is small,

the decision performance can be potentially improved even in
the presence of inter-layer error propagation. Motivated by this
fact and also to devise a solution irrespective of different

channel realizations, we propose to design p, ’s by minimizing

P

™ averaged with respect to the channel distribution, i.e.,

*foQJ}

This is addressed in the next section.

d|R_| .

i

@24

71 m

II1. MAIN RESULTS

Based on the well-known Chernoff bound for Q function, we
have from (2.4)
f o,

n R R

W] "

T M»

p(

)d

(3.1

i

%\H

72
1 2
The proposed power allocation scheme is based on an explicit

(but approximate) formula of the upper bound (3.1). For this we

shall first specify the diagonal entries R ’s in terms of the

channel gains hl.]. ’s, 1<i<4; this will be done in Section

III-A. Based on the established results, in Section III-B we then
derive a closed-form expression of the upper bound (3.1).
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A. Formulae of R, s

Recall from (2.1) that the effective channel matrix H
consists of four Alamouti’s blocks [1]. By exploiting this

property the formulae of R ’s can be obtained as follows.

Proposition 3.1: Let us partition the channel matrix H in (2.1)
H

into four 2x2 submatrices as H=|_! 2 and let

s

H=QR be an associated QR-decomposition. Then the

diagonal entries R, 1<i<4,in R are given by

R, = Ry, = y/det(H,) + det(H,) , (3.2)
and
_ _ det()
s = Rt =\ qet(H,) + det(H,) 3.3)

[Proof]: The proof is based on an explicit expression for Q

and R constructed according to [7], and the detailed
derivation is relegated to the Appendix. O

B. Upper Bound of P, in Closed-Form

As R, =R, and R, =R, (cf (3.2)and (3.3)), we can

rewrite P, in (3.1) into

é ixCXP[W]p(Rll)dR1l
=& (3.4)
+276XP[—W]Z’(333)‘1R33 .

=g
In what follows we will derive analytic expressions for ¢, and

€, ; this in turn yields a closed-form upper bound of F, .

i) Analytic Form of ¢, : By definitions of H, and H,, we

have det(H,) = [, +[n,|" and det(H,) =, [ +[n,[

which together with (3.2) imply

2 2 2 2
2Ry, = 2|y, | +2f| + 2|y + 2|

s

3.5)

2
Since Q‘hu.‘ is a central chi-square random variable with

2
degrees-of-freedom equal to two, Q‘RH‘ is thus central

chi-square distributed with degrees-of-freedom equal to eight,
with the probability density function (PDF) given by

2 ‘Ru ‘2)471

2
exp(—|R,| ),
where T'(e) is the Gamma function. By performing a change

of variable the PDF of ‘RH‘ is obtained as

R

rer.[)= 3 (3.6)

2‘R ‘2(4 1)+1
R = 4T exp(—|R,[) 3.7



With (3.7), the summand in ¢, becomes

~ o R )2 R 24-1)+1
{eXp _(J— 2‘ = ] ‘(I‘_l)' eXp(_‘Rll‘z)d‘Rn‘
(4 f‘ 11‘ v 1)+1exp ‘Rll‘ 1+/)p, d‘Ru‘ (3-8)
2 (4-1)! PP\
= ’ p :(1+7[) )
o) (4—=1)! 2,
(a)(4—1)! 2(1+%)4 2

where (a) is obtained by performing integration with respect to

‘RH‘ . Based on (3.8), a closed-form expression for ¢, is

pp;

= é 1+ 71)*4 ) (3.9)

ii) Analytic Approximation of ¢,: We shall note that the

closed-form expression of ¢ in (3.9) hinges entirely

2
chi-square nature of 2‘}?11‘ . Such a property, however, no

longer holds for ‘R since according to (3.3)

33‘
straightforward manipulations show
det(H)
AR =2 D
det( )+ det(H,)
det(H,)det(H, — H,H, 'H,)
© det(H,) + det(H,)
det(H,)det(H,) —2C
det(H,)
det(H,) + det(H,)
det(H,)det(H 4)—‘,—det( ,Jdet( ,)—2C
' det(H,) + det(H,)

det(H,)|det(H,) +
—9.

(3.10)
where

C = Re{hy[hy, (hy,hey + hy b)) + oyl — by )]

117713 147712 127713 147711 . (311)
+ h24 [h (hllhl-l h13h'12) + h22 (h12h14 + hl’%hll)}}

It seems quite formidable to analytically characterize the exact

PDF of 2\R

33‘2 based on (3.10). To sidestep this difficulty, we

will instead seek for an approximate PDF via curve-fitting to

the simulated density of Z‘R Through intensive numerical

55‘
test and curve fitting procedures (details omitted due to space

2
limitation) it is found that the true density of Q‘R is well

approximated by the following Gamma PDF:

k-1
Frumma@ | B.0) = |=—|exp| = |, with k=2 and 0=2.
gamma 0" (k) 0
(3.12)
Figure 1 shows the computed histogram of 2‘1?33‘ and the

proposed approximate Gamma PDF (3.12); the proposed
analytic approximation (3.12) is seen to well predict the
simulated results. With the aid of (3.12), an approximate PDF

of \R

33‘ is in turn found as
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9 ‘ R33 ‘2(271)+1

2-1)!

Based on (3.13), the summand in &, can be approximated by

f(Ry) ~ exp(-|Ry[).  (.13)

2(2-1)+1
pp; | R
feXP WP 2‘ “‘ ] 2—1)! eXP(—‘Rgs‘Q)d‘R%‘
:( l)lf‘ 33‘ E expl— ‘Rea‘ 1+pp7 d|Ry|  (3.14)
2 2—1)! g
Te-n : ;? S
s o+ Py
and hence
1 2,
e, ~ 2(1+%)*2. (3.15)
i=3

Combining (3.4), (3.9), and (3.15), F, in (3.4) can thus be
(approximately) upper bounded by

; 2
B<isa+ ’) ryar el Gae
8= i3 2
We thus propose to design the power loading factors
(p1, Py, Py py) toward minimizing the average BER upper
bound in (3.16), subject to the power normalization constraint
ZLI pf = 4. As the cost function is highly nonlinear in p, ’s,

there do not seem to exist closed-form optimal solutions.
Instead, the problem is solved via numerical search (e.g., by
using fmincom in MATLAB Optimization Toolbox).

VI. PERFORMANCE

We compare the proposed approach with four other schemes,
namely, linear ZF receiver, Stamoulis’s decoupled signal
recovery scheme [9], QR receiver without power loading, and
the ZF V-BLAST detector [10], in terms of simulated BER.
The proposed power loading factors via minimizing the
closed-form bound in (3.16) are obtained by fmincom in
MATLAB Optimization Toolbox. The results are shown in
Figure 2. As we can see, the proposed method does outperform
the QR receiver without power loading: there is about a 2 dB
gain in the moderate-to-high SNR regime. Also, our method
compares favorably with the ZF V-BLAST detector when SNR
is above 20 dB. In terms of algorithm complexity, the ZF
V-BLAST receiver involves signal ordering and pseudo-inverse
computations; the total flop cost is 576 multiplications and 484
additions. The QR receiver involves mainly a QR
decomposition which calls for 262 multiplications and 112
additions: it is thus more computationally efficient compared
with the V-BLAST based solution.

APPENDIX: PROOF OF PROPOSITION 3.1

Since H/'H, = HH]" = det(H,)I,

it can be shown that

, through manipulations



H1 Hz i 1 H1 *Hg
H; H, det(H,) + det(Hy) |H, H;HH{{H?,H
S |
=H# =Q,
det(H,) + det(H,)IL, 0
=| H/H +H/H, —H/H! + H/H,"H/H] |(AD)
\Jdet(H,) + det(H,) \Jdet(H,) + det(H,)
=G
and
I, 0

G _(mm HEE )
| det(-H/H] + H/H,"H/H])|

=Q,
det(H,) + det(H,) 0
=| BYH +H'H, |det(-HVH] +H/H,"H'H])
Jdet(H,) + det(H,) Jdet(H,) + det(H,)
=R

(A.2)
It is straightforward to verify that Q, in (A.1) is unitary; since
—H;’ H’;’ +H‘,"1'[ H;H Hf H';' remains an Alamouti block [7],
Q, in (A.2) is also unitary. Combining (A.1) and (A.2) we
have H”QQ, =R", and hence H=QR with Q =Q,Q,
is an associated QR decomposition. We finally note that

det(H) = det(QR) = det(R)
— Jdet(-HIHY + HIH,"H/HY)

where the second equality holds since Q is unitary and the

last equality follows by definition of R in (A.2). The
assertion thus follows from (A.2) and (A.3). O

(A3)
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Figure 2. BER performances of D-STTD systems with different
receivers (QPSK modulation).
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ABSTRACT

Energy consumption is a vital concern when implementing
distributed decision fusion in most wireless sensor networks.
This paper studies the impact of sensor censoring on the de-
cision fusion performance when the number of sensors is un-
known at the fusion center. The global decision rule adopted
at the fusion center is the Chair-Varshney fusion rule modi-
fied to take account of the unknown network size. It is shown
that under the assumption of equally likely hypotheses, allow-
ing more transmitting sensors does not necessarily yield bet-
ter decision fusion; rather, there exists a censoring probability
threshold below which the increase in the number of active
sensors just incurs more intra-network communication over-
head but will not improve the global decision performance.
Our findings establish that the design of energy-efficient lo-
cal detection rules should commence with the censoring rate
threshold.

Index Terms— Sensor networks, decision fusion, dis-
tributed detection, energy efficiency, sensor censoring

1. INTRODUCTION

Energy consumption is a vital concern when implementing
distributed decision fusion in most wireless sensor networks
(WSNs). It has been shown that significant savings in the
communication overhead can be achieved by utilizing a sen-
sor censoring policy in which the local nodes transmit their
decisions to the fusion center (FC) if they are judged to be
informative, but remain silent if they are not [1-5]. In the
scheme presented in [1], the entire log-likelihood ratio (LLR)
value is transmitted, whereas in [2], only a binary decision
is sent to the fusion center (FC) if the LLR falls within the
“send” region. The present study adopts a similar “yes/no”
sensor censoring scheme. However, to increase the amount
of information made available to the FC when performing the
global decision making process, the LLR is divided not into
two regions as in [2], but into three, namely “send 17, “send
-1” and “no send”, as shown in Fig. 1. A similar censoring

This work was supported in part by the National Science Council of
Taiwan, R.O.C., under grants NSC 98-2221-E-110-043-MY3 and NSC-99-
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scheme with two “send” regions and one “no send” region is
also considered in [4].

sendl [~~~ """ """ TTTToo
ty
no send n ~LLR
2
send -1

Fig. 1. Proposed censoring scheme at local nodes.

In fact, the censoring scheme depicted in Fig. 1 can be
regarded as a three-level quantizer, in which the censored re-
gion represents an additional quantization level (see also [4,
eq. (2)]). It has been shown in [4] that by using an additional
quantization level in the case in which the number of nodes is
known to the FC can improve the performance by overcom-
ing the negative effects of erroneous local decisions. This
finding implies that in WSNs with a known number of sensor
nodes, three-level quantization schemes offer the potential for
achieving the same quality of detection performance as two-
level quantizers, but with a lower energy consumption. A ma-
jor objective of the present study is to investigate whether this
finding still holds when the number of nodes is unknown to
the FC.

The problem of distributed detection with an unknown
number of sensors in the region of interest (ROI) is essen-
tial in WSNs [6, 7]. The issue of whether or not the num-
ber of nodes is known has a fundamental effect upon the fu-
sion process performed in the networks utilizing sensor cen-
soring schemes. Specifically, when the number of nodes is
known, the fusion center can obtain information from the no-
transmission nodes based on the knowledge of their corre-
sponding “no-send” regions and the number of no-transmission
nodes (see [1, eq. (4)] and [4, eq. (7)]). However, informa-
tion contributed by no-transmission nodes is difficult to infer
when the number of sensors is unknown to the FC.

This study considers the decentralized detection with de-
cision fusion performed in accordance with the modified Chair-
Varshney (MCV) fusion rule, a modification of the Chair-
Varshney rule (see [8]) for the case in which the number of
local sensors is unknown to the FC. We derive for the consid-



ered MCYV rule a closed-form error probability function for-
mula, which is expressed as a function of the censoring prob-
ability. With the aid of this result, it is shown that under the
assumption of equally likely hypotheses, the minimum of the
error probability is attained at a nonzero censoring probabil-
ity, called the “starting point” for sensor censoring, for most
reasonable censoring detectors. Hence, the fundamental con-
tribution of this paper is the findings that, when the number
of sensors is unknown, decreasing the censoring probability,
i.e., allowing more sensors to report their decisions, does not
necessarily improve the global decision performance; rather,
the design of a suitable censoring scheme should commence
by considering the censoring probability corresponding to the
starting point.

2. PRELIMINARY

2.1. System model

Consider N sensors observing sensor measurements { z; }§v=1

generated from a common phenomenon according to two hy-
potheses, namely H, or Hy, respectively. In addition, let the
prior probabilities of Hy and H; be known and denoted by 7
and 7, respectively. Furthermore, assume that the number
of sensors, N, is unknown to the FC. The sensor measure-
ments {z; }évzl are assumed to be conditionally independent
and identically distributed given each hypothesis. Each node
makes a preliminary decision u;, where j = 1,..., N, based
on its own observation. In this study, we denote U/ as the set
of the decisions made by all nodes, i.e., U £ {u;} ;. In
the event that the jth sensor node determines the existence of
Hy, a decision of u; = 1 is sent to the FC. Conversely, if
the node detects Hy, it transmits a decision of u; = —1. If
neither condition is determined, the node remains silent, i.e.
u; = 0. In this study, U, denote the set of the decisions which
do not mute, i.e., Us = {u; : uj # 0}, and U, denote the set
of the decisions of being silent, i.e., U, = {u; : u; = 0},
Hence, Us and U, are with the properties that U, N U, = ()
andU, UU,. = U.

It is assumed that the decisions made by K = |U| sensors
are transmitted to the FC over independent flat fading chan-
nels, where |.A| denotes the cardinality of a set A. As a result,
the data received at the FC can be expressed as'

Y = hpug +ng, ur € Us, (1)

where hy, is a real-valued attenuation factor with Ay > 0 and
ny, is a Gaussian random variable with zero mean and a vari-
ance o2, Having received the signals, {yk}szl, the FC makes
a global decision regarding the existence of /{; in accordance
with a predesigned fusion rule.

I'This paper assumes the FC does not receive any signal y; if u; € Ue.
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2.2. Some definitions

The detection performance of the local sensors is character-
ized by the false alarm and the detection probabilities, de-
noted by py, = Pr(u; = 1|Hp) and pg; = Pr(u; = 1/Hy),
respectively. Note that we also define the missing probabil-
ity pm; = Pr(u; = —1|H), and the local censoring prob-
abilities under the two hypotheses as qo, = Pr (u; = 0[H))
and q;, = Pr(u; = 0|H,) in this study. To facilitate subse-
quent analysis an identical local decision rule is assumed to
be employed at all nodes, i.e. u1, ..., uy are independent and
identically distributed, and, therefore, we denote p £ = Ps
Dd; = Pds Pm; = Pm» 40; = qo, and g1, = ¢ for all j.

Definition 1 Let the censoring probability p. be defined as
Pr (uj = 0) = moqo + m141-

If p. is large, more sensors will be put in the silent mode.
In this way, the network-wide energy consumption is reduced
but less local decision information is available at the FC. On
the contrary, if p. is small, more sensors will report their de-
cisions. The FC can aggregate more local decisions to make
a global inference at the expense of a large energy cost. A
fundamental question when the total number of sensors is
unknown is whether decreasing the censoring probability p.
without bound, i.e., allowing more and more transmitting sen-
sors, can actually yield better decision fusion. To answer this
question, some mathematical definitions are needed.

Let P.(p.) be the probability of the fusion error associ-
ated with the censoring probability p.. Define S £ {p.|p. =

arg m[in ] P.(p.)}, which is the set containing the p.’s that
pe€[0,1

attain the minimal error probability.

Definition 2 We say that the starting point for sensor censor-
ing, or starting point for short, exists if S contains at least one
nonzero element. In this case, the starting point is defined to
be p: = IMaXy eS8 Pe-

Among all p. € S that can achieve the best decision fu-
sion, the starting point p7, if it exists, results in the least en-
ergy consumption. Hence, the starting point should serve as a
design target for any plausible censoring schemes.

3. MAIN RESULTS

3.1. Proposed modified Chair-Varshney fusion rule

The fusion rule which makes use of the quantized decisions
being the observations instead of the received yy, is adopted
in this paper. Since the alphabet of u), € U is {+1, —1}, the
maximum likelihood (ML) estimate for uy given (1) is

Gy, = sign(yg), for k : ux € Us. 2)

Therefore, the considered fusion rule is to make use of i, =
sign(yy ) to determine which hypothesis is true. Viewing the



estimated local decisions u; as the observations, it is well
known that the Chair-Varshney fusion rule [8] is optimal in
the sense of minimizing the Bayesian cost.

Define p1, := Pr(y; > 0,u; # 0|Hy)and po, := Pr(y; >
0,u; # 0|Hp). When the number of operating nodes is known
to the FC, the Chair-Varshney fusion rule for the considered
censoring local decisions can be derived as [8] (see also [9,
10])°

ACV: Z log&Jr

Z log b1

jugete 109 jieusignty)=1 P
1—p1,;, —q
4 log ——————. 3
Z 1- pOj - qu

Jiug €U ,sign(y;)=—1

However, for the case in which the number of local sensors
is unknown to the FC, the set /. is unknown and hence the
Chair-Varshney rule given in (3) cannot be applied. A heuris-
tic way to modify the Chair-Varshney rule is then simply ig-
noring the information contained in the term 3 Jiuy €U log Z%j

in (3), which results in the proposed MCV fusion rule given
by

Z log P

Jiug €U sign(y;)=1 Po;

+ Z log

Jiug €U ,sign(y;)=—1

Ayov =

1—171]- — 0y @
— Po; — qo;
In the following, we first provide an analysis of the er-
ror probability using the MCV fusion rule. Since all of the
sensors employ an identical local decision rule, the signals
received at the FC, i.e. {y;}&_ |, are independent and iden-
tically distributed, thus p1 = p1,, po = po,. ¢1 = q1,, and
qo = qo,» Vk. The fusion error probability of the MCV fusion
rule can be derived as (5) (see the top of next page), where
7; 1s a function of the number of the transmitting sensors, i.e.,
N —1i. When the identical local decision rule is utilized, it can
be shown that the MCV rule reduces to the 7; out of N — ¢
fusion rule, and the value of 7; can be obtained as 7; = [7;°],

where
N—i
log { T 1-po—qo
. & 7 \1-p1—q1

" log {p1(1 =po —q0)/po(1 —p1 —q1)}’

(6)

and [-] denotes the standard ceiling function. The probability
of the fusion error given in (5) provides the exact error proba-
bility. For computational feasibility in large scale sensor net-
works, the proposition below provides an upper bound of the
fusion error probability. Note that the proof of the proposition
is omitted due to the page limit imposed for the publication.

2The Chair-Varshney fusion rule considered in this paper uses p1 ,; and
po,; as the local detection performance instead of p I and D, considered
in [9, 10]. That is, the effect of channel error is incorporated into the local
detection performance in our considered Chair-Varshney fusion rule.
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Proposition 1 Let P, be the average probability of detection
error defined in (5). Assume that all of the local sensors apply
an identical decision rule. Then, P, is given by (7) (see the top
of next page), where n; = 21; — N + 1, and E; 7, and Ey
denote the conditional expectations with respect to the ran-
dom number of silent nodes i under Hy and H1, respectively,
where i follows the binomial distribution with parameters N
and qq if Hy is true and follows the binomial distribution with
parameters N and q1 if Hy is true. In addition, if the MCV
rule reduces to the majority voting rule, i.e., n; = 0 for all i,
we obtain

N
P, < mg (2 po(1 —po—qo) + QO)

N
(Ve -p—a)+a) - ®

3.2. The proof of the existence of a starting point when
utilizing MCYV fusion rule

Based on the true error probability function given in (5), this
subsection aims to prove the existence of a starting point for
the MCV rule.

To prove the existence of a starting point, the following
lemma is needed.

Lemma 1 lim, _,3 P.(p.) = 1 andlim,, .o P.(p.) < 1.

Proof: The proof is omitted here due to the page limit. O
Based on Lemma 1, we have the following key result.

Theorem 1 Consider the case in which the hypotheses are
equally likely. Assume that

dpo(qo) » Op1(qr)
—l<py, 2 <0,0>p, & > —1,
Po 940 P o
T0 To—l
po<N,p1> N 9
and
N —79)po
'0—(70’04—17:7‘—1—1—1— ' (0
Po(0) 1= po)7o po(0) (11 0 ) — (1 +p1(0))
(o — 1A —p1) ;
-— (1 1 = . 1
p1(N—To+1)( +p1(0)) + (11 =79) <0. (10

Then S contains at least one nonzero element, and, hence, a
starting point exists.

Proof: Due to the page limit, we only sketch the proof.
By Lemma 1, we have lim, .o P.(p.) < limp, 1 P.(pc).
Given conditions (9) and (10), it can be shown that P.(p.)
decreases when p, increases from zero. This then guarantees
the existence of a local minimum attained at a nonzero p.. O

It is noted that condition (10) given in Theorem 1 can eas-
ily hold in most censoring detectors based on our investiga-
tion. Specifically, for the case in which the local detection



N N—i )
N —i i
( 1 >(1Q1p1)kpiv 4§
k=N—i—1;+1
)

N—1i

_ (N =i —ni)po " (N —i+n:)po(1 —po — qo)
Fe = moBim, (\/(Nz'+m><1poqo>> (\/ N —i— )1 - ) +\/ N —i+n)(1— )

. N—i
| (N —i—n;)p1 (N—i+n)p(l—p1—q1) —i—n)pi(l —p1—q1)
b <\/(N—i+m)(1—p1—q1)> <\/ (N —i=m)(1—q)? +\/ N—itn)(d—q)? >

— 14— po(l—po—QO)>

(7

performance and channel status are very good, i.e., pg — 0
and p; — 1, a sufficient condition for (10) is given by

—1<pp(0) <eand 0> pi(0) > —¢
for some 0 < € < 1, (1)

which is a much simpler condition than condition (10).

4. NUMERICAL AND SIMULATION RESULTS

In evaluating the performance, we consider two different sce-
narios. In all examples, it is assumed that the hypotheses are
equally likely and all of the sensor observations have the same
distribution when conditioned on each hypothesis. The num-
ber of operating sensors N is assumed to be 30. In addition,
the number of operating sensors inside the ROI is unknown
to the FC whenever the MCV rule is applied. For perfor-
mance comparison, the result of the CV rule is also plotted.
Of course, when the CV rule is applied, it has been assumed
that the number of operating sensors is known to the FC. In
the performance evaluation, the channel signal-to-noise ratio
(CSNR) is defined as v = E[h?]/0?, and all performances
are evaluated when CSNR= 5 dB. Finally, in both examples,
the censoring region of the local quantizer is assumed to be
a single interval and is set by the thresholds b + ¢ and b — ¢,
where b is a fixed point and ¢ varies in accordance with the
value of p..

In the first example, the sensor observations are randomly
drawn from unit-variance Gaussian distributions with means
of mo and m; corresponding to Hy and H;, respectively.

When making their decisions, the local sensors apply the thresh-

olds % + t and % — t, where t is determined by
the specified value of the censoring probability p.. Specifi-
cally, p. = Q(™°5™ —t) — Q(™25™ + 1) in the example.
The observation signal-to-noise ratio (OSNR) is defined as
201log; |m1 — mol, and it is set to be 0 dB in the example.
Figure 2 plots the simulated error probability, the theoretical
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Fig. 2. Simulation and theoretical results for probability of fu-
sion error as function of censoring probability p. for the case
in which the observations under both hypotheses are drawn
from symmetrical Gaussian distributions.

error probability using (5), and the bound of error probabil-
ity using (8). As illustrated in the figure, the error probability
varies as a convex function of the censoring probability, and
the behavior of the error bound is consistent with the true er-
ror probability. From an inspection of the numerical result,
the optimum point of the theoretical error probability is deter-
mined to be 0.4042. This value represents the suitable starting
point for the local sensors when designing a distributed deci-
sion fusion network based upon the MCV fusion rule. As can
be observed form Fig. 2, the performances of the MCV rule
and the CV rule are the same. This is because ¢o and ¢; have
the same value in this example, and the CV rule in (3) reduces
to the MCV rule in (4).

Unlike the first example, the distributions under H, and
H; are asymmetric in the second example. Specifically, under
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Fig. 3. Simulation and theoretical results for probability of fu-
sion error as function of censoring probability p. for the case
in which the observations under both hypotheses are drawn
from asymmetrical Gaussian distributions.

Hj, the sensor observations are distributed as Gaussian ran-
dom variable with mean my = —1 and variance crg = 2, and,
under H, the observations are distributed as Gaussian ran-
dom variable with mean mg = 1 and variance o7 = 4. When
making their decisions, the local sensors apply the thresholds
b+t and b — t, where b is the point at which the densi-
ties of both hypotheses have the same value, and ¢ is deter-
mined by the censoring probability p.. Specifically, p. =
QUL — QM) 4 (e — (M)
in the example. Figure 3 plots the simulated error probability
and the theoretical error probability using (5) for the MCV
rule. The simulated error probability of the CV rule is also
plotted. It is evident from the figure that the starting point
also exists when the distributions under both hypotheses are
asymmetric. It can be also observed from the figure that the
performances of the MCV rule and the CV rule are generally
not the same because gy and ¢; are distinct in general. As
expected, the CV fusion rule has the better performance due
to using the additional information of the number of silent
nodes.

5. CONCLUSIONS

Based on a modified Chair-Varshney fusion rule, this study
has addressed the impact of sensor censoring on the global de-
cision performance when the number of sensors is unknown
to the FC. Under quite mild conditions on local detection per-
formances as well as under the assumption of equally likely
hypotheses, this study has proved the existence of an error
probability threshold, below which more transmitting sensors
are allowed but the proportional increase in the energy ex-
penditure does not improve the global decision performance.
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Therefore, the design of energy-efficient censoring decision

fusion should commence from the starting point, since a cen-

soring probability lower than this point not only yields a poorer
fusion result, but also consumes a greater amount of energy.
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Abstract— While the zero-forcing (ZF) transmit beamforming
is a widely used technique for realizing multiple-input multiple-
output (MIMO) broadcast transmissions, the ZF receiver com-
bined with multiuser scheduling is an effective alternative that
yields improved robustness against channel state information
(CSI) mismatch caused by feedback link errors. In this paper
we consider the practical scenario that channels are imperfectly
estimated at the receiver. Our goal is to characterize the sum
rate performance of the receive ZF MIMO broadcast systems
under channel estimation errors. We derive analytic sum-rate
expressions for both the uniform transmit power and transmit
water-filling cases. Our analytic results characterize the sum-
rate floor incurred by channel estimation errors. Numerical
simulations are used to confirmed the analytic study.

Index Terms— MIMO, MIMO broadcast systems, zero-forcing
receiver, estimation errors, sum-rate analysis.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) antenna techniques
have become the key to support high-speed data rates in
current and future wireless communication systems. In the
point-to-multipoint broadcast environment, the huge capacity
gain offered by MIMO antenna techniques can be further
exploited to support personalized data services for multiple
users concurrently. This point-to-multipoint broadcast system
is the so called MIMO broadcast channels [1].

The MIMO broadcast transmissions with transmit beam-
forming including zero-forcing (ZF) based beamforming [1]
and block diagonalization (BD) [2] can approach the optimal
sum rate obtained by dirty-paper coding (DPC) with feasible
implementation complexity as the number of users is large.
However, the available resource for channel state information
(CSI) feedback will dominate the system performance. For
example, the feedback load per user of the MIMO broad-
cast systems with transmit ZF beamforming must be scaled
together with both the number of transmit antennas as well
as the system signal-to-noise ratio (SNR) to achieve the full
multiplexing gain with the near-perfect CSI [3].

By taking advantage of multiuser scheduling, the MIMO
systems with the ZF receiver become another choice to realize
point-to-multipoint broadcast transmissions [4]—[6] contrary to
traditional MIMO broadcast systems with transmit beamform-
ing/precoding [1]. One important advantage of the receive ZF

This work is sponsored jointly by the National Science Council of Taiwan
under grants NSC 97-2221-E-009-101-MY3, NSC-99-2628-E-009-004-MY 3,
the Chunghwa Telecom Co. 99C502, and the MOE program for promoting
university excellence.

MIMO broadcast systems is that it can achieve similar sum
rate compared to the transmit ZF MIMO broadcast systems
with less feedback requirement (i.e., SNR quality feedback)
and provides robust resistance to feedback link errors [7].
Specifically, the benefits of the receive ZF MIMO broadcast
systems come from utilizing feedback CSI for user selection
instead of utilizing feedback CSI for calculating antenna
beamforming weights in transmit MIMO broadcast systems.
As a result, feedback uncertainty only causes slight sum-
rate degradation for the receive ZF MIMO broadcast systems,
while maintaining the same sum-rate slope.

In this paper, we consider the practical scenario that the ZF
receiver may present imperfect channel estimation and provide
corresponding sum-rate capacity analysis for the receive ZF
MIMO broadcast systems. In the presence of imperfect CSI at
receiver (CSI-R) caused by mismatched channel estimations,
[8] provided approximated bit-error rate (BER) analysis for
point-to-point single-user MIMO system with ZF receiver. The
achievable sum rates of the point-to-multipoint MIMO broad-
cast systems with receive ZF beamforming combined with
multiuser scheduling were analyzed in [6] and [7] with equal
and water-filling power allocations, respectively. However, the
provided closed-form expressions are constrained to the case
of Mr = Mr, i.e., the number of receive antennas at user end
equals to the number of transmit antennas at the base station.
In this paper, we relax our analysis to the case of Mpr > Mr
and further consider the effect of channel estimation errors on
the sum-rate capacity. Our analytical results characterize the
sum-rate floor caused by channel estimation errors.'

The paper is organized as follows. Section II illustrates the
system model and the concept of MIMO broadcast systems
with ZF receivers and scheduling. In Section III, we provide
the analytically closed-form expressions for sum-rate capacity
of the receive ZF MIMO broadcast systems. We show numer-
ical results in Section IV and give conclusion in Section V.

II. BACKGROUND
A. System Model

Consider a downlink MIMO system with one base station
and K user terminals. The numbers of transmit antennas at
the base station and receive antennas at each user terminal
are My and My > My, respectively. Denote x € CM7*1 a5
the transmitted signal vector with power E[xx] = AIZ—TTI My

I'Similar results can be found in [9] which provides an analytical sum-rate
approximation

978-1-61284-233-2/11/$26.00 ©2011 IEEE
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and y € CMr*1 the received signal vector, where E[] is
the expectation operation, ()7 denotes conjugate transpose,
and I,; is an M x M identity matrix. Let n € CMr*1 be
the complex Gaussian noise vector with Enn’] = 021,,.
Then, the input-output system model between the base station
and a certain user terminal in flat-faded MIMO channel is

y=Hx+n (1

where H is the My x My channel matrix with independent
identically distributed (i.i.d.) Rayleigh faded entries. Assume
that imperfect CSI is obtained at the receiver with the follow-
ing model [8]

H=H+E , )
where H € CMrxMr g the available CSI at the receiver
with an uncorrelated error matrix E € CMr*Mr  Each entry
of the channel uncertainty E is distributed by CN(0, €2) that
accounts for estimation errors at the receiver with E[EE?] =
MTeg Irr, [10]. The normalized mean square error (NMSE)
between the actual channel state and the estimated value is [8]
Eflhij —hij*] _

— €

NMSE = 2
El|h; ;]

3)
where h; ; and hi ; represent the (i, j)-th element of H and
H, respectively.

B. MIMO Systems with ZF Receiver under Imperfect CSI-R

The ZF receiver is realized by multiplying the received
signal y from the left by the pseudo-inverse of estimated
channel matrix Hf = (H7H) 'HY. The post-processed
received signal y becomes

y=H'y
— (AFH)HY [(ﬂ —E)x+n

=x+ (HIH)'Hn - (AH)'H Ex . )

The noise covariance matrix E[Anf!] of the ZF receiver is
Ennt| = B {(ﬂTn ~ H'Ex)(H'n - ﬂTEx)H}
sert (frivE L LT ert HY(Frh H
= o*HI(H")" + L - HE[EE"(HT)
T

W (52 4 pre)EIA) T (5)
where (a) comes from the fact Hi(HN)# = (HFH) '
From (5), (ﬂH ﬁ)‘l may have nonzero off-diagonal elements,
resulting in correlated noise across different data streams. To
lower complexity, the noise correlation is usually ignored and
each stream is decoded independently [4] [11]. With equal
power across transmit antennas, the output post processing
SNR at the n-th stream is
_ Pr/My
T B,

= P , n:l7

Mr(1+ pe2) | (HTH) |

n,n

(6)

where p = Pr/c” is the mean received SNR and [A],
represents the i-th diagonal element of a squared matrix A.

The term z = 1/{(I:IHI:I)’1}

with [ = 2(Mpr — M + 1) degrées of freedom [4] [11] and
the probability density function (PDF) is [12]

is Chi-square distributed

L 2
le z/2%

z2
_2 e s 7
Sol2T(1j2) T T T ™

f2(2)
where 2 = (1 +¢2)/2 and I'(a) = [;~t* te 'dt is the
complete gamma function. As a result, the ZF receiver has
identical post processing SNR ~,, with PDF (8) for all n

M efl\lT'y/ﬁ M Mpr—Mr
f’Yn(rY):iAT | <ATFY> ) 720 )
p (Mgr—Mgp)! \ p

()

where p = p(1+€2)/(1+ pe?). The corresponding cumulative
distribution function (CDF) of +,, is expressed by

F(MR—MTH,%)

F. =1-
7 (7) T (Mp — My + 1)
M
1FR<MRMT+1, 57) G
where T'(a,z) = [t te~'dt is the upper incomplete
gamma function and T'g(a,z) = Flﬁ‘(l:)”) is the regularized

gamma function.

C. MIMO Broadcast Systems with Receive ZF Beamforming
and Scheduling

With the aid of multiuser scheduling, the MIMO antenna
techniques with simple ZF linear receiver can realize the
point-to-multipoint concurrent transmissions instead of tradi-
tional point-to-point communication. For this receive ZF-based
MIMO broadcast systems, each user feedbacks the channel
SNR vector {’yﬁ}i‘{f 1 to the transmitter for selecting the target
group of users, where v* is the n-th output SNR of user
defined in (6). Since the ZF receiver can change an Mpr X Mt
channel matrix into Mr parallel subchannels, the scheduler at
the transmitter can assign each transmit antenna to serve one
of the selected target users. It is unnecessary to assign all the
subchannels to a single user in a point-to-point way [4]-[6].
Under a homogeneous environment, i.e., all users having the
same p value, the scheduler assigns data to the target user k*
via the n-th transmit antenna according to the criterion:

k= y 10
ArgIMmaxy, (10)
where K is the user set with |[K| = K. Since there are K

spatially-independent choices for an arbitrary transmit antenna,
such a broadcast scheduling algorithm is called independent
stream scheduler in [4], [5] and called spatially-independent
scheduling in [6].
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III. SUM-RATE ANALYSIS
A. Sum-Rate Analysis under Equal Power Allocation

According to the order statistics analysis, the PDF of
post processing SNR for the considered receive ZF MIMO
broadcast system is

Fra (V) = K fr, (0) [Fy, (0]
= B e i (L LA
' (11)
where
N MT _ MT(l +p63) N

With the aid of the following property of I'(n, x) [13, p.900]

a—1 m
Ia,z) = (a —1)! xz% a=1,2,---, (13)
m=0 :
we can have
[1-Tx (L +1 Ay)f“
B A K—1
=[1= o Zm 0 : 'I;YL'
L(L+1)
L (A )7n K=l
(a) —A 2
K—1 L @
(_) K -1 i ,—1A (A’Y)m
- ( (X5
K— L L
K-1 ) (Ay)mat-tmi
- ( . )(—1)%““( > Z z )
i=0 v m1=0 ;=0
(14)

where (a) follows I'(a) = (a — 1)! when a is positive integer
and (b) comes from the binomial expansion (1 — x)"
>t (M) (=1)"a’. The average sum rate of the receive ZF
MIMO broadcast systems thus yields the following closed-
form expression

M

C5i = 3 {los(1+ 7u)} = M | o+t ()

K—1
K-1 L
/ log(1 + ) g ( >(—1)’e(’+1)A7
0

=

 MrKA
T L

A’Y m1+ A4m;+L

(5 f e,

mﬁo
K-1 L
(@ MrKA K-1 '
i=0 m1=0 m;=0
(ma 4. my o DA™ s
mi+...+m; +L+1F(j_(m1+ —|—mz+L+1)7(Z+1)A)

= (i+1)7 A7

15)

b

)

where the parameters A and L are defined in (12) and equality
(a) is based on the following integral identity [14]

2 T(i - 8,a)
a>0; 3=1,2,--- .
(16)

oo
/ log(1+t)e P~ dt = (B —1)!e®
0

The subscript “ZFR” represents the MIMO broadcast system
with ZF receivers. Note that as SNR (i.e., p) approaches to
the infinite, the sum rate of the receive ZF MIMO broadcast
systems with channel estimation error €2 # 0 will be bounded

62
by a value C%

€2 . €2
Cuw = lim Oy = zrfek| Mrpe2 (17)
p— 00 =

T (14€2)

which represents a sum-rate floor incurred by mismatched
channel estimations.

1) Special Case: (Mg = My = M) : In the special case
Mp = My, L = 0, the corresponding average sum rate of the
receive ZF MIMO broadcast systems becomes

=MKA Kz_:l (KZ_ 1) (—1)%e
=0

K-1
Y MKrAY (K
1=0

where (a) is obtained by the property I'(0,2) = F;(z) and
= floo e~ %'~ "dt is the exponential integer function of
order r. Note that the function A(-) in (18) is defined in [6]

as
/ e “log(l +t)dt = 'Ba(x) :
O l’

Furthermore, if there is no channel estimation error in receiver
sides, i.e., eg =0, the term A in (12) becomes Mr/p and the
ergodic capacity becomes

+1al (0, (i +1)A)

o i+ 1)A

ZFR| 0

;Do) L as

h(z) £ (19)

Compy = B2 sz (%7 ) eom ()

(20)

which is identical to the closed-form expression provided in

[6].

B. Sum-Rate Analysis with Water-Filling Power Allocation

When receiver end has perfectly estimated channel knowl-
edge to feedback the base station, the scheduler can further
improve the sum rate using water-filling power allocation, in-
stead of equally allocating power among the transmit antennas.
With the aid of long-term power constraint for solving average
water level [15], we have provided the sum-rate closed-form
expression under water-filling power allocation in the case
of Mr = My [7]. In the section, we extend our analytical
expressions to the general case Mpr > Mr.

Based on (6), we define the term d,, = 1/[(HHH)_1]n’n
as the effective channel gain of the n-th substream due to
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€2 =0 and H = H. Similar to the approach in (11), we have
the PDF of scheduled d;, from (8)

K _
jﬁwy:ﬁe%#uerL+LmKl

With water-level solution ¢, for the long-term power constraint
(23), the average sum rate of the receive ZF MIMO broadcast
systems with water-filling power allocation is given by

21

M

Cyer = Z E log(sodn)]

n=1

— My / log(c02) fu: (2)d=
1/s0

K—-1
(@) MK [ K-1 ; —itl,
" olL! log(2) 3_ ( e

1
1 i=0

S0
X dz
m.lZ:O WHZ:O ml! T me'!
K-1 L L
() MrK K-1 ;
DHEN (T e X ey
=0 m1=0 m1=0
(m1+...+mi+L)! mutAmit L (]a%)
my!-my! (04 1)mat it L+l = I
(22)
subject to the long-term power constraint
Mt
1
SN
n=1 nd4
K—-1 L L
MrK K-1 ;
SEEY (M) e ey
=0 m1=0 m;=0
1 , i+1
- | =(mi+..+m+L)
(mllmll |:< ! E—(m1+...+7n¢+L)( < >

+ 1
B e )
S

=Pr, (23)

where (a) is obtained by modifying (14) and changing integral
variable, and (b) is derived from the integral identity provided
in [14]

1y§?@m

i

001 —atyf—1 _ (ﬁ —
/1 og(t)e "t~ dt o5

)
=0

a>0; B=1,2, 24)

Note that the water-level solution ¢y can be found by math-
ematical tools and the general forms (22) and (23) will be
identical to the analytical formulas provided in [7] as Mgr =
M.

IV. NUMERICAL RESULTS

In this section, we show the sum rate performance of the re-
ceive ZF MIMO broadcast systems with imperfect CSI-R. Fig.
1 presents the simulative and analytical sum-rate performance

Capacity (nats/sec/Hz)

Line: analysis
Marker: simulation

0 . . . n

0 10 20 30 40 50
SNR p (dB)

Fig. 1. Capacity of the (M = 2, Mg = 3, K = 5) receive ZF MIMO
broadcast systems with ¢2 = 0, 1%, 5%, and 10%.
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Fig. 2. Capacity of the (M1 = 2, Mg = 3, K) receive ZF MIMO broadcast
systems with different number of users K under €2 = 1%.

of the receive ZF MIMO broadcast systems (Mp = 2, Mp =
3,K = 5) with €2 = 0,1%,5%, and 10%, where the value
of €2 represents NMSE (in percentage) between the actual
channel state and the estimated value. Clearly, the sum rate
will increase linearly as SNR p increases in dB under ideal
channel estimation, i.e., eg = 0. Different from the effects
of feedback link errors on the sum rate discussed in [7], the
imperfect CSI-R will largely decrease the sum rate of the
receive ZF MIMO broadcast systems. More serious estimation
errors lead to more degradation of the sum rate performance.
The resulting sum rate will no longer increase as SNR (denoted

by p) increases and tend towards the value CZEER provided in
(17). For example, the sum rate of the (2,3,5) receive ZF
MIMO broadcast systems with €2 = 0 is 15 nats/s/Hz at
p = 30 dB. However, the corresponding sum rates reduce
to 10.38, 7.28, and 6.04 nats/s/Hz for ¢2 = 1%, 5%, and 10%,
respectively.
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Fig. 3.  Capacity comparison of the (Mp = 3,Mrp = 4,K = 10)

receive ZF MIMO broadcast systems under equal power and water-filling
power allocations.

Next, we like to discuss what advantage can multiuser
diversity reflect on the sum rate of a receive ZF MIMO
broadcast system with imperfect CSI-R. Fig. 2 shows the
sum rate of the receive ZF MIMO broadcast systems with
Mr = 2,Mr = 3,¢2 = 1% and different numbers of users
K. In this figure, the sum-rate performance can be improved
as available user population K increases, but it can not be
raised any more as p approaches to about 35 dB. In fact,
multiuser diversity can not resolve the sum rate floor issue

caused by imperfect CSI-R. The corresponding C;ER values
are 8.73, 9.98, 10.38, and 10.82 nats/s/Hz for K = 1,3,5,
and 10, respectively.

Finally, we illustrate the benefits of utilizing water-filling
power allocation on the sum-rate performance via Fig. 3
which evaluates a receive ZF MIMO broadcast system, where
Mp = 3,Mr = 4, and K = 10. This figure confirms the
well-known information that the advantage of the water-filling
power allocation over the equal power allocation is significant
only in the low SNR region. As shown, our provided closed-
form expressions can evaluate the sum-rate performance of the
receive ZF MIMO broadcast systems under both the equal and
water-filling power allocations.

V. CONCLUSION

In this paper, we provided exact closed-form expressions
for the sum rate achieved by the receive ZF MIMO broadcast
systems subject to channel estimation errors. From the analytic
and numerical results, we find that imperfect CSI-R will
cause serious sum-rate performance degradation and cause
the sum-rate floor. That is, the sum-rate capacity will no
longer linearly increase with SNR in decibel and be bounded.
This phenomenon is entirely different from the effect caused
by feedback link errors which only leads to slight sum-rate
degradation but maintains the same performance slope [7].
Although multiuser diversity can enhance capacity, it can not

compensate the sum-rate performance degradations caused by
imperfect CSI-R and resolve the problem of the bounded sum
rate.
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Abstract-Motivated by the fact that system parameter mismatch occurs in
real-world sensing environments, this paper addresses power allocation
for robust distributed Best-Linear-Unbiased-Estimation (BLUE) that
takes account of the uncertainty in the local sensing noise variance. We
adopt the Bayesian philosophy, wherein the sensing noise variance
follows a statistical distribution widely used in the literature, and the
communication channels between sensor nodes and the fusion center
(FC) are assumed to be i.i.d. Rayleigh fading. To facilitate analysis, we
propose to use the average reciprocal mean square error (ARMSE),
averaged with respect to the distributions of sensing noise variance and
fading channels, as the distortion metric. A fundamental inequality
characterizing the relationship between ARMSE and the average mean
square error (AMSE) is established. While the exact formula for ARMSE
is difficult to find, we derive an associated closed-form lower bound
which involves the complicated incomplete gamma function. To further
ease analysis, we further derive a key inequality that specifies the range
of the ARMSE lower bound. Particularly, it is shown that the boundary
points of this inequality are characterized by a common quantity, which
involves the Gaussian-tail function and is thus more analytically
appealing. By conducting maximization of such a function, suboptimal
sensor allocation factors are analytically derived. Computer simulation is
used to evidence the effectiveness of the proposed robust power allocation
scheme.

Index Terms—Sensor networks; distributed estimation; power allocation.

L. INTRODUCTION

Distributed estimation using wireless sensor networks is well
suited for many situation awareness applications, such as
environmental monitoring, positioning and tracking, temperature
control, and military surveillance, to name just a few [1]. Among
existing distributed estimation rules, the best linear unbiased
estimation (BLUE) scheme [2-5] received considerable attention
due to the ease of implementation. To meet the critical demand of
power/energy efficiency in wireless sensor networks, most of the
existing distributed BLUE proposals dealt with power allocation or
minimization in order to achieve the utmost estimation accuracy
[2-5]. The development of power scheduling schemes therein
typically assumed that the local sensing noise variance and the
instantaneous channel state information (CSI) are exactly known at
the fusion center (FC).

In real-world sensing environments, uncertainty in the system
parameters, such as variation in the sensing noise level caused by
the change of environmental conditions or malfunction of sensor
nodes, is unavoidable. Hence, in addition to energy efficiency,
robustness against the system parameter mismatch is also a crucial
requirement in the design of distributed estimation algorithms.

978-1-4244-9332-6/11/$26.00 © 2011 IEEE
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Even though there have been several works about robust
distributed estimation via sensor networks, e.g., [6], related study
in the context of the distributed BLUE, however, remains lacking.
In this paper we consider a wireless sensor network employing the
amplify-and-forward protocol (as in [5], [7]), and propose a robust
distributed BLUE scheme that takes into account the uncertain
nature of the local sensing noise power. We adopt the Bayesian
formulation, and assume that (i) the sensing noise variance follows
the distribution as considered in [2-4]; (ii) the fading channels are
Rayleigh distributed, as commonly assumed in many studies of
channel-aware distributed signal processing schemes [1]. The
proposed design aims at reducing the mean square error (MSE)
averaged with respect to the distributions of both the sensing noise
variance and fading channels, hereafter referred to as average mean
square error (AMSE). The main technical contributions of this
paper can be summarized as follows.

(I) While the AMSE is not analytically tractable, we propose to
adopt the reciprocal MSE averaged over the considered
distributions, termed as the averaged reciprocal MSE (ARMSE) in
the sequel, as the performance measure. A fundamental relation
between the ARMSE and the exact AMSE is analytically
characterized. Specifically, given that the target AMSE distortion
does not exceed e, it is shown that the true AMSE is lower
bounded by the inverse of ARMSE, and more importantly, is upper
bounded by the sum of the inverse of ARMSE and ¢ . This
suggests a tractable design strategy for improving the estimation
accuracy: minimization of the inverse of ARMSE, or equivalently,
maximization of ARMSE. This forms the foundation for the design
principle behind the proposed robust distributed BLUE.

(IT) While the exact formula of ARMSE remains difficult to find,
it allows us to derive an associated analytic lower bound that
involves the complicated incomplete Gamma function [7]. To
further ease analysis, a key inequality that characterizes a feasible
range of the derived ARMSE lower bound is established. The
crucial fact of our findings is that the two boundary points of the
inequality are entirely characterized by a common quantity, which
involves the Gaussian-tail @(-) function and, thus, is more

analytically appealing than the ARMSE lower bound. Hence,
instead of directly maximizing the ARMSE or its lower bound, we
propose to conduct maximization with respect to this function, and
then derive a closed-form though suboptimal sensor power
allocation scheme. The performance advantage of the proposed
robust scheme is further demonstrated via computer simulation.

II. PROBLEM STATEMENT



We consider a wireless sensor network, in which N sensors
cooperate with a FC for estimating an unknown deterministic
parameter 6 € R . The local observation at the ith sensor node is

2z, =0+n,1<i<N

b}

( 2 1 )

where n;, € R is the zero-mean measurement noise with variance
U,Ql . As in [5], [7], we assume that the local measurements z;’s
are transmitted over NN parallel flat-fading channels to the FC via

the amplify-and-forward protocol. The received signal from the ith

sensor, 1 <4 < N, can thus be described as

y1, = h7p7:1:7 + ’U1 = h1,p1, (0 + n1,) + ’U1 = h7p10 + h7p1n7 + vz’? (22)
where h, € R is channel gain, p, is the power amplification

factor for the ith sensor, and v; € R is the zero-mean white noise

2

with variance o> =0,.

. 2
», 5 throughout the paper we shall set o,
Based on the received data y,’s in (2.2) and assuming that the
sensing noise n, ’s are i.i.d. and are independent of the channel

noise, the parameter 6 is estimated at the FC via the BLUE
principle [1] as

~1
. N h.y. N 1
" [Z s+l 7 /(p?hf)] -
The incurred MSE of the estimate (2.3) is known to be
N 1 B
Mm_gﬂiﬂﬁMWﬂ}' 24

Even though one may have a nominal measurement of the local

. . 2 . .
sensing noise power o, , the true noise condition could be even

n;
more worse due to, e.g., gradual drainage of battery power or
sensor failures. Once a nominal noise power threshold, say, ¢, , is

determined for the ith sensor, we shall seek for a statistical
characterization of the uncertain noise power degradation from 6, .

Motivated by [2-4], a simple yet intuitive model to pin down such
2

n;
Square random variable of degrees-of-freedom equal to one, for
each 1 <3< N . To further take into consideration that the
severity of uncertainty could be different from sensor to sensor, in
this paper we thus assume that the local sensing noise variance
follows the model:

2 _
o, = o +a

uncertainty is 0> =6, +z, , where z; ~ xi is the central Chi-

2, 1<i <N,

(2.5)
where 6, is the nominal noise variance at the ith node, z;, ~ xi is
the central Chi-Square random variable with degrees-of-freedom

equal to one (assumed to be ii.d. over %), and «; reflects the

severity of uncertainty of the ith sensor node. Regarding the
distribution of the fading channels, we adopt the common
assumption made in the literature (e.g., [1]) that the channel gains
h;’s are i.i.d. Rayleigh distributed.

The goal of this paper is to design the sensor power allocation
factors p, ’s so as to improve the average MSE performance,
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taking into account the distributions of the sensing noise variance
and fading channels.

II1. PROPOSED PERFORMANCE MEASURE
A. Estimation Performance in Terms of ARMSE

Even though the MSE is a widely used performance measure,
the involved inverse operation (cf. (2.4)) in the considered BLUE
scenario makes it rather difficult to derive an analytic expression
for AMSE. This thus motivates us to seek for alternative
performance measures that can, on the one hand, reflect the true
AMSE tendency and is more analytically tractable on the other
hand. For this purpose, let us start with fixed realizations of

sensing noise variances o~ s and channel gains %, ’s, and

consider the estimation performance constraint via the MSE (2.4):

N 1

[EZ , /(p?hf)} =

2 2
=10, + Oy

3.1)

where € denotes the target distortion level. It is crucial to observe
that (3.1) can be equivalently rewritten in terms of the reciprocal of
MSE (RMSE) as
1
2 2e

e = T o)

-1

(3.2)

Hence, given the instantaneous o> ’s and h, s, it is equivalent to

consider RMSE as the performance measure; the larger RMSE is,
the better the estimation accuracy will be. From an analytical
perspective, the RMSE is more appealing than MSE since it no
longer involves the “inverse operation”; as will be shown later, this
attractive feature allows us to find an associated average
performance metric that will facilitate analytic study of the power
allocation problem. Motivated by these facts, we thus propose to
consider the average reciprocal MSE (ARMSE) as the performance
metric for the robust distributed BLUE:

D= [ [ [RMSEldzdn

N 1

(2) fiy (h)dz dh,
(pfhf)f (2)fu ()

(3.3)
where z 2 [2,---2y)" and h 2 [h2---h} )", with f,(z) and f;(h)
being the associated distributions. A large D is expected to yield
good estimation accuracy, which in turn suggests that the sensor
power allocation factors should be designed to keep D as large as
possible.

is

Even thought the aforementioned approach intuitively

reasonable, the AMSE is in general not equal to D~ (this can be

directly verified by using the Jensen’s inequality). Thus, a
fundamental question that remains yet to be answered is whether

the true AMSE can be kept small (and to what extent) once D is
enlarged. The following theorem characterizes a fundamental

relationship between D' and the true AMSE (the proof is given
in the appendix).



Theorem 3.1: Let D be the ARMSE defined in (3.3). Then we

have
-1

N
D71 S E z% S D71 +¢€ N (3.4)
=0, +0, /(ph )
where ¢ is the target distortion level specified in (3.1). L]

Theorem 3.1 asserts that the AMSE, while lower bounded by D,

does not exceed the sum of D™ and the target distortion level ¢ .
In particular, if ¢ is constrained to be small so as to yield good

estimation quality, D~' will then be a tight approximation of the
average MSE. Hence, keeping D~' small, or equivalently, making

D large, is indeed a justified approach for AMSE reduction.
B. Tractable ARMSE Lower Bound

To maximize the ARMSE, a conceivable approach would be to
first find an analytic formula for D in (3.3). This, however, turns

out to be intractable since the double integral involved in (3.3)
does not directly lead to a closed-form expression. To overcome
this difficulty, a commonly wused design strategy (though
suboptimal) is to seek for a tractable lower bound for the ARMSE,
and then conduct maximization with respect to this lower bound.
To proceed we first note that, after some tedious manipulations

(the details are omitted due to space limitation), D in (3.3) can be
lower bounded as

—x; /2

>D=2 dz, . (3.5)

I M<

1 f ze
2i [ o/ i)+ (o + 5;)%] a
The following theorem provides a closed-form lower bound D ;
the proof of theorem can be found in [9], and due to space
limitation is omitted here).

Theorem 3.2: Let D be defined in (3.5). Then we have

1 2

D==%|=— Ty . % /[21’,2(0,+5,)]F(2)1“ _
25l pi (o +6)

g,
172777
p; (o + 51)]

(3.6)
where
I(v) £ fo‘"’ e 't dt 3.7
is the Gamma function and
D(B.2)2 [Fe't"dt (3.8)
is the incomplete Gamma function [8]. ]

C. Plausible Range of the ARMSE Lower Bound

Even though (3.6) admits a closed form, it nonetheless involves
the incomplete Gamma function and is thus difficult to analyze. To
overcome this drawback, in the sequel we will further derive an
inequality which specifies the plausible range of D . An important
feature of this result is that both the two boundary points of the
inequality are entirely characterized by a common function, which
involves the @(-) function and is thus more analytically appealing

than D . More precisely, we have the following theorem (a
sketched proof is given in the appendix).
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Theorem 3.3: Let D be the ARMSE lower bound defined in (3.6).
Then it follows

2-3¢1?) 3e71/? ,
e <2< ene 0
where
e | o gt/ i) }\/(Uf/p?)Q{\/((r?,/p?)
-1 o +6; (o + 67;)\/(047; +46;) o; + 6,
(3.10)
L]

From (3.9), the ARMSE lower bound D is seen to be bounded
from above, and below, by a scalar multiple of the common
function D’ (by computation, 3.9 reads
0.3386D" < D < 2.7479D’ ) Hence, while maximization of D
has to deal with the incomplete Gamma function and is intractable,
we propose to conduct maximization instead based on D’. The
main advantage of this alternative approach is that D’ in (3.10)
now involves the Q(-) function. As we will see in the next section,
by exploiting some attractive properties of the @(-) function, the

sensor power allocation problem can be formulated in the form of
convex optimization that can yield closed-form solutions.

IV. SENSOR POWER ALLOCATION
A. Problem formulation and Optimal Solution

This section addresses the sensor power allocation problem for
enhancing the estimation performance subject to a limited power
budget. In terms of maximization of the proposed cost function D’
in (3.10), the optimization problem can be stated as follows:

Maximize
) i G omlet/ e @2 /) 0 02/ p?)
V2r S| ey + 6 (o + ‘57:)\/(047? +6;) @+,

N
subject to pr <P, p >0 1<i<N,
i=1

@.1)

where P denotes the total available power budget. Since the
objective function in (4.1) is still highly nonlinear in p, , the
problem is thus difficult to solve. Thanks to the Q(-) function, we
can obtain the following crucial inequality to facilitate analysis:

N \/% 271_6{(0%/P?)/[Z(a,+é,)]}\/(ag/p?) (0,2/p2)
72:: a+6 (o +8,)\J(oy; +6,) ¢ o; + 6
@ 1 ¥| \or m(o; / p})

272

V2r 3 a; + 6 (0%' +5¢)\/(O‘¢ +6;)
B ﬁ/: 1 o ~NT

iz oy +6  pla; +6)y2(a; +6) ’

4.2)



where (a) follows from the well-known Chernoff bound

Qz) < e/ /2. Inequality (4.2) provides a lower bound for the

cost function in problem (4.1) which is now convex in terms of the
power allocation factor p, . Hence, instead of directly maximizing

the cost function in (4.1), we propose to maximize the lower bound
(4.2); this will allow us to derive closed-form suboptimal solution,
as will be seen later. The optimization problem thus becomes

N
Maximize Y LI T
w1 +6 pilog + 51‘)\/2(0% +6;) 4.3)
N
subject to pr <P, p >0,1<i<N.
i=1

By means of the standard Lagrange multiplier technique, the
optimal solution to (4.3) can be obtained by solving the KKT
conditions, and is found to be (details are omitted due to space
limitation)

| P

pi = s It 1
(a; +6;) gaﬂr@

,1<i<N. (4.4)

B. Numerical Performance

This section conducts several numerical simulations to evidence
the presented analyses. We consider a network of N = 250

sensors, and the channel noise variance is set to be o2 = 0.05 .

The local sensing noise variance uncertainty parameters c,’s are
generated uniformly in the interval [0 o], where o > 0 is the
global uncertainty factor; the noise variance thresholds ¢, ’s are
likewise drawn uniformly from [0 ], where § > 0 accounts for

the maximal nominal value. With a« =5 and 6 =1, Figure 1
compares the AMSE performance of the robust scheme (4.4) and
the nominal non-robust solution obtained via setting o; =0 in

(4.4) for different total transmit power P. It can be seen that the
proposed robust design does reduce the AMSE. Also, the AMSE is
seen to decrease with P. This is intuitively reasonable since a large

transmit power can enhance the overall signal quality at the FC for
improving the global estimation accuracy; a similar phenomenon
has also been seen in many previous works, e.g., [5]. With
P =40 and 6§ =1, Figure 2 depicts the AMSE with respect to
different global uncertainty factors « . The figure shows that, with
a fixed system power, the AMSE increases with the uncertainty
factor o . This is not unexpected since, as « increases, the
deviation of the true noise variance from its nominal value also
increases, thereby degrading the global estimation quality.

V. CONCLUSIONS

This paper has presented an original contribution to the study of
power allocation for robust distributed BLUE in the presence of
sensing noise variance uncertainty. The proposed design criterion
in terms of ARMSE has several unique advantages. Firstly, it is
established that with a small target AMSE the inverse of ARMSE
is a close approximation to the true AMSE. Given this appealing
fundamental result, maximization of the ARMSE is thus a justified

approach for enhancing the estimation quality. Secondly, starting
from the ARMSE design metric, rigorous analyses are carried out
to derive an analytically tractable objective function for the design
of power allocation factors. The obtained solution is in a closed
form, and is seen to outperform the non-robust design via computer
simulation.

APPENDIX
A. Proof of Theorem 3.1

To prove the second inequality, we need the following lemma.

Lemma A.1: Let 0 < a <b.Then 1 < a—er
z a

forany z € [a,b].
[Proof]: The result follows since

2
a—&—b_l:(a—&—b)x—abz(a—&-b)a—ab:aizo' 0
ab z abx abx abx

From (3.2), we have

L5l @y

5*1<E§ ! <§l (A2)
= +cr,?,/(pfhf) =T ‘
Now take a =¢* x—%é b—zl and
' it +03/(p1-2hl2) ' e
using Lemma A.1, we have
-1
N 1 a+b
[121 03’ +03/(p?hf) ab
» L, (A3)
1 1 N1 N 1
=—+-=c+|>—| ZLet+| B\
AR §ﬁ+ﬁﬂﬁm}

where the last equality follows from (A.2). Based on (A.3), it
follows

N 1 B
E§ﬁ+ﬁM%J
B (A4)
<e+|E f}% =ec+D
=10, +0, /(p?hf)
The assertion follows from (A.4). ]

B. Sketched Proof of Theorem 3.3

The proof is based on D in (3.5). To proceed, let us first

introduce the next lemma (the proof is based on the Cauchy-
Schwartz inequality, and details are referred to [9]).

Lemma A.2: For a >0 and b > 0, we have
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a+bx J_F(3/21/2) a+bx
where I'((3,z) is the incomplete gamma function defined in (3.8).
L]
Based (A.5) and by definition of D in (3.5), it follows that
72 T2
ELQ( 3671/2 f [ /P:/)— + (o + ‘2)%] “
sl [l (A.6)
<D . : dz;.

S EGRDED [0+ o]

We go on to rewrite inequality (A.6) by means of the following lemma (see
[9] for a proof).

Lemma A.3: For ¢ > 0 and b > 0, we have

N2m
b

27_‘_\/—642/21)
b

o T

f e 2y =
0 a+bz

(W ) (AT
L]

The result of Theorem 3.3 follows from (A.6), (A.7), and after some
manipulations. ]
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Figure 1. Average MSE versus total power (o = 5 and § = 1).
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Figure 2. Average MSE versus global uncertainty factor o ( P = 40 and
§=1).

AKNOWLEDGEMENT

This work is sponsored by the National Science Council of Taiwan
under grants NSC 97-2221-E-009-101-MY3, NSC 98-2221-E-110-043-
MY3, and NSC-99-2628-E-009-004-MY 3, by the Ministry of Education
of Taiwan under the MoE ATU Program, by MediaTek Research Center
at National Chiao Tung University, Taiwan, and by the
Telecommunication Laboratories, Chunghwa Telecom Co., Ltd. under
grant TL-99-G107.



