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Stochastic Electro-Thermal Simulation for 3-D ICs and Its Application to 3-D IC
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Few of existing works on power reduction in 3D ICs discuss the ability of
supply voltage scaling techniques for power optimization. In this work, a supply
voltage assignment based power reduction method for minimizing the power
consumption of 3D ICs is presented. The proposed approach includes three major
headings: (1) 3D IC Voltage Assignment for power reduction with including three
factors--sensitivity, proximity effect and level shifter (LS) budget; (2) 3D
Electro-Thermal Analysis for getting the temperature distribution of 3D IC; (3)
Thermal Aware Static Timing Analysis for obtaining thermal-related delay values of
functional gates. The experimental results demonstrate the effectiveness of the
developed voltage assignment method in power reduction.

Keywords : 3-D IC, Electro-Thermal Analysis, Power Optimization, Low Power

Design, Multiple Supply Voltage Design
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In recent years, many researchers have shown that 3D ICs can provide the
powerful enhancement of system integration. However, the heat removal is a great
challenge in 3D IC design due to the high power density and the low thermal
conductivities of inter-layer dielectrics. Moreover, the high temperature induces
serious impacts on the timing, power and reliability of circuit design [1]. Therefore, it
is necessary to reduce the power consumption of circuits for mitigating the thermal
problem of circuit.

Among the existing power reduction techniques, the multiple supply voltage
(MSV) [2-5] is an effective technique to reduce dynamic power and leakage power.
Intuitively, any MSV techniques of 2D ICs can be extended to 3D ICs and the voltage
scaling can be performed tier by tier. However, without simultaneously considering
every tier in voltage assignment procedure might lead the power consumption
distribution of each layer to be off-balance and cause the thermal problem.

In this work, based on [6], a grid-based post-placement MSV method will be
developed for reducing the 3D IC power consumption and will be extended to explore
more possibilities. This developed technique will simultaneously consider the level
shifter (LS) budget and the thermal effect. Compared with previous works ignoring
the LS issue and using the thermal-unrelated models, the proposed approach is more
flexible and practical.

The report is organized as follows. First, the proposed power optimization
methodology is presented in section ~ = . After that, experimental results are given in
section ~ 7 . Finally, some conclusions are drawn in section ~ = .
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Fig. 1. Flowchart of the proposed power optimization for 3D ICs
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The proposed post-placement MSV based method for power reduction during the
3D IC design flow is shown in Fig. 1. Given a known 3D IC design placement,
netlist, cell library and timing/leakage power cell library, for the grid-based
procedure, each tier is partitioned into n grids as illustrated in Fig. 2.(a). First, the
initial supply voltage of all gates is set to be the high supply voltage Vppn, and
the initial temperature of chip is obtained by 3D Electro-Thermal Analysis
(section~ = . A). Then, the Thermal Aware Static Timing Analysis (section~ = . B)
is performed with the temperature-related delay of gate got from the initial
temperature in 3D Electro-Thermal Analysis step. After that, the Initial Voltage
Assignment (section ~ = . C) is executed, and the circuit timing might be violated
due to aggressively assigning low supply voltage Vpp. to all gates. Then, a
grid-based procedure is developed for the 3D IC Voltage Assignment (section -
z . D) that assigns an appropriate Vpp for trading off the power consumption
penalty and the timing saving advantage. After executing the voltage assignment
procedure once, the power consumption and the delay of each gate are changed,;
hence, the thermal and timing analysis should be done again to update the
temperature-related delay of gate and leakage power. 3D IC Voltage Assignment
is executed until no grid can be selected or timing violation is rescued (section -
7 . E). The voltage assignment result got by the proposed method can be applied
to any voltage island generators. Moreover, 3D IC Voltage Assignment method
could be more beneficial for the voltage island generation because of considering
the proximity effect.
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3D Electro-Thermal Analysis

Generally, the dynamic power is independent of temperature but the leakage
power is significantly affected by temperature. Based on the empirical
model [7], the gate leakage current lqq is related to the oxide thickness, and
the subthreshold current Iy, is related to the channel length and temperature.
Fixing the oxide thickness and the channel length, the subthreshold current
model of gate can be built by utilizing the least square fitting method to the
estimated results of HSPICE under the 90nm technology as follow.

Igqte = constant D
Igyp = So exp (s1T) 2
Here, sp and s; are fitting constants, and T is the operating temperature of

gate/cell.
Since the fitting constants and the supply voltage are dependent, a look-up
table is set up to store them for different supply voltages, Vpp. and Vppp.
With (1) and (2), the gate tunneling leakage power and the subthreshold
leakage power are
Pgate = Vpplgate 3
Psup = Vpplsup 4
The 3D Electro-Thermal Analysis is performed with an electro-thermal
iterative updating loop which is built by integrating (3)-(4), the 3D IC
statistically thermal simulator [6] and the 3D IC analytical thermal
simulator [8].
Thermal Aware Static Timing Analysis
The thermal-aware static timing analysis (STA) is a conventional
block-based STA. Each gate delay is thermal dependent and is built as a
canonical first-order form by applying the least square fitting method to fit
the Monte Carlo results of HSPICE under 90nm technology. The general
delay expression form of a specific gate is
Delay = (aog + a,T)(a; + azCp)exp (a,Cp) ®)
Here, ap-a4 are Vpp dependent fitting constants, and a look-up table is
constructed to store these coefficients for Vppy and Vpp.. Cy is the load
capacitance.
Initial Voltage Assignment
Given a timing satisfied circuit with the initial supply voltage being Vppn,
an Initial Voltage Assignment procedure is performed to save the most
power without considering the timing constraints. All gates are assigned to
operate at Vpp.’s, and this step might cause the timing violation. After the
assignment, a Thermal Aware STA step is executed to calculate the slack of
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each gate. With the updated operating temperature of each gate from 3D
Electro-Thermal Analysis and (5), the updated delay of each gate can be
obtained. Then, the updated arrival time (AT), the updated required arrival
time (RT) and the slack of each gate are calculated. Finally, a gate is
referred to as a site if the slack of that gate is found to be negative, and a set
of sites is output to the next step.

3D IC Voltage Assignment

The algorithm of 3D IC Voltage Assignment is shown in Fig. 3. Given a set
of sites from Initial Voltage Assignment, the Grid-Based Procedure is
executed to decide which grid should be firstly picked, and then sites in this
chosen grid are assigned to operate at Vppy to rescue timing. Then, Voltage
Re-Assignment is performed by selecting several sites in the selected grid to
operate at Vppy for timing rescue. The above procedure is repeat until none
of sites in the selected grid can be re-assigned to operate at Vppy, or all sites
in this grid have been rescued successfully.

Input: A set of sites
Output: A timing comectness circuit for power optimization.
First step: Grid-Based Procedure
1. Calculate weight of each grid.
1.1 Calculate sensitivity Factor of each grid.
1.1.1 Calculate sensitivity of each site.
1.1.2 Calculate LS budget factor.
1.2 Calculate proximity factor of each grid
2. Calculate accumulated weight of each compressed grid.
3. Select the grid i with maximum accumulated weight
Second step: Volrage Re-Assignment
1. Select the site with maximum sensitivity.
2 Assign Vppy to the selecied site.
3. Update the sensitivity of gate.
repeat step 1~3 until either no sile in grid i or
all sites ame selected at mosL

Fig. 3. Algorithm of 3D IC voltage assignment

E.1 - Grid-Based Procedure

We improve the idea of [6] to perform a grid-based procedure to decide
which grid is firstly picked, and then sites in this grid are assigned to
operate at Vppy to meet timing constraints under the complex three
dimensional structure. The goal of this decision is to effectively trade off
the power consumption penalty and the timing saving advantage.

A three-tier design example of the grid-based procedure is illustrated in Fig.
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2. Firstly, the weight of each grid is determined by considering three factors:
1) sensitivity factor, 2) proximity factor, 3) LS budget factor. Then, the
three dimensional structure is vertically compressed into a two dimensional
planar illustrated in Fig. 2.(b), and the weight of each compressed grid is
obtained by accumulating the weight of each grid of z-axis. After that, the
compressed grid with the maximum accumulated weight is selected, and
this grid-based decision step is finished. Finally, as shown in Fig. 2.(c), the
selected compressed grid is restored back to the original three layer
structure. This procedure helps us to decide which grid is firstly assigned
for the next stage Voltage Re-Assignment. The weight of a grid i is defined
as

W; € o+ ¢, (6)
where ¢ is the sensitivity factor and LS budget factor, and g is the
proximity factor. There are two main concerns for the definition of ¢;. The
first concern (Ssiee) iS how to make an assignment decision can obtain the
most rescue of timing and the least penalty of power saving. The second
concern /; is how to make a assignment decision can lead to fewer LS
overheads (# level shifters). The g factor considers clustering. We hope
more gates in clusters in a single grid, and all gates in a cluster operate at
the same Vpp. The sensitivity factor ¢; and proximity factor S are defined
as follows.

Sgrid;
| def grid; 1. 7
%= max{Sgridk,k=1~n} ' ( )

o MoME N ®
where Sg..;q, Is the sum of site sensitivities Ssire’s in grid i, N; is the number
of all gates in grid i, N/ is the number of gates with Vppy, N/ is the
number of gates with Vpp., and 4; is the LS budget factor that indicates
whether the estimated S,;4, is appropriate.

As the operating voltages of all sites in the selected grid are determined, the
needed number of level shifters is determined, and A; can be defined as
NLSa
A; € min {1, @} 9)

Here, N/°" is the needed number of level shifters if all sites are assigned to
operate at Vppw in grid i, and N, is the available number of level shifters
in grid i that is estimated by the attainable white space of grid i.

Finally, the grid sensitivity S,,;4, and the site sensitivity Ssitej are defined

as follows.



def
Sgridi = Zsitejegridi Ssitej (10)

aer AD
T AP

|S lacksise, (11)

Ssite
Slte]

— nVbbL VbpH _ pYbppH VbpL
where A D = Dgire — Dgite and AP = Pite  — Pite T PLs are

the delay and the power dissipation difference between Vpp. and Vppp,
respectively; Slacksitej is the slack of site j, and Ps is the power of LS.
E.2 » Voltage Re-Assignment

Based on the decision of grid-based procedure, a Voltage Re-Assignment
procedure is performed to obtain the best timing rescue and the least power
saving penalty within the selected grid i. Two factors, sensitivity and LS
budget, are considered for selecting the site to operate at Vppy. To start with,
the site with the maximum sensitivity is selected. Then, the number of usage
level shifters is checked if the site is assigned to operate at Vppn. If the
number of usage level shifters is larger than the LS budget of the selected
grid, the selected site is not assigned to operate at Vppn, and a new site with
the second largest sensitivity is selected until the site meets these two
constraints at the same time. After that, the selected site in grid i is assigned
to operate at Vppy for rescuing the timing. When the site is assigned to
operate at Vppy, the timing and sensitivity information of gates are affected
and should be updated. The number of sites in grid; can be reduced during
the assignment procedure. After the updating procedure, the next site with
the maximum sensitivity is selected, and the assignment step is executed
repeatedly. In this step, the selection and updating procedure are executed
repeatedly until no site in grid i, or all sites in grid i have been selected and
assigned. Therefore, the maximum possible times for executing the
re-assignment procedure are equal to the initial number of sites in grid i, and
the computation load of updating sensitivity is reduced.

>
T

(a)

N
I T

Fig. 4. Schematic of LS budget rescue
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Timing and LS Budget Rescue

E.1 » Timing Rescue

The 3D IC Voltage Assignment result might lead the circuit timing to be
violated because the LS budget is limited. Hence, we can not arbitrarily
assign Vppy to the site. Therefore, a timing rescue is executed to rescue the
timing of circuit. For example, the gates with red color are sites and the
gates with blue color are operating at Vpp. as shown in the circuit schematic
of Fig. 4.(a). First, we compute the gain of each site and sort them. The gain
is the delay difference between Vppy and VppL. The site with the maximum
gain is selected firstly and assigned to operate at Vppy. Then, the fan-in
gates of the site are selected. For example, we firstly select the fan-in gate C
with the maximum AT to operate at Vppn, and update its timing information.
If the maximum AT is changed from gate C to gate D after gate C is
assigned to operate at Vppun, We must assign Vppy to gate D again. In this
way, all gates of fan-in of the site are checked until the dominant gate is
found. Although the timing is rescued, the number of level shifters might be
over the LS budget due to executing the timing rescue procedure without
considering LS budget. Therefore, we have to sacrifice the power
consumption by assigning more gates with Vpp, to be Vppy for reducing the
number of level shifters. In the following, we are going to perform our
method for rescuing the level shifter usage to meet the LS budget.

E.2 » LS Budget Rescue

Intuitively, we can start with the fan-in gate of the LS, and assign Vppy t0 it.
This way not only reduces the usage of level shifters but also maintains the
correctness of circuit. In Fig. 4.(a), the gates with yellow color are level
shifters, the red color gates operate at Vppn, and the blue color gates operate
at VppL. The LS budget rescue step finds out all level shifters, and checks
whether their fan-in gates with Vpp. can be changed to Vppy for reducing
the number of level shifters. For example, Fig. 4.(a) shows that gate C is the
fan-in of LS (No. 1 and No. 2), and gate D is the fan-in of LS (No. 3). The
gain of gate C is equal to -2+1=-1, and the gain of gate D is equal to
-1+2=1. Obviously, gate C reduces one LS but gate D increases one LS.
Therefore, we should select gate C to operate at Vppy for reducing the usage
of level shifters as shown in Fig. 4.(b). Similarly, the gains of gate A and D
in Fig. 4.(b) are checked again. The rescue procedure stops until no gate can
be assigned to operate at Vppy for reducing the usage of level shifters.
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We implement our proposed method in C++ language and apply the algorithm to
a set of ISCAS89 benchmark circuits and private designs. First, Design Compiler
is used to synthesize the benchmark circuits with the UMC 90nm standard cell
library. Next, the initial 2D placement of each test circuit is generated by the
SOC Encounter, and its related 3D placement is obtained by transforming the 2D
placement with Z—Place [9]. The timing/leakage power cell library with
temperature effect is generated by evaluating the average leakage current and the
delay of gate based on H-SPICE simulation for various types of logic gates.
After getting the H-SPICE simulation results, based on the least square fitting
method, the fitting constants of the leakage current and delay models are

obtained. For simplicity, a single type of LS is used in the experimental results.
A. Comparison of Voltage Assignment Results

TABLE 1 lists the results of voltage assignment in different phases. The
number of sites after Initial Voltage Assignment is listed in column 4.
Columns 5-6 show the number of sites and the usage of level shifters after
3D IC Voltage Assignment. The results of Timing Rescue and LS Budget
Rescue are listed in columns 7-8 and column 9, respectively. Finally, the
summarization is listed in columns 10-11.

First, the results of 3D IC Voltage Assignment show that the timing rescue
after initial voltage assignment is limited significantly by the LS budget.
Most circuits cannot meet timing constraints after 3D IC Voltage
Assignment procedure under the limited LS budget constraint. Next, to deal
with this problem, we try to rescue the sites of circuit by Timing Rescue.
After executing Timing Rescue procedure, all circuits meet timing
constraints finally. However, the usage of level shifters is more than LS
budget because the timing rescue procedure only considers the influence of
voltage assignment on timing and does not take LS budget into
consideration. Finally, we try to rescue the circuit again by LS Budget
Rescue. The results of column 11 show that it still has three circuits that are
rescued unsuccessfully.

For reducing the problem size, 3D IC Voltage Assignment method limits the
voltage assignment decision to the sites, and obviously the number of sites
should not be large in a circuit. Moreover, we think that the site is the most
important gate for rescuing the timing. However, based on sites, it is not

enough for the timing rescue because of the LS budget constraint.
9



Imitial D IC Timing LS Budget Final
Voltage Assignment Voltage Assignment Hescue Rescue Result
Circuit # Gales L5 Budget # Sites # Sies # L5 # Sies L= #LSs # Sites # exoess LS
51488 2R8 11 86 5] 10 o0 28 15 [1] 4
51494 04 11 14 o0 T o0 T T [i] [1]
51423 343 16 83 T6 15 0 59 2 [1] 26
592341 506 32 60 31 9 ] 47 45 1] 13
55378 710 46 26 3 ] ] 44 h [1] [1]
513207 019 63 20 15 16 0 23 13 [1] [1]
538417 508 8T 23 9 pt ] 37 37 1] [i]
535932 5496 200 15 15 15 0 1 1 [1] [1]
538584 5581 122 59 EE] EE] ] 51 51 o [1]
TABLE I. Results of the Proposed Voltage Assignment Method
B. Power Reduction

TABLE Il summarizes the optimization results. TABLE | shows that three
circuits are failed, and six circuits are successful after executing the
proposed power reduction method. Therefore, the average of improvement
is the average of the six circuit results. The initial power and average
temperature of the circuit are listed in columns 2-4, and the power and
average temperature of the circuits and the power of level shifters after
optimization are listed in columns 5-8. The improvement percentages of the
dynamic power, the leakage power and the total power are listed in columns
9-11, respectively. The temperature decrement of each circuit is listed in
column 11. The improvement columns indicate that the proposed 3D IC
Voltage Assignment method can provide almost 33.50% total power saving
and 26.34 degree decrement of temperature in average. It can be observed
that the leakage power reduction is greatly improved because of the
temperature decrement.

TABLE 11l shows the leakage power and temperature estimation with the
simulated temperature in columns 2-3 and without the simulated
temperature in columns 4-5, and the percentage differences of leakage
power in column 6. As shown in TABLE IIl, the full chip leakage power
analysis without accurate temperature can lead to 53.88% error in average.
If the leakage power is underestimated, the power reduction can be
dominated by the dynamic power, which is quite impractical.

Initial Power (¥ ) Optimized Power (ubV ) Improvement (%)
Circuit Crynamic Leakage Crynarmic Leakape LS Crynamic Leakage Total Temp.
51488 309,30 1B 235.61 432 603 1352 5194 | 24.66 2185
51494 309.30 048 21274 3.99 5.00 31.22 5786 | 3200 2372
51423 30574 7.12 0887 BET [ 2454 1448 4827 | 2546 2048
59234 _1 T95 46 31.25 549.18 1464 | 27.79 30.96 53.15 | 3180 21.02
53378 102897 41.96 71265 20200 | 2542 .74 5186 | 3157 2053
513207 1375.25 57.6] 251.69 X706 | 2165 3080 5303 | 3169 057
538417 15410030 G19.59 10344.40 21345 | 4647 31287 6555 | 34.14 27.86
535932 1793440 £22.01 12121.80 26710 iy 32.60 4751 34.12 2047
538584 1600280 1614.49 10755.60 25993 | 6L14 3279 23190 | 3747 35.88
Avg L84 6328 | 33.50 2634

TABLE II. Results of Power Optimization
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With Temperatun: Without Temperatun: Difference (V%)
Circuit Temp. Leakape Temp. Leakage Leakage
s148E 57.91 4,32 27.0d0 2.33 46.12
s 1494 57.34 399 27.0d0) 214 46,30
51423 48 18 B.ET 27.0d0) 617 30446
592341 50026 14.64 2700 E.96 38.82
5337E 5213 2030 27.0d0 12.24 39.42
513207 48 88 27.06 27.0d0) 16,60 3E.66
538417 TL02 21345 27.0d) Bl.54 G180
535932 T4.86 267.10 27.0d0) 94 95 .44
s3E5E4 BL73 259.93 27.0d0 7110 T1.65
Avg, 53188

TABLE Ill. Leakage Power Estimation

In this work, a 3D IC Voltage Assignment method with the combination of
selecting grid by Grid-Based Procedure and Voltage Re-Assignment is proposed to
minimize the total power consumption of 3D IC design. By employing the
temperature-related gate delay and leakage power models, the more accurate
estimation of circuit performance can be obtained. Although it has three unsuccessful
circuits, the experimental results have shown a great power reduction by the proposed
method.
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STATISTICAL ELECTRO-THERMAL ANALYSIS WITH HIGH COMPATIBILITY OF

LEAKAGE POWER MODELS
Huai-Chung Chang, Pei-Yu Huang, Ting-Jung Li and Yu-Min Lee

National Chiao Tung University, Hsinchu, Taiwan

Abstract— In this work, a statistical electro-thermal analyzer with
high compatibility of power model is developed. The developed
analyzer takes both the easily implementing advantage of Monte
Carlo method and the fast convergent advantage of stochastic
analysis method to effectively solve the statistical electro-thermal
problem. Experimental results indicate that the developed electro-
thermal analyzer can be orders of magnitude faster than the Monte
Carlo method under the same accuracy level. The computational
time is only 1.16 seconds for a design with over one million gates,
and the maximum errors are only 0.34% and 1.84%, compared with
the Monte Carlo method, for estimating the mean and the standard
deviation profiles of full-chip temperature distribution, respectively.

I. INTRODUCTION

Power dissipation and thermal effect are important issues of
VLSI design as the technology continuously scales down, and
the power density rapidly increases. The chip-temperature profiles
and gradients significantly influence on IC performance, reliabil-
ity, and package cost. Because leakage power contributes a large
portion of total power in the modern technology, it is necessary
to model and estimate leakage power accurately. Furthermore,
the leakage power of a circuit element exponentially depends on
its operating temperature and process parameters. Hence, process
variations and thermal impacts need to be cautiously considered.

In recent years, several thermal-power related analysis methods
have been proposed. In the power analysis, [1]-[3] quantified
process variations of leakage power. Nevertheless, none of them
simultaneously considers the statistical power and the electro-
thermal effect. In the thermal analysis, [4] proposed a deter-
ministic electro-thermal analyzer considering the temperature
dependence of leakage power.

To include process variation effects, the electro-thermal simu-
lation needs to be considered as a statistical fashion to ensure
design reliability. Hence, several statistical thermal analyzers
were developed [5], [6]. However, [5] didn’t consider electro-
thermal coupling. Though [6] presented a statistical electro-
thermal analysis, it needs to re-fit the leakage power model as the
design or its geometry changes because its model fits the leakage
power of each temperature grid rather than that of each gate.
This limits its usage for early physical design stages. Moreover,
both of them need specified leakage power models for the power
projection [5] and the iteratively log-normal approximation [6].

Because the scaling technology can lead more complicated
leakage power models for enhancing the accuracy, it is urgent
to develop a statistical thermal analyzer with the high capability
of accurate but complicated leakage power models. Compared
with [5], [6], our developed statistical electro-thermal analyzer is
more applicable since we take the advantage of sparse grid collo-
cation technique [7] to avoid the convoluted statistical calculation
algorithm. The sparse grid collocation technique has been adopted
in thermal-power related researches such as building leakage

978-1-4244-6683-2/10/$26.00 ©2010 IEEE

power models [3] and analyzing statistical leakage power [2].
However, both of [2], [3] didn’t consider and indicate how to treat
temperature dependence issues in their power analysis methods.

In this work, we will present how to easily, accurately and

efficiently solve the statistical electro-thermal problem with any
temperature-dependent leakage power models. Moreover, rather
than [6], the developed electro-thermal analyzer doesn’t need to
re-fit leakage power models during thermal-driven early physical
design stages such as floorplanning or placement because the cell
based leakage power models are adopted. Firstly, the Karhunen-
Loeve (KL) expansion is used to transform spatially correlated
physical parameters to a set of uncorrelated random variables.
Then, the Smolyak sparse grid formulation [7] is applied to obtain
the sampling values of physical parameters for obtaining the
deterministic power models in executing deterministic electro-
thermal simulations. After a set of deterministic electro-thermal
simulations being solved, the Newton interpolating formula is
utilized to calculate the expression coefficients of temperature
profile. Finally, the statistical characteristics of temperature dis-
tribution can be extracted.

Our major contributions are

1) This work presents an easily, accurately and efficiently
statistical electro-thermal simulation, and it has the high
compatibility to incorporate any power models.

2) The developed statistical electro-thermal analyzer can ac-
curately and efficiently provide the mean and standard
deviation profiles of full-chip temperature distribution.

3) Experimental results reveal that ignoring electro-thermal
coupling in statistical thermal analysis can lead to signifi-
cant errors of full-chip temperature distribution.

This paper is organized as follows. Firstly, the leakage power
modeling and the problem formulation are described in section II.
After that, the proposed statistical electro-thermal analyzer is de-
tailed in section III. Finally, experimental results and conclusion
are given in sections IV and V, respectively.

II. LEAKAGE POWER MODELING AND PROBLEM
FORMULATION

A. Leakage Power Modeling

Many leakage power models were developed in [1], [2], [5],
[6], [8]. However, none of them in [1], [2], [5] simultaneously
considered temperature and process variation effects. Hence, their
accuracy degrades as the technology scales down. For the authors’
best knowledge, only [6], [8] simultaneously considered both
effects. Nevertheless, the leakage current model in [8] was based
on 90nm technology. Hence, as the technology advances, its
accuracy deteriorates shown in TABLE 1. A grid-based leakage
power model was developed in [6]. Each fitted model was used
to coarsely approximate the total leakage current in each grid,
and this limits its usage after the floorplanning stage.
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TABLE I
ERROR COMPARISON OF Is AND Iy WITH THE RESULTS OF HSPICE UNDER 65nm TECHNOLOGY FOR AN NAND GATE.

fq Max Error | Avg. Error | Error > 3%

Without temperature || Tou, Ty, Len, Loy, (1] 6.48% 2.70% 4.37%
With temperature Our adopted model: a polynomial function constructed by L., T, T, and sz 1.55% 0.29% 0.00%
fs Max Error Avg. Error Error > 3%

Without Len, L2, T, T5 11 347.32% 70.65% 98.27%
temperature Lon, L2, T Tow, Ty, Tow /Loy Len /Tows Tow Len (2] 314.13% 70.52% 100.00%
With Lep, T, Tog [8] 32.23% 8.73% 76.62%
temperature Our adopted model: a 3”7 order polynomial function completely expanded by L., Tor and T 1.31% 0.19% 0.00%

Here, a cell-based leakage power fitting model including the
process variation effect and temperature dependence is presented.
Firstly, for each cell, different input patterns, various physical pro-
cess parameter values and operating temperatures are combined
and put into HSPICE with industrial design kit under the BSIM4
model to generate its leakage current data. After that, the average
leakage currents of input patterns are fitted by the least square
fitting method. Finally, the fitted coefficients of different average
leakage current models such as the average subthreshold leakage
(1) and the average gate tunneling leakage (/) can be obtained.

Since I, is the off-state leakage, and I, occurs in both on and
off states of transistor, the cell leakage power can be written as

Vaa x (Ig+ (1 = Sw) 1), (1)

-Pleak:age

where

TowsLen,T
Ig ao.efg( oz h )’

by - ef+(TowrLensT).

©))
(€)

S

Here, ag and by are fitted constants, L. and T,, are the channel
length and oxide thickness, respectively. T is the operating
temperature, Sw is the switching activity, Vyq is the supply
voltage, and fq(Top, Len,T) and fo(Toz, Len, T) are specific
fitting forms'. I, is modeled as exponentially dependent on
temperature since it is exponentially affected by the threshold
voltage [9].

The accuracy of several existing leakage current models has
been investigated [1], [2], [8]. Because they do not present
enough accuracy, much more accurate leakage current models are
proposed in this work. The error comparison of existing leakage
current models and the proposed leakage current models for an
two-input NAND gate is shown in TABLE 1.

As shown in TABLE I, different f;, and f, lead to different
errors compared with the results of HSPICE. The drastic errors
of [1], [2], [8] are because of the ignorance of either temperature
or developing technology. The maximum error and average error
of proposed models are less than 1.55% and 0.29%, respectively.
Actually, for all cell types given by an industrial design Kkit,
the maximum error and average error of our developed leakage
current models are only 1.55% and 0.5%, respectively.

With the above demonstration, the leakage current (power)
model might be very complicated for achieving acceptable ac-
curacy. This fact indicates that the statistical power analyzer or
the statistical thermal analyzer should have the ability to handle
complicated leakage current (power) models.

'We consider the variations of the device channel length and the oxide thickness
since the leakage power is very sensitive to them [1]. It should be noted that
although only these two parameters are considered, our framework can be easily
extended to include the effects of any process variation parameters such as the
channel dopant variation, etc.

Fig. 1. Compact thermal model of physical design.

B. Problem Formulation

The compact thermal model of a chip for the physical design
stage is shown in Fig. 1 [10]. The primary heat flow path is
composed of thermal interface material, heat spreader and heat
sink. The secondary heat flow path involves interconnect layers,
I/O pads, and the print circuit board. The functional blocks are
modeled as many power sources attached to the thin layer close
to the top surface of die. The main heat sources consist of the
dynamic and leakage power consumed by devices. Because the
dynamic power is insensitive to process variations and operating
temperature [1], it is viewed to be deterministic. However, the
leakage power is strongly dependent on process parameters and
operating temperature. Hence, the leakage power is viewed as
random processes [1], and the thermal coupling effect needs to be
considered for the full-chip temperature distribution analysis. By
combining the compact thermal model and the statistical power
consumption considering the thermal coupling effect, the steady
state temperature distribution T'(r, 6, w) of die is determined by
the following statistical steady-state heat transfer equation.

Ve, TVT(,0,w)=—pl, Len(z,y,0), Tow(z,y, @), T), (4)
subject to the following boundary condition

OT(rp,,0,w™)

T) oy +hy, T(re,,0,@) = fo (rp,).  (5)

K(rp

s
s

Here, V is the diverge operator, and x(r,T) is the thermal
conductivity of die. The p(r,Len(x,y,0), Tos(z,y,@),T)

is the random process of power density profile
which consists of the dynamic power density profile
pa(r), the sub-threshold leakage power density profile
ps(r, Lep(2,y,0), Top(z,y,w), T), and the gate leakage

power density profile py(r, Len(x,y,0), Tos(x,y, @), T). The
r = (z,y,2) € D, D = (0,L;) x (0,Ly) x (—L,,0) is the
domain of die, L, and L, are lateral sizes of die, and L,
is the thickness of die. The # and w are sampling values
of manufacturing outcomes €27, and €, for the channel
length and oxide thickness, respectively. The L. (z,y,6) and
Tou(x,y,w) are the random processes of the device channel
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Fig. 2. The flowchart of proposed statistical electro-thermal analyzer.
length and the oxide thickness, respectively. The by is any
specific boundary surface of the die, and r,, is the position
located on bs. The hy_ is the heat-transfer coefficient on by,
fv.(rp,) is the heat flux on bs, and 0/0ny, is the differential
operator along the outward direction normal to b,. Since the
major part of device current passes through the region close
to the channel, the power density profile has its value only in
that region which its thickness is equal to the junction depth for
dynamic and sub-threshold leakage power and is equal to the
Debye length for gate tunneling leakage power.

With equations (4)—(5), our goal is to evaluate the mean and
variance profiles of steady-state full-chip temperature distribution.

III. PROPOSED STATISTICAL ELECTRO-THERMAL ANALYZER

The flowchart of proposed statistical electro-thermal analyzer
is shown in Fig. 2. Each operation in Phase 1 is only related with
the technology node rather than design pattern, and operations of
Phase 2 are design dependent.

In Phase 1, given a spatial covariance function of physical pa-
rameters, the KL expansion is employed to decompose correlated
parameters into a set of uncorrelated random variables. After that,
the Smolyak sparse grid formula is used to generate sparse grids,
which are a set of sampling random vectors of KL expanded and
inter-die random variables. In Phase 2, with each sampled random
vector on sparse grids, a deterministic electro-thermal simulation
with the deterministic power profile obtained by this sampled
random vector is performed. Then, with all thermal profiles
corresponding to sampled random vectors on sparse grids, an
approximated representation of stochastic full-chip temperature
distribution is obtained by the Newton interpolating formula.
Finally, the statistical characteristics, such as mean and variance
profiles, of the full-chip temperature distribution are extracted.

Different from the existing statistical thermal/electro-thermal
analyzers [5], [6], the proposed framework can easily, accurately
and efficiently obtain an approximated expression of the full-
chip temperature distribution without suffering from complicated
statistically calculating algorithms such as the power projection
[5] and the iteratively statistical temperature moment extraction
[6]. This is because each power profile corresponding to each
sampled random vector is deterministic during each determin-
istic electro-thermal analysis being performed. Hence, accurate
but complicated leakage power models can be adopted in this
framework. Each step in Fig. 2 is detailed in the rest subsections.

A. Parameter Transformation

Generally, process variations of one physical parameter P
can be classified into intra-die AP™"® and inter-die AP?te"
variations which both can be modeled as Gaussian random
variables [1]. The physical parameter P € {T,;, L.y} with its

expected value P at position r,,, = (z,y) can be written as

Tow (Yay, @) = Tow (ay) + ATo3 " (Yay, @i) + ATy " (tay, w;), (6)
Len(ray, 0) :fch(erALiﬁ”“ (ray, 0:) ""AL?flzteT(rxyv 0;) - (7

The w; and w; are subsets of w, and 60; and 6; are subsets of
0.

According to [1], Typy(ryy,w) = Top (x,y,w) is assumed
to be spatially uncorrelated”. Because the spatial correlation of
ALt (r . 0;) might have different decreasing rates in z- and
y-directions, the spatial covariance function proposed in [11] is
adopted for AL (r,, 6;)%. Given o as the standard deviation
of target random process, and correlation lengths 7, and 7, in
z- and y-directions, respectively, the spatial covariance function
between two random variables at points r,,,, and r;,,, is

_lzi—wa| _lvi—wal
O(ranyl ) ratng) = 0'26 ne e ny (8)

With applying the KL expansion, AL (r,, 6;) based
on (8) can be approximated as

NLch
AL (Pay, 0:) ~ > /X (Pay)om (6:). ©)
m=1

Here, x,,’s are eigenvalues of C(ry,y,,Ta,y,)s ¢m’s are related
eigenvectors, and N, is the expansion length. {(,,(0;)} is the
set of uncorrelated standard normal random variables.

Because of the KL expansion property, the expanded random
variables are Gaussian random variables if the target random
process is Gaussian, and the eigen-pair (Xm,¢m(rzy)) closed
form can be derived [12]. In the rest of this paper, { = {(n}
and ¢ = {g,} are sets of random variables to represent L., and
T,., respectively, £ = ( U, and 6 and w are dropped for the
sake of notation simplicity.

B. Smolyak Sparse Grid Formulation

The basic idea of Smolyak sparse grid formulation is to
build an interpolating approximation of a high dimensional
multivariate-function v € C" by much less sampling values
of the desired function than the full tensor product interpola-
tion formula but with an acceptable error bound in the order
of O(M~"log M(@=D(r=1)) [13]. Here, M is the number of
sampling points, and d is the number of variables.

For the Monte Carlo method, the random variable samples
are randomly generated, and a large number of samples is re-
quired to achieve accurate mean and variance estimation. For the
Smolyak sparse grid formulation, the random variable samples are
generated by using roots of Hermite polynomial chaos (H-PCs)
or extrema of the Chebyshev polynomial [14], and the desired
solution is obtained by using interpolation with these samples.

2 Although T, is assumed to be spatially uncorrelated, the proposed simulation
mechanism still works for 7, being spatially correlated.

3 Although we choose this specific spatial covariance function (8), any valid
spatial covariance functions can be adopted
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The high order interpolating approximation can be achieved with
a small number of samples [13].

According to the Smolyak sparse grid formulation [7], our
desired full-chip statistical temperature distribution 7'(r, §) rep-
resented by a set of KL expanded random variables £ can be
explicitly approximated as [15]

T =Y (0 (e e QUm0

q—d+1<[i|<q

where d is the number of random variables in §~, q is the level
of desired solution, Qi" with the level iy > 1 is the one-
dimensional interpolating operator of 7'(r, &) with respect to the
n-th random variable in £, ® is the functional cross product,
and |[i| = iy + -+ 4+ i + -+ + ig. The level 4, is the index
to decide the number of sampling values for the interpolating
polynomial Q%». As suggested in [16], the relation between the
number of sampling values m;, and the level i,, is m; = 1 and
mgj, =21 +1 for i,, > 1.

From (10), we only need to know the temperature on the
following small set of sampling values for £ [17]. The sparse
grid, the set of sampling values of &, in (10) is derived as

H(q,d) = U (7 x - x 9 x e x 9

q—d+1<Ji|<q

(11

where ¥'» denotes the set of sampling points of En and ‘X’ is
the cross product of the points of set.

The number of sampling points from Smolyak sparse grid
formulation increases as O( % c d),) that is less severe than that
of full tensor product f0rmulat10n The runtime complexity of
our proposed statistical electro-thermal analyzer can be analyzed
to be O(Cdet = d),) The Cgqet is the runtime complexity for
executing a deterministic electro-thermal simulation.

The sampling values corresponding to ¥~ must be properly
decided. Adopting the roots of H-PCs with its order being
corresponding to the level ,, can achieve the most accurate result
if £ is a set of normal random variables [14]. On the other hand,
adopting the extrema of the Chebyshev polynomial with its order
being corresponding to the level ¢,, can achieve the nested sparse
grid structure for any levels and acceptable accuracy [16]. In
this paper, we adopt the roots of H-PCs in our experimental
implementation because the results are shown to be very accurate
by using the low level approximation, and the nested sparse grid
structure is still preserved for ¢ = d + 1*.

C. Calculation of Temperature Profiles on Sparse Grids

After the sparse grid H(g,d) being obtained, the samples of
channel length and oxide thickness corresponding to the m-
th sampling grid ™ of H(q,d) can be obtained by using the
parameter modeling technique stated in section ITI-A. Hence, the
deterministic power density profile corresponds to £ can be
obtained. With the deterministic power density profile, we have
the following deterministic steady heat transfer equation.

V. (n(r,T)VT(r,ém)) — —p(r,E™,T), (12)

4If a highly order approximation is required for the accuracy, we suggest the
extrema of the Chebyshev polynomial because its nested sparse grid structure is
preserved for any levels; hence, it needs much less sampling points than that of
choosing the roots of the H-PCs for highly order approximation.

Algorithm Calculation of Temperature Profiles on Sparse Grid
Input:Sampling point £%, initial temperature 7™ and p gy, (r)
Output: Stable temperature profiles T'(r, &%) of £

1 Begin
2 Obtain Ty (rw,g) and L.p (rzy, 5’“) according to Ei;
( 51) +“— T’LnZ
T/(r, &) < 0;
While (T'(r, £) — T'(r 51) < Converging criterion)
T'(r, &) + T(r,&");
Update pleakage(r 5 T) by T(l‘ 5 )
ptotal(r 5 T) — pleakage(r 5 T) +pd n( )
1 Solve deterministic thermal equations (12) and (13)
with protal (r, &, T) to obtain a new T'(r, §~)
10 if (T'(r, 51) = Infinite) then Thermal runaway;
11 Return T'(r, &%)
12 End
T The deterministic thermal analyzer [18] is used to obtain 7"*.
Any deterministic thermal analyzer can be used here.

Fig. 3. Deterministic electro-thermal analysis for each sampling point in sparse
grid. Preakages Pdyn and Piorqr are the leakage, dynamic and total power density
profiles for each sampling point of sparse grid, respectively.

Nl N Be NV, RN NIV}

subject to the following boundary condition

AT (ry,,E™)

k(rp,, T) on,

+ hy, T(rp,, ™)

= fo.(rs,).  (13)

s

Here, p(r,&™,T) and T(r,™) are deterministic power density
and temperature profiles with respect to £, respectively. Since
the power density profile is temperature dependent in equa-
tion (12), the deterministic electro-thermal analysis is used to
get each T'(r,£™) and is summarized in Fig. 3.

D. Polynomial Interpolation of Temperature Distribution

Instead of directly using equation (10) which requires to obtain
different Q% (T') ®- - -® Q' (T') for each different |i| = i1 +---+
14, we take the advantage of nested sparse grid structure and then
perform one time of Newton interpolating method [14] to globally
interpolate T'(r, £) by the deterministic temperature profiles of all
sampling values in sparse grid. For the sparse grid that can not
preserve nested structure, the Newton interpolating method can
be applied to obtain each different Q% (T') ®---® Q% (T).

Based on the Newton interpolating formula, the temperature at
the specified die position r* can be approximated as

m=N

T(*, &)~ Y am(r

m=0

) (€), (14)

where ¢,, ({7 ) is an interpolating polynomial with respect to the
m-th sampling value £, and its form can be found in [14]. The
= |H(q,d)| — 1, |H(g,d)| is the number of sampling values
in sparse grid, and ., (r*)’s need to be determined.
Based on the basic idea of interpolation that the approximated
function must match each known data, the interpolated polyno-
mial in (14) must satisfy equation (15) for each &k,

m=N

S

m=0

(r)pm (EF) = T(x*, €F). (15)

Based on the property of ¢,,(£) [14], the matrix equation (16)
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Fig. 4. The implementation of proposed electro-thermal simulation for each
sampling grid.
can be obtained to find each G, (r*) at chip position r*.
¢o e * £0
%0 { 0~ 0 ao (r*) T(r ,{
o0 (E) o (&) - o fa)| |7(mE
_ o= (16)

oo (@) or (69 o () 0 ()

Each a,,(r*) can be calculated in linear time since the system
matrix of (16) is a lower triangular matrix. After each ., (r*) has
been calculated, the mean and variance profiles of the full-chip
temperature distribution can be estimated as

an .(I“*)

m=N
E{T(x*,§)} = E{ > &m(r*)qﬁm(é)}, (17
Var{T(r*,§)} = Var{ > &m(r*)¢m(§)}. 18)
m=0

E. Implementation of the Deterministic Thermal Simulation

Fig. 4 shows the implementation of electro-thermal simulation
for each sampling point. In the preparing stage, the accumulated
area of each same type gate in each temperature grid is obtained.
With the accumulated area of each different gate type in a
temperature grid, the power density in that grid is got by summing
each product of the accumulated area of a specific gate type and
its power value (dynamic power plus its leakage power calculated
at the sampled process parameters and operating temperature).
Hence, the complexity to get the power profile for each sampling
point is O(P X @ X Nyype). P and @ are numbers of divisions
of grids along z— and y—directions, respectively. Ngype is the
number of gate types and is determined by the cell library, and
it is far less than the number of simulation grids P x Q.

For the deterministic electro-thermal simulation with respect to
a sampling point a deterministic thermal solver [18], which can
get the temperature profile for one million grids in 0.13 seconds,
is adopted. In the experimental setting, the number of simulation
grid is 128 x 128, and the runtime is 0.018 seconds for executing
one time of [18] in the electro-thermal loop shown in Fig. 3.

IV. EXPERIMENTAL RESULTS

The developed analyzer is implemented in C++ language and
tested on a Linux system with Intel Xeon 3.0-GHz CPU and
32GB memory. The die size is 2.5mm X 2.5mm x 0.5mm.

C4/CBGA Package

and PCB Board s

Interconnect Layer
Power Source Layer of Die

L (mm)

Die
L . ilnmI} L
(a) (b)
Fie. 5. (a) The floorplanning of test chin. (b) The geometrv of test chip.
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Fig. 6. Temperature profile at the top surface of die. (a) The mean temper-

ature distribution without including the electro-thermal coupling. (b) The mean
temperature distribution with including the electro-thermal coupling.

The junction depth is 20nm that is the nominal value for the
65nm technology [19], and the Debye length is 2nm [20]. The
floorplanning of test chip has 1.2 million functional gates as
shown in Fig. 5(a), and the geometries of chip are shown in
Fig. 5(b). By applying the modeling skill of thermal parameter
and iterative 1-D thermal computation scheme [10], the equivalent
heat transfer coefficients of primary and secondary heat flow
paths, and the average thermal conductivity of chip material are
12000W /(m - °C), 2017W/(m - °C), and 148.13W/(m - °C),
respectively. The boundary condition of each vertical surface
is isothermal [18]. The number of simulation grids for execut-
ing [18] is 128 x 128 at the top surface of die.

The nominal values of channel length and oxide thickness are
65nm and 1.5nm, respectively. The 30, and 307, are set to
12% and 5% of nominal values, respectively. Both 7, /L, and
7./ L, are set to 0.98 that means that the correlation between
two devices located half of the chip dimension away in the z-
direction or the y-direction is 0.6.

A. Accuracy and Efficiency

To verify the analyzer, the Monte Carlo method is also imple-
mented with 10° samples as reference solutions considering the
same issues such as the electro-thermal coupling effect, spatially
intra-die variations and inter-die variations. The proposed electro-
thermal analyzer takes 10 random variables to expand process
variations and uses Smolyak sparse grid formula with ¢ = 11.
Hence, the stochastic thermal profile of test chip is interpolated
by 21 individual sampling points. The results with three different
ratios of inter-die variations and intra-die variations to the total
variations in a reasonable region are shown in TABLE II.

Compared with the golden solution, the proposed analyzer is
extremely accurate and can be finished in seconds for the test
chip. For example, as the inter-die variation is 50% of total
variations, the maximum errors of the calculated spatial mean
distribution and spatial standard deviation distribution for the
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TABLE I
ACCURACY AND EFFICIENCY COMPARED WITH THE MONTE CARLO METHOD.

Inter-die Intra-die Our Proposed Methodf Monte Carlof Speedup
/ Total / Total maximum mean | maximum std. runtime (s) sampling | runtime (s)i X)
Variations | Variations error error Phase 1 | Phase 2 knots
40% 60% 0.31% 1.68% 3.23 1.16 6736 357.88 308.51
50% 50% 0.32% 1.84% 3.27 1.16 6465 347.82 299.84
60% 40% 0.34% 1.81% 3.40 1.16 6422 341.72 294.59

1 Our proposed method is compared with the golden solution constructed by the Monte Carlo method using 10° samples.
1 To show the efficiency, the Monte Carlo method is simulated till the standard deviation achieves the same accuracy as the proposed method.
The runtime does not include the time of input parser which is only performed once in the Monte Carlo simulation.
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Fig. 7. Temperature profile at the top surface of die. (a) The spatial standard

deviation distribution without including electro-thermal coupling. (b) The spatial
standard deviation distribution with including electro-thermal coupling.

full-chip temperature distribution are only 0.34% and 1.84%,
respectively. The execution time is only 3.27 seconds and 1.164
seconds in Phase I and Phase 2, respectively.

Since operations in Phase 1 are irrelevant to design patterns,
they only need to be pre-performed once while applying the
analyzer to thermal-aware design procedures. Hence, to show
the efficiency of proposed analyzer, the runtime of Phase 2 is
compared with the runtime through the Monte Carlo simulation
fulfilling the same accuracy of standard deviation as ours. TA-
BLE II shows that the developed analyzer is orders of magnitude
faster than the Monte Carlo method. Since each sampling point
is independent, the parallel programming technique can be used
to further enhance the speedup.

B. Without v.s. With Including Electro-Thermal Coupling Effect

Fig. 6 and Fig. 7 show the spatial mean distribution and spatial
standard deviation distribution of temperature distribution at the
top surface of test chip, respectively. Fig. 6(a) and Fig. 7(a) are the
results without considering the electro-thermal coupling effect.
Fig. 6(b) and Fig. 7(b) are the results with considering the electro-
thermal coupling effect. These two figures reveal the dramatic
differences of these two results. As we can see, the difference of
spatial mean profile can reach 6.54%, and the difference of spatial
standard deviation profile is over 25.01%. This impact shows that
it is necessary to consider the electro-thermal coupling effect for
the statistical thermal analysis, and the developed analyzer can
accurately and efficiently achieve this goal.

V. CONCLUSION

An efficient statistical electro-thermal analyzer with high com-
patibility of power models has been presented. The analyzer can
efficiently provide the accuracy results and is high capability with
any leakage power models and the spatial correlation function.
The experimental results also indicated that it is not allowable
to ignore the electro-thermal coupling effect when considering
process variations in statistical thermal simulation.
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Abstract— Redundant via insertion is a useful technique to allevi-
ate the yield loss and elevate the reliability of VLSI designs. While
extra vias are inserted into the design, the electronic properties of
designed circuit might be altered, and the circuit timing might be
changed and needs to be efficiently re-analyzed. Therefore, a fast
timing (incremental timing) analyzer is required to assistant the
redundant via insertion procedure.

This work develops an efficient redundant via insertion method
under timing constraints. Firstly, an effectively incremental circuit
timing analysis method is developed, and the redundant via insertion
task is transformed into a mixed bipartite-conflict graph matching
problem. Then, the insertion problem is solved by a timing-driven
minimum weighted matching algorithm.

The experimental results show that the developed algorithm can
achieve 3.2% extra insertion rates over the method without consid-
ering timing effects, which all redundant vias would be removed
if the timing of that net does not meet the timing requirements,
in average. In addition, the developed incremental timing analysis
mechanism can speed up the runtime of redundant via insertion
procedure under timing constraints by over 34 times in average.

I. INTRODUCTION

As the feature size continuously scales down, yield becomes an
important issue for the current modern design. Yield-loss comes
from many physical factors, and via failure is one major factor
caused by electromigration, thermal stress and random defects.
Partial via failure increases circuit resistances that result in the
unexpected timing delay, and complete via failure can break
the net connection and lead to the inaccurate signal that makes
the circuit fail. Without violating any design rules, inserting a
redundant via (RV) adjacent to a single via as a safeguard is a
widely recommended method for improving the circuit yield and
reliability [1], [2]. With the double vias, the via failure rate can
be dramatically reduced as reported in [3].

Many researches performed the RV insertion procedure during
the routing stage [4]-[6]. Xu et al. [4] developed a maze routing
with considering RV insertion for the yield enhancement. Yao et
al. [5] minimized the via usages and inserted redundant vias in
the routing stage to improve the multilevel routing framework.
Chen et al. [6] proposed a full-chip gridless routing method with
considering double-via insertion based on the bipartite matching
graph algorithm. However, they stacked the vertical vias as one
stack via that the solution space was reduced. Besides, many
researches worked on the post-routing stage [7], [8]. Lee et al. [7]
proposed a zero-one integer linear program to solve double-cut
via insertion problem and handle the via density constraint. Lei
et al. [8] transformed the RV insertion task into a mixed bipartite
matching graph and presented a heuristic minimum weighted
matching algorithm to solve the problem. They also developed
the wire spreading method to insert redundant vias for dead vias.

Inserting RV into the circuit might vary the timing characteris-
tic of design. Luo et al. [9] created a set of untouched nets such
as the timing critical nets or the nets specified by customers etc.,

978-1-61284-914-0/11/$26.00 ©2011 IEEE
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and utilized the geotopological technology to insert redundant
vias. Although they considered the timing issue, the insertion
algorithm cannot guarantee whether the circuit timing is degraded
or not after the insertion. Chiang et al. [10] developed a two-phase
insertion approach method with considering timing constraints.
However, they only checked the timing behavior after executing
the insertion procedure and simply got rid of inserted redundant
vias violating timing constraints. In other words, they didn’t
immediately update the timing behavior during the RV insertion
procedure. Therefore, the insertion rate is degraded.

Recently, Lin et al. [11] pointed out that “How to tackle
the timing issue more accurately during double-via insertion is
still worthy further study.”. The experimental results illustrated
in TABLE IV also show that the ratio range of net sink node
delay differences after performing the conventional (without
considering the timing effects) redundant via insertion method [8]
on test circuits can be 35% ~ 58%. Therefore, it is necessary to
develop timing-driven redundant via insertion methods.

Because the timing information should be frequently predicted
and updated during the RV insertion process, a fast timing
analysis method is required. In this work, firstly, an incremental
analysis method is developed to effectively perform the timing
analysis and predict the timing behavior for the RV insertion
process. The developed incremental analysis method does not
need to recalculate the entire net timing to predict the timing
effect of adding an extra via. It only needs to analyze the
timing influence induced by the modified circuit parts. Therefore,
the computational load of timing analysis can be dramatically
reduced. After that, the proposed incremental timing analysis
method is incorporated with the mixed bipartite-conflict (MBC)
graph [8] for developing a timing-driven minimum weighted
matching (-MWM) algorithm to solve the RV insertion task.

To the best of our knowledge, this is the first redundant via
insertion method that truly considers the timing effects of inserted
vias during the insertion procedure.

The paper is organized as follows. The redundant via insertion
problem under timing constraints is formulated in section II.
Then, an efficient incremental timing analysis method for the
redundant via insertion problem is detailed in section III, and
the MBC graph [8] is briefly presented in section IV. After that,
the developed -MWM algorithm and the experimental results are
presented and discussed in section V and section VI, respectively.
Finally, the conclusion is given in section VII.

12th Int'l Symposium on Quality Electronic Design
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A simple RC tree. (a) An original RC tree. (b) A locally modified RC

II. PROBLEM FORMULATION

Given a post-routing design, its routed netlist and each net tim-
ing constraint', the RV insertion problem under timing constraints
is to simultaneously insert extra vias as many as possible to the
design and satisfy the given timing constraints. The problem can
be formulated as follows.

N M,
max Z Z R,
ik
subject to
Dj < D, V (nets) & (sink j of neti)
Here,

1 if an RV is inserted to a single via k of net ¢
0 otherwise.

N is the number of nets in the given design, M; is the number of
single vias on net ¢, D} is the propagation delay from the source

RUZ' k

of net 4 to its sink j, and Dé is the timing constraint of sink j
on net 4.

III. INCREMENTAL TIMING ANALYSIS

A. Incremental Timing Formula

A simple RC tree shown in Fig. 1 is used to describe the closed
form of the incremental timing formula. Given an original RC
tree shown in Fig. 1.(a) and its locally modified RC tree shown
in Fig. 1.(b), their Elmore? delay values from node 0 to node n
can be calculated as

6 6 4

t%a) = Rlzci+R2ZCQ +R3ZCk+R4C4
i=1 =2 k=3
t® = 1@ Ag,,.
Here, their timing difference At, can be derived as
2 3 2
At, = ACyY Ri+ACs» Rj+AC5Y Ry
i=1 j=1 k=1

6 4
+ARy> Ci+ AR3 Y Cj

i=2 j=3
+ARy Z AC; + AR3ACs. )
i=2,3,5

'In this work, the main issue is how to consider the timing effects during the
redundant via insertion procedure. Hence, we simplify the problem with the net
timing constraint; however, our developed method also works with the circuit
timing constraint.

2 Although the Elmore delay [12] is used as the delay metric in this work, the
proposed incremental delay analysis method can be easily extended to any higher
order delay metrics.

Here, each AC; is the difference value of nodal capacitance
at node 7 after and before via insertion, and each AR; is the
difference value of branch resistance on branch j after and before
via insertion. The expression of (1) consists of three types. Each
term in the first line is the product of a delta nodal capacitance
and its original upstream common path equivalent resistance.
The original upstream common path equivalent resistance is the
sum of original overlapped segment resistances between the paths
from source node 0 to the nodal-capacitance changed node and
from source node 0 to node n in Fig. 1.(a). Each term in the
second line is the product of a delta branch-resistance (on the
path from source node O to node n) and its original downstream
equivalent capacitance. Each term in the last line is an interactive
term that is the product of a delta branch-resistance (on the
path from source node 0 to node n) and its delta downstream
equivalent capacitance.

With (1), the timing difference At,, for each node n after a RC
tree is locally modified can be generally formulated as follows.

At,, = ZanACz + Z ARJ‘C]‘* + Z ARJACJ* @

JjEP, JEPn

Here, R,; is the original upstream common path equivalent
resistance between P, and P;, and P,/P; is the routed path
from source node to node n/i. Cj, is the original equivalent
downstream capacitance seen from branch j, and ACj. is the
difference value of equivalent downstream capacitance seen from
branch j after and before via insertion.

By utilizing the timing difference formula of node n shown in
(2), it can be very efficient to predict each specific net sink node
delay without recalculating all node delays of a specific net.

B. Redundant Via Shapes

According to the connection between wires and the single
via, the structures of redundant vias can be categorized into two
different shapes. If a single via only connects two wire segments,
it is called an L-shape since this structure looks like an alphabet
letter ‘L. If a single via connects more than two wire segments,
it is called a T-shape since it looks like an alphabet letter ‘T".
Moreover, according to the characteristic of redundant vias, they
can be divided into two types, on-track RV and off-track RV.
The on-track RV is placed on the original net and needs only
one extra wire segment, and an off-track RV is placed out of the
original net and needs to add two extra wire segments.

Since L-shape RVs and T-shape RVs are cyclic circuits, in
order to effectively calculate their Elmore delay values, several
fundamental circuit transformation techniques are utilized to
make them acyclic. The equivalent acyclic RC circuits of each
L-shape RV and each T-shape RV are derived as follows to
incrementally update the circuit timing efficiently.

B.1. L-shape

The L-shape RVs contain three templates that two types are
on-track RVs, and one type is off-track RV. These templates
and their corresponding RC trees are shown in Fig. 2. Fig. 3
shows the equivalent acyclic RC circuits of above three L-shape
RV templates, and their related AR values and AC values are
summarized in TABLE 1.

B.2. T-shape

According to the transformation methods, T-shape RVs can
be divided into simple T-shape RVs and complicated T-shape



TABLE I
AR VALUES AND AC VALUES OF THE EQUIVALENT ACYCLIC RC CIRCUIT OF L-SHAPE RV AND SIMPLE T-SHAPE RV.
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Fig. 3. The equivalent acyclic RC circuit of L-shape RV.

RVs precisely. The simple T-shape RVs contain three templates
that two are on-track RVs, and one is off-track RV. Utilizing
the similar circuit transformation techniques as L-shape RV
templates, they can be transformed to corresponding equivalent
RC tree structures. The simple T-shape RV templates and their
equivalent RC trees are shown in Fig. 4. Fig. 5 represents
equivalent acyclic RC circuits of simple T-shape RV templates.
Although the equivalent circuit structure of simple T-shape RV
is different with that of L-shape RV, they have the same delta
RC values as shown in Fig. I because the extra wire segment in
each simple T-shape RV has no impact on the equivalent circuit
transformation.

The delta-wye transformation is needed for transforming the
rest T-shape RV templates to be acyclic circuits with extra
resistance and capacitance parameters. Their equivalent RC tree
structures are more complicated than those of simple T-shape
RV templates. We call them complicated T-shape RVs. The
complicated T-shape RV templates and their equivalent RC trees
are shown in Fig. 6. Fig. 7 is the equivalent acyclic RC circuit of
complicated T-shape RV templates, and their related AR values
and AC values are summarized in TABLE. II.

Fig. 4. Simple T-shape RV. (a) on-track type I. (b) on-track type II. (c) off-track
type.
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Fig. 5. Two equivalent acyclic RC circuits of simple T-shape RV.

C. Fast Sink Node Timing Check

To efficiently check whether the timing of each related sink
node will violate its timing constraint or not if a related RV is
inserted, the timing difference formula At,, shown in (2) and
the related AR values and AC values for L-shape RVs and T-
shape RVs presented in TABLE. I and TABLE. II, respectively,
are integrated to build a fast sink node timing check algorithm
shown in Fig. 9. By executing the algorithm shown in Fig. 9,
the timing of sink node as if adding an RV candidate can be fast
checked.

Remark: The developed fast sink node timing check algo-
rithm can be easily extended to perform the path delay
check by using the static timing analysis method to
calculate each gate’s require arrival time (RT), arrival
time (AT), and slack. By setting each gate’s slack to
be non-negative as a timing constraint during the RVI
algorithm, one inserted redundant via might change the
gate’s RT or AT on the net that can be verified by
the fast sink node timing check method. After that, the



TABLE 11
AR VALUES AND AC VALUES OF THE EQUIVALENT ACYCLIC RC CIRCUIT OF COMPLICATED T-SHAPE RV.
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Fig. 7. The equivalent acyclic RC circuit of complicated T-shape RV.

delay effect is passed to the upstream and downstream
path, and the circuit delay is calculated and checked.
With this method, we can effectively update the circuit
timing, keep the slack being non-negative, and has no
any timing violation.

D. Runtime Complexity Analysis

The incremental timing analysis method can analyze the timing
difference in O(ng;,1) time if a relation topology table between
vias and sinks can be constructed in advance. Here, ng;,, is the
number of sink nodes on the net. Once the developed algorithm
decides a redundant via to be inserted, the timing influence can

a redundant via has been inserted to via v; shown in Fig. 8, the
timing influence on each sink can be analyzed by finding the
common path between the via v; and each sink node.

Nep(v1,51) v1 3)
ncp(vla 52) = 0N 4)
Nep(v1,83) = m (5)
Nep(v1,5) = So (6)
Nep(v1, S5) So @)

Here, ne,(v, S) is the node that its upstream path is the common
path of the via v and sink S. With the formulas (2) and (3)-(7),
the timing information can be efficiently predicted and updated.
The conventional timing analysis method reanalyzes the timing
values of all nodes on the net and needs to recalculate the
downstream capacitance of each node. The runtime complexity
of the conventional method is O(n), and n is the number of nodes
o the net. Therefore, compared with the conventional method, the
developed method is more efficiency.

IV. MBC GRAPH MATCHING PROBLEM

Lei et. al [8] proposed and defined the MBC graph matching
problem with three essential definitions. The first definition
constructs a via-candidate bipartite graph that includes the set
of single vias on one side and the set of corresponding RV
candidates on the other side. The second definition constructs a
candidate relative graph that shows the relationship between RV
candidates. The connection in graph means the conflict of two
candidates because of design rules; in other words, they fight
for one RV position. The third definition integrates two graphs



Algorithm: Sink Node Timing Check for Adding RV Candidate

Input:

CRV: a redundant via candidate on net i

S1, -+, Sp,;: sink nodes of net %

by, oy sy, original sink delays at S1, - - -, Sp,, respectively
Output:

Satisfaction or Violation

01 Find the delta RC values of equivalent acyclic RC circuit of
CRV by utilizing Fig. I or Fig. 11

02 For sink nodes from S1 to Sy,

03 Calculate Atsj by (2).

04 If ts; + Atg].' > the timing constraint of sink node S

05 Return Violation

06 End

07 Return Satisfaction

Fig. 9. Sink Node Timing Check for Adding RV Candidate Algorithm

constructed by definition one and definition two to become a
MBC graph.

Fig. 10 illustrates the above three stages for constructing a
MBC graph. Given a postrouting design with RV candidates
shown in Fig. 10.(a), the via-candidate bipartite graph is shown
in Fig. 10.(b), and Fig. 10.(c) displays the conflicts between
RV candidates. Combining the graphs shown in Fig. 10.(b) and
Fig. 10.(c), the MBC graph is shown in Fig. 10.(d).

The goal of MBC graph matching problem is to find the
maximum matching RVs in a given MBC graph.

o
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Fig. 10.  An example of MBC graph. (a) A postrouting design with RV
candidates. (b) Via-candidate bipartite graph. (c) Candidate relative graph. (d)
MBC graph.

V. TIMING DRIVEN REDUNDANT VIA INSERTION

Based on the MBC graph, the relationship between the single
via set and RV candidate set are well connected. Here, we are
going to present the developed timing-driven minimum weighted
matching (--MWM) algorithm to solve the MBC graph matching
problem and use the timing check algorithm shown in Fig. 9 to
efficiently check the sink node timing as if an RV candidate is
inserted on a specific net.

A. Edge Weight Assignment for the MBC Graph

Given a constructed MBC graph, an edge weight value w(e)
between a single via and its specific RV candidate needs to be
assigned. This edge weight is determined by several properties
between this single via and its relative RV candidates as follows.

wEe)=p-(ax FN.+8xC.D.+~vxCT.) 8)

Here, a, 8 and ~ are user-defined constants. The p is a timing
violation indicator which is equal to infinity (i.e., this RV cannot
be a candidate) if inserting the RV candidate will violate the
timing-constraint, and it is equal to 1 if inserting the RV candidate
won’t violate the timing-constraint. The key factors, F.N., C.D.
and C.T. are

1) Feasible number (F.N.): It is the number of feasible RV
candidates that a single via has, and the maximum number
is 4.

2) Conflict degree (C.D.): It is the number of conflicts be-
tween one RV candidate and the rest RV candidates.

3) Candidate type (C.T.): For the manufacturing reason, we
prefer to insert on-track RVs rather than off-track RVs. The
value of C.T. is equal to 0 if it is an on-track RV candidate;
otherwise, the value of C.T. is assigned to be 1.

B. Two Phase t-MWM Algorithm for a MBC Graph

The HMWM algorithm was used for solving the RV in-
sertion problem in [8] but it is not suitable for the timing-
driven redundant via insertion. To deal with timing constraints,
we propose a two phase -MWM algorithm that utilizes the
properties of HMWM algorithm and considers timing issues.
Fig. 11 shows the individual phase flowchart of the proposed two
phase --MWM algorithm. For each phase, similarly with HMWM
algorithm [8], firstly, -MWM algorithm assigns a suitable weight
for each edge in the MBC graph and sorts the edge weights
in the increasing order. Then, --MWM algorithm picks up the
RV candidate connected with the minimum edge weight, and the
MBC graph is updated. Finally, above steps are repeated until
there is no more RV candidate.

Compared with HMWM algorithm, the primary differences are
that the edge weight assignment step considers the timing effect in
t+-MWM algorithm, and --MWM algorithm re-analyzes the timing
of modified circuit while performing the “edge weight update”
step. Owing to inserting an RV will alter the net timing behavior,
the timing effect on the same net should be recalculated. However,
estimating the timing effects frequently is time-consuming and
exhausted. To alleviate the computation load of updating timing
effects, -MWM algorithm utilizes the proposed timing check
algorithm shown in Fig. 9 to check and update the sink-node
timing for adding an RV candidate.

Phase 1 of -MWM algorithm simplifies the problem and
handles RV candidates that have no conflicts. In this phase,
the edge weight is modified as (9) to accommodate this simple

problem.
ts; +0ts, if Ats; <0, Vsink node j
max § ———=
w(e) = ts; ’ of the related net, )
0, otherwise.

Here, ts; is the original sink delay at sink node j of the related
net, and Atgj is the timing difference at sink node j of the related
net after inserting a related RV.
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Fig. 11. The individual phase flowchart of the two phase -MWM algorithm.

TABLE III
PARASITIC PARAMETER

Resistance | Capacitance

Q/0 pF/um?
Metal 1 0.101 1.12e-4
Metal 2 0.101 6.59¢-5
Metal 3 0.101 5.97e-5
Metal 4 0.101 5.59%-5

Phase 1 is a pre-stage to increase the timing budget for other
candidates in Phase 2. Without any conflicts of RV candidates, the
candidates inserted in Phase I will not decrease the RV candidate
number in Phase 2. Furthermore, according to (9), each picked
RV can increase the timing-budget.

Phase 2 deals with the rest RV candidates excluding those in-
serted in Phase I and utilizes (8) for the edge weight assignment.
The rest steps in Phase 2 are the same as those of Phase 1 shown
in Fig. 11.

Remark: The concept of pre-increasing the timing budget in
Phase 1 has a significant influence on the insertion
number of Phase 2. For example, the single via V7 in
Fig. 10 has only one RV candidate Rr; that conflicts
to Rlg. The better choice is to pick up Rrg and Rr; to
match single vias Vg and V7 individually.

However, if we execute Phase 2 directly instead of
performing Phase 1 firstly, the w(e) related to Rr; will
be infinity if the timing constraint is violated after Rr;
is chosen to be inserted. In other words, Rr; cannot be a
candidate under timing constraints unless other inserted
RVs at the same net can provide extra enough timing
budget for Rry.

As a result, if Phase I can enhance the timing budget,
it is helpful for improving the insertion rate in Phase 2.

VI. EXPERIMENTAL RESULTS

The developed RV insertion method under timing constraints
has been implemented in C++ programming language and tested
on an Intel Xeon 5160 quad core 3.0-GHz Linux based machine
with 32GB memory. The test designs are the routed MCNC

TABLE IV
NET SINK NODE TIMING DIFFERENCE RATIO AFTER RVI WITHOUT
CONSIDERING TIMING CONSTRAINTS

[ Circuit ]| Timing Difference Ratio Interval (%) |
Mccl —43.87 ~ 7.40
Mcc2 —28.33 ~ 7.13
Struct —44.51 ~ 0.01

Primary 1 —48.51 ~ 9.81
Primary?2 —48.45 ~ 9.86
S5378 —48.64 ~ 5.67
59234 —48.61 ~ 3.51
S13207 —48.62 ~ 5.64
S15850 —48.62 ~ 4.04
538417 —48.61 ~ 3.89
538584 —48.62 ~ 5.63
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Fig. 12. Net sink node timing difference ratio probability graph of Primaryl.

benchmarks that were built by the authors of [6] with 0.18um
technology. The RC parasitic parameters are listed in TABLE 111,
and the resistance of via is equal to 6.4€). The first two cases
contain 4 metal layers and others have 3 metal layers. For the
edge weight assignment constants, we choose o = 3, § =1 and
~ = 2 that are the same as those in [8] for the trade-off between
the RV insertion rate and the on-track RV insertion rate.

To investigate the timing impact of inserted redundant vias,
we calculate the net sink node timing difference ratios after per-
forming the conventional (without considering timing constraints)
redundant via insertion method on each test circuit [8]. TABLE IV
shows the difference ratio interval for each circuit. The “Timing
Difference Ratio Interval’ is the timing disturbance ratio interval
of net sink node delay differences after finishing the redundant
via insertion procedure. It can be found that the range of timing
difference ratio can be 35% ~ 58%. Fig. 12 draws the sink node
timing difference ratio probability graph for Primaryl, and it
reveals that the timing difference ratio interval can be very wide
with non-ignorable probabilities. Therefore, it is meaningful to
consider the timing effect while inserting redundant vias®.

The results of redundant via insertion are presented in TA-
BLE V. The “#Single Vias” is the total number of single vias in
the given design, “#Alive Vias” is the total number of alive vias
that a alive via is a single via having at least one RV candidate,
“#Ins. RVs” is the number of RVs inserted by executing the
insertion algorithms, and “#Ins. Rate” is the RV insertion rate.
The “#Ins. RVs w/o vio.” is equal to the total insertion number of
RVs minus the number of inserted RVs causing timing constraint

3The high ratio of positive timing difference is because the nets are short in
test circuit [8]; therefore, the insertion of redundant via may have high effect on
timing delay.



TABLE V
COMPARISON OF RV INSERTION RESULTS WITH AND WITHOUT CONSIDERING TIMING CONSTRAINTS.

Via Information RVI without Considering Timing Constraints RVI under Timing Constraints
Circuit #Single | #Alive #Ins. Ins. #Ins. RVs | Ins. Rate | Runtime of #Ins. Ins. Runtime of -MWM | Runtime of +-MWM
Vias Vias RVs Rate w/o viol. w/o viol. | HMWM [8] RVs Rate with Increment. with non-Increment.
(%) (%) () (%) (©) (s)
Meccl 5948 5686 5661 99.56 5316 93.49 0.02 5350 | 94.09 1.26 25.33
Mcc2 34376 | 32228 || 32070 99.51 31799 98.67 0.34 || 31874 | 98.90 0.92 1.25
Struct 7598 7577 7577 | 100.00 6879 90.79 0.10 7088 | 93.55 0.42 1.87
Primary1 5536 5485 5483 99.96 4169 76.01 0.05 4616 | 84.16 0.26 0.97
Primary?2 23154 | 22789 || 22787 99.99 20109 88.24 0.32 || 21294 | 93.44 2.46 13.54
S5378 6739 6532 6433 98.48 5869 89.85 0.05 6130 | 93.85 0.29 1.12
59234 5365 5215 5212 99.94 4372 83.84 0.03 4606 | 88.32 0.24 1.17
S13207 13972 | 13583 13554 99.79 12574 92.57 0.10 12923 | 95.14 1.79 12.88
S15850 16922 | 16389 16349 99.76 14889 90.85 0.43 15386 | 93.88 1.66 16.25
S38417 40942 | 39840 || 39752 99.78 37197 93.37 0.49 || 37792 | 94.86 45.80 2002.50
S38584 55381 | 53700 || 53562 99.74 50793 94.59 0.98 || 51839 | 96.53 1807.13 494769.00
[ Comparison [ [ [ 1.000 | 1.000 [[ 1.025 | 1.035 ] 1.000 | 34.398 |
violation, “#Ins. Rate w/o vio.” is the RV insertion rate without REFERENCES
Vlo}atmg timing constraints, and “Runtime of HMWM” is the [1] Taiwan semiconductor manufacturing company (tsmc) reference flow 9.0.
runtime of HMWM algorithm [8]. The “Runtime of --MWM with [2] G. A. Allan. Targeted layout modifications for semiconductor

Increment.” is the runtime of the proposed +~-MWM algorithm
with utilizing the developed incremental timing analysis mecha-
nism to update the required timing information, and “Runtime
of +-MWM with non-Increment.” is the runtime of +~-MWM
algorithm with utilizing the conventionally non-incremental delay
analysis method to update the timing information.

From TABLE V, the insertion rate can achieve to 99.68% in
average without considering timing constraints. However, to meet
the timing constraint, those inserted RVs located on the timing
violation nets need to be removed. After removing those RVs,
the insertion rate declines extremely to 90.20% in average. On
the other hand, the insertion rate of the proposed RV insertion
algorithm under timing constraints can achieve to 93.34% in
average and guarantee the result satisfying timing constraints.

The last two columns in TABLE V also demonstrate that the
developed incremental timing analysis technique can dramatically
save the runtime of RV insertion procedure under timing con-
straints. Compared with the utilization of non-incremental timing
analysis, it can speed up the runtime by over 34.398 times in
average.

VII. CONCLUSION AND FUTURE WORK

In this paper, the RV insertion problem under timing constraints
has been transformed to a MBC graph matching problem, and a
developed two phase -MWM algorithm utilizing the proposed
incremental timing analysis method has been successfully used
to solve the matching problem. The experimental results have
showed that the insertion rate is improved, and how to fast and
accurately estimate the timing behavior is crucial for the RV
insertion under timing constraints.

Generally, some nets may not be the critical nets; hence, their
timing delays after inserting redundant vias can be allowed to
be worser than their original delays. To obtain the better and
reasonable insertion rate, we are going to take the gate delay
into consideration to fulfill the entire timing constraints in the
future.
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