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Multiple description coding (MDC) is a technique of
striping a video sequence into two or more
descriptions in such a way that each description 1is
independently decodable. There have been a number of
proposals for MDC coding, each providing their own
tradeoff between coding efficiency and error
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resilience. However, the solutions proposed so far
still suffer from poor coding efficiency. Therefore,
in this project, we provide a MDC solution to meet
the requirements of video streaming applications.
Hierarchical B-frame prediction structure (called
hierarchical B) is a technique in which B frames are
arranged in a hierarchical way with two-way
prediction so that coding efficiency can be
increased. In this project, we would like to build
our MDC method on it.

There are two goals that we have achieved in this
project: 1. Design a coding efficient MDC methods
based on hierarchical B architecture, 2. Design error
concealment methods based on hierarchical B
architectures. In the first goal, we focus on the
design of MDC methods which improve coding efficiency
by using hierarchical B and hybrid segmentation
methods, where the hybrid segmentation means to
combine several segmentation techniques (e.g.,
spatial, temporal, or frequency segmentations) on a
single video stream. In the second goal, we focus on
designing error concealment methods which combines
different techniques and take hierarchical B
structure, network conditions, and video content
characteristics into considerations to improve the
error resilience of the proposed MDC methods.

Multiple description coding (MDC), hierarchical B
pictures, spatial splitting, temporal splitting,
duplication.
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Multiple description video coding (MDC) is one of the approaches for reducing the detrimental
effects caused by transmission over error-prone networks. In this project, a MDC model based on
hierarchical B pictures is proposed to optimize the tradeoff between coding efficiency and error
resilience. The model produces two descriptors by applying different MDC techniques such as
duplication, spatial splitting and temporal splitting on the different frames of video sequences,
taking into account unequal importance of frames at different hierarchical levels. Duplication (high
redundancy) is for key frames; spatial splitting (medium redundancy) for reference B frames; and
temporal splitting (low redundancy) for non-reference B frames. As a consequence, better error
resilience can be achieved at high coding efficiency.

2.F % B in

During data transmission, packets may be dropped or damaged, due to channel errors, congestion,
and buffer limitation. Moreover, the data may arrive too late to be used in real-time applications. In
the case of transmission of compressed video, this loss may result in a completely damaged stream
at the decoder side. For real-time applications, since retransmission is often not acceptable, error
resilience (ER) and error concealment (EC) techniques are required for displaying a pleasant video
signal despite the errors and for reducing distortion introduced by error propagation.

Several ER methods have been developed, such as forward error correction (FEC), intra/inter
coding mode selection, layered coding, and multiple description coding (MDC). This project is
concerned with MDC. Multiple description coding is a technique that encodes a single video stream
into two or more equally important sub-streams, called descriptions, each of which can be decoded
independently. Different from the traditional single description coding (SDC) where the entire
video stream is sent in one channel, in MDC, these multiple descriptions are sent to the destination
through different channels, resulting in much less probability of losing the entire video stream (all
the descriptions), where the packet losses of all the channels are assumed to be independently and
identically distributed. Due to effectiveness in providing error resilience, a variety of researches on
different MDC approaches had been proposed. These approaches can be intuitively classified
through the stage where it split the signal, such as, frequency domain [1], spatial domain [2], and
temporal domain [3]. In our previous works [4], a hybrid MDC method has been proposed, which
applies MDC first in spatial domain to split motion compensated residual data, and then in
frequency domain to split quantized coefficients. The results in [4] show that, by properly utilizing
more than one splitting technique, the hybrid MDC can improve error-resilient performance.

Although a variety of MDC approaches have been proposed, most of them were built upon
1



conventional H.264/AVC coding structure and did not utilize hierarchical B-picture prediction. In a
hierarchical B-picture prediction framework, the B frames at the coarser temporal levels can to be
used as reference for the B frames at the finer temporal levels and therefore, the coding efficiency
can be further improved. Compared with classical H.264/AVC, the improvement can be more than
1dB as described in [5]. In [6], an MDC based on hierarchical B pictures was proposed, where two
descriptions are generated by duplicating the original sequence and then coded by hierarchical B
structure with staggered key frames in the two descriptions. By using different QPs at different
levels, their approach enables each frame to have two different quality fidelities in different
descriptions. When two descriptors are received, their approach simply selects the frame with
high-fidelity, or uses a linear combination of the high-fidelity and low-fidelity frames to generate a
better reconstruction. When only one descriptor is received, the lost frame is recovered by copying
from the corresponding frame in the other descriptor. It can be seen that although their MDC
approach employs hierarchical B-pictures to improve coding efficiency, it still suffers from high
bit-rate redundancy by duplicating the original sequence to two descriptions. This paper presents a
MDC based on hierarchical B pictures with unequal error protection considered. Our approach
employed duplication, spatial splitting, and temporal splitting for the frames at different hierarchical
levels to provide unequal redundancy to frames with different fidelity requirements.

3 ¥ prax s

A typical hierarchical prediction framework with 4 dyadic hierarchy stages is illustrated in Fig.
1(a), where the key frames (I or P frames) are coded in regular intervals. A key frame and all frames
that are temporally located between the key frame and the previous key frame form a group of
picture (GOP). The remaining B frames are hierarchically predicted using two reference frames
from the nearest neighboring frames of the previous temporal level. In Fig.1, B' denotes the B
frames at level i. It should be noted that the usage of hierarchical coding structure is not restricted to
be the dyadic case. Fig.1(b) shows the example of a non-dyadic hierarchical structure with 3 levels.
For the optimized encoding, it is better to set smaller QPs for the frames that are referenced by other

frames. In the Joint Scalable Video Model 11 (JSVM11) [7], QPs of the B frames at level-1 equal to
the QPs of the I/P frames plus 4, and the QPs at level-i increase by 1 from level-(i—1), with i=2.

group of pichwres (GOP) H group of pickures (GOF)

1
: H
T 6 B 1112 11 13 10 15 14 16 B 0 4
T T T.T, T, T, T, T, T. T, T. T, T, T
i L) N ‘ b

(a) Dyadic  (b) Non-dyadic
Fig. 1 Hierarchical B-picture prediction structure
2
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4.1 Hierarchical B-picture Coding

In hierarchical B-picture prediction framework, the frames at lower hierarchical levels can be
used as reference for the frames at higher hierarchical levels. Due to this dependency, the decoding
quality of a frame strongly depends on the quality of the frames at its previous hierarchical level of
the same GOP. The lower level at which a frame is lost, the more frames that will be corrupted. As
an example in Fig.1(a), the loss of an I or P picture will directly affect 7 other frames, while the loss
of a level-1, level-2, and level-3 B-pictures will directly affect 4, 2, and 0 other frames, respectively.
Based on this observation, the proposed MDC aims at providing unequal redundancy for the
hierarchical B pictures, taking into account the unequal importance of the frames at different
hierarchical levels.

The proposed MDC model is illustrated in Fig.2, where a non-dyadic hierarchical B-picture
structure with 4 levels is used. We refer to the I/P frames at the lowest hierarchical level as key
frames; the B frames at intermediate levels as reference B frames (RB frames) because they are used
as reference; and the B frames at the highest level as non-reference B frames (NRB frames) because
they are not used as reference. As the Fig.2(a) shows, we apply duplication (denoted by D) on key
frames for providing the highest error resilience; spatial-splitting (S) on RB frames for modest error
resilience; and temporal-splitting (T) on NRB frames for the lowest error resilience. The resulting
two descriptions are illustrated in Fig.2(b), where the rectangles with a missing corner represent
incomplete frames (due to spatial splitting). It can be seen that, due to different MDC methods
applied, the frames at different hierarchical levels have unequal redundancy to provide robustness
again errors. Assuming that description DO is lost; the lost key-frames (0 and 12) can be easily
reconstructed at decoder by using the same frames in description D1; the partially lost level-1 and
level-2 frames (3, 6 and 9) can be estimated by using the information of their counterparts in
description D1; while the lost level-3 frames (1, 4, 7 and 10) which are not in D1, can only be
estimated by using other frames. The estimation methods wiII be discussed Iater in next section.

Descrlptor I w I I w I
L:,L3L3L2L3L3L1L3L3LL3LL:,

11 12

KRR EERE S
Original < I I l I
sequence : Descnptor

=

]
(a) Orlgmal sequence (b) The resulting two descriptors
Fig. 2 Proposed MDC based on hierarchical B-picture prediction.

4.2 Estimation of Loss Description

Taking advantages of different MDC methods applied on the frames at different hierarchical
3



levels, different estimation methods are designed for different frames. Table 11 summarizes the cases
for different estimation methods to be applied, where S denotes the spatial method, T the temporal
method, and D the duplication method. The columns describe the two loss cases; while the rows
describe three types of frames.

Table I. Summary of the cases for different estimation methodsbv

Estimation Descriptor status
methods One-descriptor loss Two-descriptor loss
—'T Key frame D T
‘E RE frame g T
el
2 | NRB frame T T

4.2.1 One Descriptor Loss

In case of one-descriptor loss, since the lost key-frames can be reconstructed by simply using
the duplicated version in the other descriptor, it is marked as D in Table I. As for RB frames, since
they are split in the spatial domain, one-descriptor loss only causes partial-frame loss. In this case,
spatial method (marked as S in Table 1) is applied to estimate the lost part. After the received
descriptor has been entropy decoded, de-quantized, and inversely transformed, the Spatial Merger
will apply polyphase inverse permutation on the resulting data and then the residual pixels will be
distributed like a checkerboard inside the macroblock as shown in Fig. 3, where each lost residual
pixel has four available neighboring pixels. Our spatial estimation uses bilinear interpolation to
reconstruct the lost residual pixels, as shown in Equation (1) where f’; is the reconstructed value
of the residual pixel in column i and row j. Since neighboring pixels have high spatial correlation,
spatial estimation should be efficient.

£5i= (fer i+ fio i H i+ § i) 1 4 1)

Entropy decoding
De-quantization
Inverse transform

The received
descriptor |::>

8x8 block 8x8 block

Fig. 3 Spatial concealment by bilinear interpolation.

As for NRB frames, one-description loss will result in whole frame loss because they are split in the
temporal domain. In this case, a temporal estimation method (marked as T in Table 1) is applied to
reconstruct the lost frame. Since the temporal method is also adopted for all types of frames in case
of two-description loss, we describe it in the next subsection.

4.2.2 Two Descriptor Loss

In case of two-description loss, it will result in whole-frame loss regardless of frame types. For
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whole-frame loss, each block in the lost frame is recovered based on temporal correlation since all
the neighboring blocks are also lost. We refer to the pictures whose pixels are used to predict the
missing pixels as the data prediction frame (DF) and the pictures whose block motions are used to
predict the motion of the missing blocks as the motion prediction frame (MF). In our method, DF
can be different from MF. Besides, the proposed methods adopt bi-directional motion-compensated
signal to recover missing pixels. Thus, we need to select two DFs: a backward DF and a forward

DF (denoted by DF and DF, respectively); and two MFs: a backward MF and a forward MF
(denoted by MF and MF, respectively) for a lost picture. Since the data correlation among pictures
involved tends to considerably weaken as the temporal distances among these pictures become
longer, for a lost picture, it is better to choose the nearest pictures in display order to serve as its
DFs. However, to serve as DFs requires that these pictures are decoded earlier than the lost picture.
Based on the hierarchical B-picture structure, for a lost picture, we select its reference frames in
backward and forward directions as its DF and DF, respectively.

As for MFs, they are selected differently from DFs. In case of frame loss, even though the frames
later than the lost frame (in decoding order) cannot be decoded before the lost frame is recovered,
the motion information of these frames is obtainable. Therefore, the MFs need not to be located
earlier than the lost picture in decoder order. Instead of using temporal direct mode (TDM)
technique which adopts reference pictures as MFs, we choose pictures at higher levels because
these pictures are temporally nearer to the lost picture in display order. As an example in Fig.4(a), if
the frame 6 is lost, we will select its reference frames (0 and 12) as its DFs, but frames 3 and 9 as its
MFs. In Fig. 4(a), if frame 3 is lost, we will select its reference frames 0 and 6 as DFs, but frames 2
and 4 as MFs. This selection policy is applied to all frames except NRB frames which are at the
highest level within the hierarchical structure. For NRB frames, the MFs are selected from their
reference frames at the previous level of the lost picture. Fig.4(b) illustrates the case of NRB frame
loss, where frame 8 is the lost frame. In this case, frames 6 and 9 will serve as the DFs, and frame 9
(which is at previous level of frame 8) will serve as the MF. Similarly, if frame 10 is lost, its DFs
will be frames 9 and 12, and its MF will be frame 9. Specifically, for the lost picture F{ at time
instant t with hierarchical level I, we select its MF and MF as

— Ftl:bl fOT‘ lbase <I< ltop

ME=1pi-1 if F/- exists forl =1 )
tref tref — ‘top

— Ftl:fl fOT' lbase <I< ltop

MEF = F:1 if F/71 exists forl =1 )
tref tref - ‘top

where lpsse denotes the base level (key-frame level) and /i, the top level (NRB-frame level). F}:bl
and Ftl;[fl denote F¢’s nearest backward and forward frames at level /+1, respectively. Fér;}

denotes the Ft"s reference frame at level /-1.
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(a) DF and MF selection for RB frames (b) DF and MF selection for NRB frames

Fig.4 DF and MF selection for temporal estimation method.

After determining DFs and MFs, the motion vectors in MFs will be used to estimate the missing
motion vectors (pointing to DFs from the lost frame). When the lost frame is a RB frame, since its
MFs are located in between DFs and the lost frame (see Fig. 4(a)), the motion vectors are composed
if the block in MFs has two motion vectors, or extrapolated if the block has only one motion vector.
The motion vector derivation corresponding to Fig.4(a) is illustrated in Fig.5(a), where the two
motion vectors of by in f; are composed and the motion vector of by is extrapolated, so that the
derived motion vectors will point to f, from fs. The motion vectors pointing to i, from fg can also
be derived in a similar manner using motion vectors of fo. On the other hand, when the lost frame is
a NRB frame, since one MF is used for two DFs located on different sides of the lost picture (see
Fig.4(b)), the motion vectors in the MF are interpolated as illustrated in Fig.5(b) where the motion
vector of block by, is interpolated to obtain two motion vectors respectively pointing to fs and fq
from fg. Let mv and mv denote the derived motion vectors pointing to DF and DF from the
lost frame, respectively. For a lost frame, after all the motion vectors in its MFs have been
composed, extrapolated, or interpolated, the missing pixels on the lost frame can be classified into
four types: the pixels associated with one or more mwv, the pixels with one or more mv, the pixels
with both mv and mv, and the pixels without mv and mv. For a pixel P in the lost picture,
we recover it by the predicted signal P obtained as follows

Y DF(x + mv;) ; if P hasmv only
~ > DF(x + m¥;) ; if P hasmv onl
Py = { ZDRCHTID U Phasmoony g
L wy 2 DF(x + mv;) + wy ), DF(x + mv;) ; if P has mv and mv
woDF(x)) + w; DF(x)) ; otherwise

Here, x is spatial coordinate of P. wy and w; are the weighting values, which are set in inverse

proportion to the temporal distances of DF and DF, respectively, from the lost picture.

== _ -
b,
- —_
fo Tfs b, 6 fo fi2

ﬁ MF lost frame MF ﬁf ﬁ lost frame I\T{% &_Di:
(a) Motion composition and extrapolation for a RB frame (b) Mation interpolation for a NRB frame

.  pmoE

f6 fs fo




Fig. 5 Temporal estimation using bi-directional predicted signal.
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In this section, the proposed MDC model is examined. To see the effects of different MDC
techniques adopted in our model, experiments were conducted for three variations of proposed
MDC model: proposed (S), proposed (S+T), and proposed (S+T+D). The proposed (S) stands for
the method which adopts spatial splitting only. It applies spatial splitting in the residual domain for
all frames, regardless of hierarchical levels. The proposed (S+T) stands for the method which
adopts two kinds of splitting: temporal splitting for top-level frames (i.e., NRB frames) and spatial
splitting for others. The proposed (S+T+D) stands for the full version of proposed method, which
adopts temporal splitting for top-level NRB frames, spatial splitting for RB frames, and duplication
for base-level key frames. We compare our three methods with Zhu et al’s method [6] which
generates two descriptors by duplicating the original sequence and then coded by hierarchical B
structure with staggered key frames in the two descriptions. This approach is characterized by that
each frame at level 0, 1, or 2 of description 1 will be at level 3 of description 2 and vice versa,
resulting in two fidelities of each frame in two descriptions. Two variations, default QP and
modified_QP, in their literature are adopted in our comparison. The default QP follows the QP
assignment rules specified in JSVM11[7] as described in Section Il, while the modified QP
modifies the QPs of top-level frames to 51 in order to reduce bitrate redundancy. The results in [6]
show that rate-distortion performance of center decoder can be improved remarkably by
modified_QP in comparison to default_QP. In this section, their packet-loss performances are also
examined. Table Il lists the error concealment methods used by these MDC methods, where D’
means the error concealment method in [6], where in case of one-descriptor loss, the lost frame is
recovered by the duplicated version in the other description. D’ is distinguished from D because the
duplicated frame is at the same level in our approach, but at a different level in Zhu et al’s approach.
Since Zhu et al. did not provide solutions for two-description loss, our temporal estimation method
is adopted for fair comparison. The five MDC methods are implemented based on H.264 reference
software, JM 16.0[8].

All the methods encode video sequences using hierarchical B-picture structure of four levels to
generate two descriptors. The three proposed methods adopt a non-dyadic structure which allows
temporal splitting on NRB frames as depicted in Fig.2; while Zhu et al.’s two methods adopt a
dyadic structure which ensures that each frame has two different fidelities in the two descriptions.

5.1 Packet Loss Performance
The five MDC methods were examined in a packet-loss scenario where various packet-loss rates,
ranging from 0% to 20%, are adopted. We use one packet for each frame of each descriptor. Fig.6

shows the results for four CIF sequences, Foreman, Coastguard, Mobile, and News. The Ryp in
7



Fig.6 denotes the total bit-rate of two descriptions. For each sequence, two kinds of Rp are used. In
each case of Fig.6, the five methods encode the sequence using the same R,p for fair comparison.
The results are the averages of 100 independent runs. It can be seen that, in the case of PLR=0%,
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Fig. 6 Performance comparison in packet-loss environments.

modified_QP and proposed (S+T) have the best performance and default QP has the worst
performance among all methods. This is due to that the default_QP duplicates the entire sequence to
two descriptions and therefore, suffers from considerable bit-rate redundancy. By providing poorer
picture quality at the lowest level, the modified QP can effectively reduce the bitrate and thus
achieve a better performance at PLR=0. As PLR increases, however, the modified_QP curves drop
much more quickly than others for all sequences, showing that the poorer quality at the lowest level
will strongly affect error-concealment effectiveness and thus, degrade the performance. Compared
with modified_QP, default_ QP performed much better as PLR increases. However, the duplication
method used in default_QP still cannot avoid quality degradation in recovering lost frames because
the same frames in two descriptions are at different levels with different fidelities. The degraded
error-concealment performance and the high bitrate-redundancy result in the worse performance of
default_QP, compared with the three proposed methods.

Among these methods, proposed (S+T+D) has the overall best performance. Although proposed
(S) performed slightly better than proposed (S+T+D) for foreman, it performed much worse than
proposed (S+T+D) for mobile and coastguard. This is due to that spatial estimation cannot recover
lost data well for these sequences when there is packet loss. With temporal splitting on NRB frames,
proposed (S+T) reduces bit-rate redundancy and hence, improves the R-D performance at low PLR,
but still cannot solve the problem for high PLR. By duplicating key frames, the proposed (S+T+D)
can alleviate this problem effectively. When packet loss rate is low (PLR<5%), the proposed
(S+T+D) performed equally to, or slightly worse than, proposed (S+T) and proposed (S). This
stems from the fact that the scheme of key-frame duplication adopted in the proposed (S+T+D)
cannot take much effect in error concealment when PLR is low. As the PLR increases, however,
proposed (S+T+D) outperformed others noticeably. This is due to that the key frames in proposed

8



(S+T+D) can be recovered without quality loss once they are lost. Since key- frames have the
maximum number of frames depending on it, the duplication of key-frame can suppress error
propagation effectively and improve performance substantially. We will discuss the error
propagation issue further in later section. To summarize, the overall results demonstrate that, by
adopting spatial splitting, temporal splitting and duplication for the frames at different levels, the
proposed (S+T+D) optimizes the trade-off between bit-rate redundancy and error-resilient
capability and therefore, achieves the best performance among the five MDC methods.

5.2 Error Propagation Effects

This section presents the frame-by-frame comparison of error propagation effects using different
MDC methods. The effects of error propagation were examined for a single frame loss occurring at
different hierarchical levels of Mobile sequence at QP=28. We use one packet for each frame in
each descriptor and the error propagation results of a single packet loss at different hierarchical
levels are shown in Fig.7, where we renumber the selected frames according to decoding order.
Figs.7(a-c) show the results of the frame loss occurring at levels 0, 1 and 2, respectively. In Fig.7,
y-axis denotes PSNR degradation and x-axis the frame number (in decoding order). From Fig.7(a) it
is observed that almost all the methods suffer from severe error propagation for the P-frame loss,
except the proposed (S+T+D). This is due to that the proposed (S+T+D) duplicates key-frames to

Type: I PEBEEEEBPEBEEBEEEE FEBEEEEEEBE]I E EEEEEBEBFEEEBEEBE
level: 0 01 223 33301223333 01223333012233330122333
123456 7 8 9 1011121314151617 181920 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
= el & ErEnEng R PR ErEEnE
% il i
= Proposed(S)
E Proposed(5+T)
'a_ —=—Proposed(5+T+D)
S - —— Modified QP
= —a— Default QP
Z a4
(a) Frame loss at level O (the 2™ frame is lost)
Type I B E B B E B B B ||Type:! B E B B BE B B B
Level 0 0 1 2 2 3 3 3 3 Level : 0 0 1 2 2 3 3 3 3
1 2 3 4 -1 & 7 8 =) 1 2 3 4 -1 & 7 8 9
R i o

== Proposed (5)
Proposed (5+T)
—=— Proposed [5+T+D)
—+— Modified_QP
—r— Default_OP

—=— Proposed (5)
Proposed (5+T)
—=— Proposed (5+T+D)
—+— Muodified_QF
—— Default_OP

[gp) uonepe 3ag YNSd
L O R A

[ap) vonepeidag YNSd

(b) Frame loss at level 1 (the 3" frame is lost)  (c) Frame loss at level 2 (the 4™ frame is lost)

Fig.7 Frame-by-fsame comparison.



two descriptors and thus, when only one of them is loss, the other can be used to reconstruct frame
without quality degradation and error propagation. In both proposed (S) and proposed (S+T)
methods, key-frames are spatially split to two descriptors and hence, the P-frame loss in one
descriptor will cause partial-frame loss which is recovered by using spatial estimation, suffering
from quality degradation and error propagation. As for default_QP, although it duplicates the entire
sequence to two descriptors, the same frames in the two descriptors are at different levels and thus,
the lost key frame can only be recovered by the corresponding low quality frame in the other
descriptor. This also results in quality degradation and error propagation. It is worth to mention that
even though the quality degradation of default_QP in Fig.7(a) is smoother than those of proposed (S)
and proposed (S+T), it is at the cost of bit-rate redundancy. That is why default QP has worse
performance than proposed (S) and (S+T) as shown in Fig.6. Compared with default QP,
modified_QP suffers from much severe quality degradation because the top-level frame used to
recover the lost key frame has been set to QP=51 to reduce the bit-rate. Compared with Fig.7(a), the
results in Figs.7(b) and (c) show that when the fame loss occurs at level 1 or 2, the error
propagation effects are substantially reduced for all the methods and the performance gaps between
different methods are also decreased. To summarize, the results in Fig.7 show that quality
degradation and error propagation in the hierarchical prediction structure are affected by key frames
most, and level-1 and level-2 frames the second. By taking into account the importance of frames at
different levels, proposed (S+T+D) optimizes the trade-off between coding efficiency and error
resilience and achieves the overall best performance.
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