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Abstract

This report documents our effort and findings for the NSC project entitled “Spec-

trum sensing and management in cognitive wireless mobile networks” during the period

8/1/2008–7/31/2010. This project is part of a 3-year integrated project to study gen-

eralized opportunistic communications. Our investigation is divided into three phases

which was carried out in the past three academic years. In the first year, we focus on

analyzing the effect of spectrum sensing error on the performance of a cognitive spread

spectrum system. The sensing error may caused by unintentional interference, jamming

or simply geographic location difference between a transmitter and its intend receiver.

For the last two years we consider more on the spectrum management aspect. As we

interpret “spectrum” in the most generalized sense so that it includes all sorts of sig-

nal degrees of freedom, i.e., time, bandwidth, space, with the each domain or degree

of freedom distributed among different system users. Such an interpretation allow a

user to access other users’ unused degrees of freedom for transmitting its data. With

the generalized spectrum or network resource in mind, we set out for solving the joint

relay selection and power/subcarriers allocation problem in a relay-based cooperative

OFDMA (orthogonal frequency division multiple access) communication network in the

second year. We consider a multiuser MIMO (multiple-input, multiple output) scenario

and investigate the joint spatial mode and power distribution issue in the final year. We

first study the single-carrier case and then extend to the multi-carrier case.

Since the works done in the first two years has been reported before, we just sum-

marized the main results in Chapters 2 and 3. The third year’s effort was devoted to

the study of the resource allocation problem in MIMO and MIMO-OFDMA systems,

respectively. The main design issue we try to solve is the followings. Given the users’

rate requirements of a MIMO-OFDMA system, how to apportion the transmission re-

sources in space, frequency, and user domains so that the total transmit power and each

user’s average bit error rate are minimized. We consider a orthogonal precoding scheme
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based on singular value decomposition (SVD) to begin with. In the orthogonal spatial

mode design we construct orthogonal eigenchannels by performing linear operations on

the channel matrix’s singular vectors under the channel rank constraint. To improve

spectral efficiency, we then remove the rank constraint on the number of users allowed

on a subcarrier (non-orthogonal design). Although the resulting co-channel interference

may cause performance degradation, it is more than compensated for by the increased

capacity through a proper resource allocation plan that ensure the associated signal-

to-interference ratios are within the tolerable limits. The proposed resource allocation

algorithms for both precoding scenarios are designed to minimize the total transmit

power while satisfying the users’ QoS constraints.

We also examine the resource allocation issue for MIMO systems with limited feed-

back. More specifically, we consider the codebook based precoding scheme and suggest

subcarrier assignment scheme based on the Lagrange multiplier method. For a given

subcarrier assignment, we then present a power allocation method which minimizes the

average bit error rate performance.

Keyword: Spectrum sensing, resource allocation, MIMO-OFDMA.
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Chapter 1

Introduction

Current spectrum management policy follows a fixed band (channel) assignment

scheme which results in inefficient spectrum usage. It was observed [1] that on the

average only two percent of the allocated spectrum is actually in use at any given moment

and location. Cognitive radio (CR) which allows distributed dynamic spectrum usage

was therefore proposed to remedy such a shortcoming in spectrum management.

Based on the CR concept, Chakravarthy et al. [1] proposed a dynamic modified

direct-sequence spread spectrum (DS-SS) system to which they referred as adaptive

waveform communication system (AWCS). Since the spreading sequence of AWCS is

synthesized in the transform domain, the system is also called transform domain com-

munication system (TDCS). The basic idea behind TDCS is to generate a spreading

sequence whose spectrum avoids existing users or jammers within the SS band.

In most existing works, it is assumed that the channel usage information is perfectly

known at transmitter and receiver. In practice, the spectrum conditions at transmitter

and receiver are independently estimated at both sides. If the spectrum seen (or mea-

sured) by transmitter is different from that seen at receiver, the mismatch between two

spreading sequence spectra will cause performance degradation [2]. Spectra mismatches

arise because of geographic separation and/or spectrum estimation errors, i.e., either

the “true” spectrum represented at two sides are different or the estimated spectra are

different although the spectrum representation are the same.
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In this subproject, we analyze the effect of spectrum estimation error induced spec-

trum mismatches on the symbol error rate (SER) performance in additive white Gaus-

sian noise (AWGN) and Rayleigh fading channels, respectively. Notice that TCCS is

also a multi-carrier based system and it is expected that this work can be extended to

the popular multi-carrier system: orthogonal frequency division multiplexing (OFDM)

system.

In the second year, we focus on dynamic resource allocation for relay-based OFDMA

systems with fairness considerations. Due to its robustness against frequency selective

fading and its flexibility in radio resource allocation for meeting various QoS require-

ments, the Orthogonal Frequency Division Multiple Access (OFDMA) has been adopted

or considered as a candidate multiple access scheme for future wide area broadband

wireless networks that support a wide variety of services. OFDMA exploits multi-user

diversity in time-varying frequency-selective fading channels by assigning a subcarrier to

the MS with the best channel gain [5] and by scheduling the transmission of user data

opportunistically.

Recent investigations have shown that if suitable coordination among nodes in a

wireless network is in place, a relay-based cooperative communication scheme can sig-

nificantly improve the performance and extend the coverage range of a wireless link.

Capacity and throughput can also be enhanced through proper cooperative resource

sharing and scheduling among nodes within a network. Both decode-and-forward (DF)

and amplify-and-forward (AF) relaying have been investigated. The choices of the relay

scheme and the cooperative nodes often depend on the relative locations of the nodes

involved and the corresponding link qualities. AF is a better choice when the topology

is such that the received signal-to-noise ratio (SNR) at the relay node is high enough

to yield sufficient small decoding error rate and the relay-to-destination link gain is no

worse than the source-to-destination gain. The power allocation of OFDM based DF

scheme is proposed in [6] where the authors also discusses under what condition(s) a

2



relay should be used. The reception quality and transmission range can be enhanced by

incorporating cooperative relays as a transmission option. Motivated by the potential

advantages, some multi-hop schemes and their performance gains have been investigated

by many and IEEE has formed a task force to develop multi-hop relay specifications for

802.16 air interface.

The problem of resource allocation in conventional OFDMA systems or in relay-

aided OFDMA system has been intensively studied. Weighted sum rate maximization

(WSRmax) and weighted sum power minimization (WSPmin) problems were considered

in [7]. The two optimization problems are solved by employing the Lagrange dual de-

composition method. A centralized utility maximization framework was considered in

[8]. By introducing a set of pricing variables as weighting factors with the goal of maxi-

mizing the utility function of the application layer, the authors solved the optimization

of physical-layer transmission strategies (relay strategies and resource allocation) in an

efficient manner. Algorithms for subcarriers/time allocation on a relay-based OFDMA

system for different frame structures such as time division or frequency division can be

found in [9]. Fairness aware adaptive resource allocation in a single-hop OFDM system

was considered in [10], [14]. They imposed the proportional fairness constraint to ensure

that each user achieve a required date rate. Li and Liu [11] used a graph theoretical ap-

proach to solve the resource allocation problem for OFDMA relay networks with fairness

constraints on relay nodes by transforming the problem into a linear optimal distribution

one.

In this year, we presents low-complexity resource allocation schemes for an OFDMA

network with an aim to maximize the overall sum rate with fairness and QoS constraints.

We regard sub-carriers, relays and transmission power as part of the radio resource so

that the problem of resource allocation becomes that of relay selection and sub-carriers

and power assignments. Since this context of the first and second year has been reported

before, we only show the main results, simulations and conclusions in chapter 2.
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In the final year, the resource allocation problem in MIMO-OFDM systems is con-

sidered. A Gram-Schmidt precoding scheme is proposed and this scheme is extended

by relaxing the orthogonal constraint. This relaxation makes it possible to improve the

spectrum efficiency. However, this scheme requires the complete channel information at

transmitter. In practical system, the complete channel information is not available at

transmitter because the channel information is feedback through a bandwidth limited

feedback channel and should be quantized before sending back. To solve this problem,

we also consider a resource allocation problem for MIMO systems with codebook-based

precoding.

The rest of this report is organized as followed. Chapter II reviews the results of

the first and second year. Then, a resource allocation problem with a Gram-Schmidt

precoding scheme (with orthogonal constraint or not) is discussed in chapter III. Finally,

a resource allocation problem with codebook-based precoding is investigated to complete

our research and we draw a conclusion to end up this report.
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Chapter 2

Performance Analysis of Transform
Domain Communication Systems in
the Presence of Spectral Mismatches

2.1 Introduction to TDCS

The basic idea behind TDCS is to produce a so-called time-domain fundamental modula-

tion waveform (FMW) or a complex spreading sequence which avoids interference from

existing users or jammers by dynamically selecting the subcarriers used over a given

bandwidth. A block diagram of the TDCS transmitter is illustrated in Fig. 2.1. The

transmitter partitions the signal band into N equal-spaced subbands (tones) and per-

forms spectrum estimation to determine which subbands are being used. The spectrum

estimator output is anN -dimensional binary vectorAx = (Ax(ω0), Ax(ω1), · · · , Ax(ωN−1))

with Ax(ωi) = 1 or 0 depending on whether the ith subband is available (1) or not (0).

The subscript x will be Tx or Rc to denote if the vector is associated with the trans-

mitter (Tx) or the receiver (Rc). The binary vector ATx is multiplied element-wise by a

user-specific random vector (ejθ(ωi)) and scaled by constant factor before being inverse

discrete Fourier transformed to produce the time-domain FMW. The multiplication of

the random vector is to make the FMW noise-like and to provide the multiple access

capability. The FMW is used to spread (or as a carrier of) the binary phase shift keying

(BPSK) or cyclic code shift keying (CCSK) modulated data sequence.
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Figure 2.1: Block diagram of the TDCS transmitter

Although TDCS seems to be similar to an OFDM or a multicarrier OFDM system,

there are several distinctions between the them. For example, in an OFDM system the

number of subcarriers (subbands) is fixed while the number of subbands used in TDCS

is dependent on the need or the environment. A detailed comparison can be found in

[3].

When the only channel impairment is AWGN, a BPSK-modulated TDCS system

with perfect spectrum estimation and matches on both sides of the link yields bit error

probability Pe given by

Pe = Q

(√
2Eb

N0

)
where Q(x) ≡ 1√

2π

∫∞
x

e−y2/2dy.

2.2 Performance Analysis of BPSK-TDCS in AWGN

As defined in previous section, ATx(ω), ARc(ω) are the binary-valued random vari-

ables that represent the transmitter’s and the receiver’s spectrum estimators outputs.

A(ω)Tx = 1 means the transmitter believes ω is available while ATx(ω) = 0 implies

otherwise. Similar interpretation is attached to ARc(ω).

Depending on the geographic distribution of wireless network users, the true spectra

seen from both sides can be identical or different and spectrum mismatches might still

arise even if the spectral estimations at both sides are error-free. We refer to such spectra

6



mismatches as network geography induced spectra mismatches. Such mismatches are

most likely to occur when the distance between two sides of the link is large. To simplify

our analysis we define the true spectrum as such that no existing user is interfered by

the transmitted signal and the received waveform is not interfered by any existing user

if error-free spectrum estimates are available on both sides of the link.

The true spectrum represented by the binary-valued N -dimensional vector A =

(A(ω0), A(ω1), · · · , A(ωN−1)), where N is the size of inverse discrete fourier transform

(IDFT), is thus related to the error-free spectrum estimates Ao
Tx and Ao

Rc via A =

Ao
Tx ∧Ao

Rc, where ∧ denotes component-wise logical “and” operation.

We assume that A(ωi) = 0 with probability 1− Psa and A(ωi) = 1 with probability

Psa. Obviously, eight possible scenarios may occur, as listed in Table 2.1. For Cases 1,

and 3, interference from existing users is present. In Cases 1 and 5, (additional) noise

within the subband ω will be received. The received signal energy is reduced in Cases 2

and 6.

Table 2.1: Eight possible scenarios for a TDCS link.

Case (A(ω), A(ω)Tx, A(ω)Rc) The effect of non-ideal match
0 (0, 0, 0) None
1 (0, 0, 1) additional noise and interference are introduced in the subband ω
2 (0, 1, 0) introduce interference to an existing user and

reduce the received signal energy
3 (0, 1, 1) introduce interference to an existing user and

interference from existing user to the receiver
4 (1, 0, 0) None
5 (1, 0, 1) additional noise in the subband ω is introduced
6 (1, 1, 0) received signal energy is reduced
7 (1, 1, 1) None

If the spectrum estimation is performed in a per-channel manner and each channel is
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Ps =
N∑

N1=0

N1∑
i=0

N−N1∑
j=0

i∑
k1=0

j∑
l1=0

N1−i∑
k2=0

N−N1−j∑
l2=0

(
N

N1

)
PN1
sa (1− Psa)

N−N1

(
N1

i

)
P i
t0(1− Pt0)

N1−i

(
N −N1

j

)
PN−N1−j
t1 (1− Pt1)

j

(
i

k1

)
P k1
r0 (1− Pr0)

i−k1(
N1 − i

k2

)
P k2
r0 (1− Pr0)

N1−i−k2

(
j

l1

)
P j−l1
r1 (1− Pr1)

l1

(
N −N1 − j

l2

)
PN−N1−j−l2
r1 (1− Pr1)

l2Pe

(
Es(

k1+l1
max(i+j,1)

)

N0(1 +
k2+l2

max(k1+l1,1)
) + l1+l2

max(k1+l1,1)
NI

)
(2.15)

independently used, then it is reasonable to assume that the following four probabilities,

Pt0 = Pr{ATx(ω) = 1|A(ω) = 1}

Pt1 = Pr{ATx(ω) = 0|A(ω) = 0}

Pr0 = Pr{ARc(ω) = 1|A(ω) = 1}

Pr1 = Pr{ARc(ω) = 0|A(ω) = 0},

and their complementary probabilities are independent of ωi.

The above assumptions imply that A is binomial distributed with parameter Psa

and furthermore, ATx and ARc are obtained by modifying A based on Pt0 (Pr0) and Pt1

(Pr1), respectively.

It can be proved that in a AWGN/Rayleigh fading channel with one-sided power

spectral density of N0 W/Hz, the bit error rate (BER) expression is given by (2.15).

where Pe is summarized in Table 2.2.

The error floor becomes

Ps = C [Psa(1− Pt0Pr0)+

(1− Psa)(Pt1 + Pr1 − Pt1Pr1)]
N (2.16)

where C is a parameter depending on modulation type. The exact value of C is tabulated

in table 2.3.
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Table 2.2: Pe in AWGN

Pe(x) Modulation Type
Q(2
√
x) BPSK

1− [1−Q(
√
x)]2 QPSK

1
π

∫ (M−1)π
M

0
exp [− sin2(π/M)x

sin2 ϕ
]dϕ MPSK

2(M−1)
M

Q
(√

6x
M2−1

)
MPAM

1−
(
1− 2(

√
M−1)√
M

Q
(√

3x
M−1

))2
MQAM

Table 2.3: C in AWGN channel

C Modulation Type
1
2

BPSK
3
4

QPSK
M−1
M

MPSK
M−1
M

MPAM

1−
(
1−

√
M−1√
M

)2
MQAM

For flat Rayleigh fading channels, the average probability of symbol error can be

shown to be given by Ps =
∫∞
0

Ps(x)prs(x)dx, where Ps(x) is the probability of symbol

error in AWGN with SNR x,

prs(x) =
1

rs
e−

x
rs

and rs is the average SNR per symbol. From [4], the average probability of symbol error

is almost the same as (2.15) except for Pe. The modified Pe is given in table 2.4, where

gPSK = sin2 π
M
. Notice that coherence here means the receiver has perfect channel state

information (CSI), e.g., the amplitude attenuation, phase influence, and delay time are

known at receiver.

Notice that the extension to other fading channel is straightforward. For example, if

the channel is Nakagami-m, the symbol error rates for MPAM modulation type can be

9



Table 2.4: Pe in flat Rayleigh channel, where gPSK = sin2 π
M

Pe(x) Modulation Type
1
2

(
1−

√
x

1+x

)
BPSK(

M−1
M

){
1−

√
gPSKx

1+gPSKx
M

(M−1)π

[
π
2
+ arctan

(
gPSKx

1+gPSKx
cot π

M

)]}
MPSK

(M−1)
M

(
1−

√
3x

M2−1+3x

)
MPAM

2
(√

M−1√
M

)(
1−

√
1.5x

M−1+1.5x

)
−
(√

M−1√
M

)2
MQAM(

1−
√

1.5x
M−1+1.5x

(
4
π
arctan

√
M−1+1.5x

1.5x

))

obtained by substituting Ps(x) with

Ps(x) =

(
M

M − 1

)[
1− µ

m−1∑
k=0

(
2k

k

)(
1− µ2

4

)k
]

for m is integer and µ ≡
√

3x
m(M2−1)+3x

. For m is noninteger,

Ps(x) =

(
M

M − 1

)
1√
π

√
3x/m(M2 − 1)

[(m(M2 − 1) + 3x)/m(M2 − 1)]m+1/2

Γ(m+ 1
2
)

Γ(m+ 1)
2F1

(
1,m+

1

2
;m+ 1;

m(M2 − 1)

m(M2 − 1) + 3x

)
where Γ(·) is gamma function and 2F1(·, ·; ·; ·) is the Gauss hyper geometric function.

2.3 Simulation results

In this section, we show that the simulation of the performance of TDCS agrees with

(2.15) with Psa = 0.5 for different case. The size of IDFT N is set equal to 8.

Example 2.1. The effect of Pt0

In this example, the effect of Pt0 is illustrated in Fig. 2.2. The parameters are set

as followed: Pt1 = 0.5, Pr0 = 0.7, Pr1 = 0.4 and Eb

NI
= 0 dB. It is obvious that the

simulation result is almost the same to analytic result.

Example 2.2. The effect of Pr0 and Pr1
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Figure 2.2: BER performance for different Pt0

Fig. 2.3 illustrate the simulation result with varying Pr0 and Pr1 and show the

agreement with analytic result. The other parameters are set as followed: Pt0 = 0.9,

Pt1 = 0.5 and Eb

NI
= 0 dB. Notice that the setting of Pr0 and Pr1 is equivalent to assign

A(ω)Rc =

{
1 with Pr0

0 with Pr1 = 1− Pr0
, namely, it is determined by receiver without con-

sidering the environment. It may be suggested that the strategy is a good strategy when

always assigns A(ω) = 1 without estimating the spectrum at receiver.
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Figure 2.3: BER performance for different Pr0 and Pr1

Example 2.3. The effect of Pt1
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The effect of Pt1 is illustrated in Fig. 2.4. We can see that they are almost identical.

The parameters are set as followed: Pt0 = Pr0 = Pr1 = 0.9 and NI = 0 dB. A interesting

thing is that they are intersected for different Pt1. It can be explained by observing that

only j = N − N1 has nonzero value in (2.15) if Pt1 = 0. Since j = N − N1, l2 = 0.

This implies it is possible that interference is smaller than other cases at high Eb

N0
. To

illustrate the argument, consider Fig. 2.5. In Fig. 2.5, Pt0 = Pr0 = 1, and Eb

NI
= 0

dB. When Pr1 = 0.7, interference is more serious and centered at higher l1 than that in

Pr1 = 0.9. For Pt1 = 0, it is possible to reduce interference at cost of Eb, which can be

expected by (2.17).

Pb =
N∑

N1=0

N−N1∑
l1=0

(
N

N1

)
1

2

N
(
N −N1

l1

)
PN−N1−l1
r1 (1− Pr1)

l1f (2.17)

where f =


Q

(√
2Eb( N1+l1

max(N,1))
l1

max(N1+l1,1)
NI

)
, Pt1 = 0

Q

(√
2Eb

(
N1

max(N1,1)

)
l1

max(N1,1)
NI

)
, Pt1 = 1
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Figure 2.4: BER performance for different Pt1’s
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Figure 2.5: The effect of interference

2.4 Chapter Summary

CR has attracted much interest because of its potential to greatly enhance the spectrum

utilization efficiency. TDCS is a novel new candidate SS technique that invokes the CR

concept. In the first year, we consider the effect of spectra mismatches due to spectral

estimation error. BER expressions for BPSK signals in various operating conditions are

given. We also derive analytical SER expressions for other modulations like MPSK,

QAM signals and flat Rayleigh fading channels. Our analysis can easily be extended

to other flat-fading channels by deriving the corresponding Ps(x). It is shown that the

spectral estimation error results in error floor. As expected, the BER/SER performance

is improved and the error floor is reduced when the per-tone (single-subcarrier) detection

error decrease. Increasing the number of subcarriers (processing gain) in the SS band

also has similar effect. Based on this, it suggests that the best access police is to choice

all subbands in terms of BER/SER if the subbands are estimated as idle state. We also

find that the BER/SER performance is more sensitive to the spectral estimation error

at the receiver than that at the transmitter.

There are quite a few issues that remain to be solved. Firstly, we use a simple

Bernoulli distribution to model the estimation error, which is appropriate if the spectral

13



estimation is carried out in a tone-by-tone manner. A more realistic model depends on

the spectral estimation method used. It would be interesting to see how the system

behaves under different spectral mismatch models. Secondly, a soft decorrelation pro-

cess might be useful to reduce the impact of spectral mismatches and enhance system

performance. Furthermore, cooperative spectrum sensing and prediction should be con-

sidered in the future to decrease the mismatch probability. Finally, it is both natural

and desirable to extend the transceiver techniques and the associated spectral model to

a multiple access scenario with guaranteed performance.
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Chapter 3

Dynamic Resource Allocation for
Relay-based OFDMA Systems with
Fairness Considerations

3.1 System Model

We consider an N -subcarrier OFDMA system in which there is a BS, M fixed relay

nodes, and K MS’ randomly distributed within a cell. Assume that uplink channel

state information is perfectly known to the BS which also knows the minimum rate and

QoS (bit error rate) requirements of the MSs. The BS, acts as a central control device,

will carry out all resource allocation operations, including collecting link information,

appropriating resources, and informing MS’ about their assigned resources. Similar

to the conventional relay-based cooperative communication systems, we assume a two-

phase (time-slot) transmission scheme with perfect timing synchronization among all

network users. Each subcarrier suffers from slow Rayleigh fading so that there is no

change of the channel state during a two-phase period. A data stream from a source

user must be carried by the same subcarrier no matter it is transmitted by a source node

or a relay node.

The transmission pattern is half-duplex such that a MS transmits while the relay

and the BS listen (receive) in the first time slot. In the second phase, the relay stations

transmit to the BS while the source MS’ send new data packets via direct links without
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relaying. This transmission protocol was discussed in [12] and was shown to be more

throughput-efficient than the conventional protocol with which a source MS remains

idle in the second phase. Only the decode-and-forward (DF) cooperative relay scheme is

considered and the maximum-ratio-combining detector is employed by the destination

(BS) node, assuming perfect decoding at the relays.

3.2 Problem Formulation

Let us denote by hSD(n, k) the fading coefficient (gain) for the channel (link) between

the kth source MS and the BS on the subcarrier n, by hRD(n,m), the fading coeffi-

cient for the channel between the mth relay and the BS on the subcarrier n, and by

hSRm(n, k), the fading gain for the channel between MS k and relay m on subcarrier

n. The corresponding transmit powers and received signals are denoted by PS(n, k),

PR(n,m), PSRm(n, k) and ySD(n, k), yRD(n, k), ySRm(n, k), respectively. During any

given phase we have for the source-to-destination (SD) link

ySD(n, k) = hSD(n, k)xk + n(n, k) (3.1)

where xk represents the data sent by the kth MS and n(n, k) is the additive Gaussian

noise for the corresponding link. The associated achievable rate in bits/sec/Hz is given

by

RSD(n, k) = log2

[
1 +

PS(n, k)|hSD(n, k)|2

Γσ2

]
(3.2)

where Γ ≃ − ln(5∗BER)/1.5 is the signal-to-noise ratio (SNR) gap related to the de-

signed BER [13]. The inclusion of Γ in (3.2) (and other related rate-power equations

appear in subsequent discourse) has implicitly imposed the user’s QoS requirement.

Rearranging (3.2) yields

PS(n, k) =
(
2RSD(n,k) − 1

) Γσ2

|hSD(n, k)|2
. (3.3)

Since we allow a source (MS) node to be active for both phases, a fair comparison on

the achievable rate should be measured in a per time slot basis, or with respect to
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the total consumed energy. For convenience, we shall normalize a time slot to one so

that henceforth the consumed energy is equivalent to the consumed power. Because the

channel states are assumed to remain the same during any two time-slot period, the

power allocated to the direct link on each time slot should be the same. The power

(consumed energy) for two OFDM symbols can thus be expressed as

PD(n, k) = 2
(
2R(n,k)/2 − 1

) Γσ2

|hSD(n, k)|2
(3.4)

where PD(n, k) is the power needed for the direct link, and R(n, k) is the rate achievable

by the system for a duration of two symbol intervals. Similarly, the signal carried by

the nth subcarrier and received by the mth relay for the kth MS is given by

ySRm(n, k) = hSRm(n, k)xk + n(n, k). (3.5)

In the first phase, the kth MS sends xk to the mth relay with a achievable rate of

RSRm(n, k) = log2

[
1 +

PSRm(n, k)|hSRm(n, k)|2

Γσ2

]
(3.6)

or equivalently, this source-to-relay (SR) link rate can only be achieved if the source

power is greater than or equal to

PSRm(n, k) =
(
2RSRm (n,k) − 1

) Γσ2

|hSRm(n, k)|2
. (3.7)

Relay nodes transmit the data packet to destination in the second phase. The destination

node receives two scaled packets containing the same data stream and combines them

by the maximum-ratio-combining (MRC) scheme. The achievable MRC rate of the kth

user on subcarrier n with the help of perfectly decoding relay m is

RRm(n, k) = log2[
1 +

PSRm(n, k)|hSD(n, k)|2 + PR(n,m)|hRD(n,m)|2

Γσ2

]
(3.8)

The corresponding minimum required relay power is thus given by

PR(n,m) =
(2RRm (n,k) − 1)Γσ2 − PSRm(n, k)|hSD(n, k)|2

|hRD(n,m)|2
(3.9)
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The total power PRm(n, k)
def
= PSRm(n, k) + PR(n,m) for the composite direct-plus-

relay m link is

PRm(n, k) =
(
2RRm (n,k) − 1

)
Γσ2

n

[
1

|hSRm (n,k)|2

+ 1
|hRD(n,m)|2 −

|hSD(n,k)|2
|hSRm (n,k)|2|hRD(n,m)|2

]
(3.10)

Define the link power gains, gD(n, k), gSR(n, k), gRD(n, k), and gRm(n, k), for the direct,

component and the composite links by

gD(n, k) = |hSD(n, k)|2

gSRm(n, k) = |hSRm(n, k)|2

gRmD(n, k) = |hRmD(n, k)|2 (3.11)

and

gRm(n, k) =
gSRm(n, k)gRmD(n, k)

gRmD(n, k) + gSRm(n, k)− gD(n, k)
(3.12)

and the corresponding link gain-to-noise ratios (GNRs) by

αD(n, k) =
gD(n, k)

Γσ2
n

, αSRm(n, k) =
gSRm(n, k)

Γσ2
n

αRmD(n, k) =
gRmD(n, k)

Γσ2
n

, αRm(n, k) =
hRm(n, k)

Γσ2
n

(3.13)

for all n and k. Using the above notations, we can express the achievable rate for the

relayed link as

R(n, k) = min {RSRm(n, k), RRm(n, k)} (3.14)

The optimal power allocation is such that RSRm(n, k) = RRm(n, k), which implies the

power ratio

PR(n,m)

PSRm(n, k)
=

gSRm(n, k)− gD(n, k)

gRmD(n, k)
(3.15)

For the conventional DF scheme, cooperative relay is beneficial if it offers a higher

achievable rate with the same power or, equivalently, the composite link should require
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less power to obtain the same achievable rate. (3.2), (3.6) and (3.8) imply that this

happens iff

gRmD(n, k) > gD(n, k)

max
m

gSRm(n, k) > gD(n, k) (3.16)

The above conditions are necessary but not sufficient for the DF scheme under consid-

eration, which gives another necessary condition

gRm(n, k) > gD(n, k) (3.17)

or, if multiple relay nodes are available

max
m

gRm(n, k)
def
= gR(n, k) > gD(n, k) (3.18)

i.e., at least one of the candidate composite link should have a link gain greater than

that of the direct (SD) link. Assuming the optimal power ratio (3.15), we can show that

a necessary and sufficient condition for a single-relay system is

gSRm − gD
gSRm + gRmD − gD

gRmD − gD
g2D

=
gRm − gD

g2D
> γ (3.19)

where γ = PD(n,k)
4Γσ2 and the link gains’ dependence on the pair (n, k) is omitted for the

sake of brevity. For multiple-relay systems, (3.19) becomes

max
m

gRm − gD
g2D

def
= max

m
Gm > γ (3.20)

It verifiable that the conditions (3.18) and (3.20) are equivalent if PD(n, k)αD(n, k)/2≪

1.

The achievable sum rate of the system over a two-symbol interval for a subcar-

rier/power allocation is thus given by

R =
K∑
k=1

{∑
n∈SR

ρnk log
[
1 + PRm(n,k)(n, k)αRm(n,k)(n, k)

]
+
∑
n∈SD

2ρnk log [1 + PD(n, k)αD(n, k)/2]

}
(3.21)
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where SR and SD are the sets of relayed and un-relayed subcarriers, and m(n, k) denotes

the relay node used for the subcarrier (n, k). ρnk is the binary valued indicator function

which signifies if subcarrier n is allocated to MS k and is nonzero and equal to one only

if the latter condition is valid. Following [14] we define the fairness index, F , as

F =

(∑K
k=1

Rk

Rk,min

)2
K
∑K

k=1

(
Rk

Rk,min

)2 (3.22)

where Rk,min is the minimum required rate for MS k and Rk is the achievable rate

computed by (3.21) for a given subcarrier/power allocation. With the above definitions

and derived relations, we formulate the resource allocation problem as the vector (multi-

criteria) optimization problem

maximize [R,F ]T (3.23)

subject to∑
n∈SR

ρn,k log [1 + PRm(n, k)αRm(n, k)] +
∑
n∈SD

2ρn,k

log [1 + PD(n, k)αD(n, k)/2] ≥ Rk,min, ∀ k (3.24)
K∑
k=1

ρn,k = 1, ρn,k ∈ {0, 1} ∀ k, n (3.25)

K∑
k=1

[∑
n∈SR

PRm(n, k) +
∑
n∈SD

PD(n, k)

]
= PT

PD(n, k) ≥ 0, PRm(n, k) ≥ 0, ∀ k, n (3.26)

Constraint (3.24) guarantees that the minimum rate requirements Rk,min are met. Con-

straint (3.25) implies that a subcarrier serves only one user such that there is no inter-

subcarrier interference. The total transmit power of the BS and relay nodes is limited

by the constraint (3.26). The object of assigning subcarriers and relays to all MS users

with a proper power distribution to maximize the sum rate and fairness index is a mixed

integer programming problem. Instead of trying to find a polynomial-time optimal so-

lution (which is very difficult if not impossible), we propose low-complexity suboptimal

algorithms that offer near-optimal performance for the problem in hand.
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3.3 Proposed algorithms

Two suboptimal algorithms to solve the above resource allocation problem (3.24)-(3.26)

are presented in this section. For convenience, we refer to these two algorithms as

Algorithms A and B, respectively. Algorithm A consists of four steps while the other

algorithm (Algorithm B) has three steps only. Steps 2 and 3 for both algorithms are

the same. The difference between the two algorithms is the first step. The last step of

Algorithm A is to fine-tune the relay allocation. Each source node can have multiple

cooperative relay nodes which are determined in a per-subcarrier basis. However, each

subcarrier is limited to have at most one relay node but the local optimal relay node

(for a particular subcarrier) is always selected for cooperative DF transmission. The

Algorithms A and B are summary in Table 3.1 and 3.2, respectively and the principle

of design can be found in the previous report.

3.4 Numerical Results and Discussions
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Figure 3.1: The probability density function of the user location distribution; r0 = 150
m.

Numerical performance of the proposed algorithms is presented in this section. We

consider a network with four MS nodes that are randomly distributed within a 120-

degree section of a 600-meter radius circle centered at the BS. The relay stations are
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Table 3.1: Algorithm A
Step 1: for n = 1: N

for k = 1: K
if gRm(n, k) > gD(n, k)
m = argmaxℓ gRl

(n, k)
else
m = 0

end
Compute gELG(n, k)

end
end

Step 2: Decide the assignment order n′

for n′ = 1: N
Compute ∆(n′k)
k∗ = argmaxk(∆(n′, k))
Nk∗ ← Nk∗ ∪ {n′}

end
Step 3: for k = 1: K

while(Rk < Rk,min)
k∗ = argmaxk(Rk −Rk,min)
n′ = argminn gELG(n, k) , n ∈ Nk∗

Nk ← Nk ∪ {n′} Nk∗ ← Nk∗ \ {n′}
end

end
Step 4: Check each relayed subcarrier.

Compute gELG(n, k) and make necessary
link switches.
Calculate R and F .

placed on a circle with a 200-meter radius with a equal angular spacing. The probability

density function (pdf) of the MS locations is given by [15]

P =
r40
r5

exp

[
−5

4

(r0
r

)4]
. (3.27)

where r > 0 is the radius. The pdf with r0 = 150 m is plotted in Fig. 3.1. Each

transmitted signal experiences attenuation with a path loss exponent value of 3.5 and,

in any direct or relay link, each subcarrier suffers from independent Rayleigh fading. For

the convenience of comparison, we normalized the link gain with respect to the worst-

case gain corresponding to the longest link distance. We set σ2
n = 1. 4× 105 simulation
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Table 3.2: Algorithm B
Step 1: for n = 1: N

for k = 1: K
if Gm(n, k) >

PT

4NΓσ2

m = argmaxℓ Gℓ(n, k)
else
m = 0

end
Compute gELG(n, k)

end
end

Step 2: Decide the assignment order n′

for n′ = 1: N
Compute ∆(n′k)
k∗ = argmaxk(∆(n′, k))
Nk∗ ← Nk∗ ∪ {n′}

end
Step 3: for k = 1: K

while(Rk < Rk,min)
k∗ = argmaxk(Rk −Rk,min)
n′ = argminn gELG(n, k) , n ∈ Nk∗

Nk ← Nk ∪ {n′} Nk∗ ← Nk∗ \ {n′}
end

end

runs were carried out to estimate the performance. We compare the sum rate and

fairness performance of our algorithms with that of the Awad-Shen (AS) algorithm [16].

Because the AS algorithm considers amplify-and-forward cooperative relay and allow

each source to use at most one relay node, we modify it so that the comparison with

ours is as fair as possible. The modified AS algorithm is listed in Table 3.3.

In Fig. 3.2 and Fig. 3.3 we compare the performance of our algorithms that of the

optimal sum rate algorithm and the algorithm in [16]. We assume that the system has 2

MSs and 3 relay nodes. The number of subcarriers are 8, the total power is 80 and the

required BER is 0.001. We find that our algorithms achieve about 94% of the optimal

sum rate and the fairness index is significant better than that achievable by the optimal

sum rate algorithm. This is because the latter does not consider the fairness index and
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Table 3.3: The Modified Awad-Shen Algorithm
Satisfy sources’ rate requirements
while K ̸= ∅ do

n← random(N)
k∗ = argk maxR(k, n)
Nk∗ ← Nk∗ ∪ {n} N ← N \ {n}
Rk∗ = Rk∗ +R(k∗, n)
while Rk∗ < Rk,min do

n∗ = argnmaxR(k∗, n)
Nk∗ ← Nk∗ ∪ {n∗} N ← N \ {n∗}
Rk∗ = Rk∗ +R(k∗, n∗)

end while
N ← N \Nk∗ K ← K \ {k∗}

end while
Allocate remaining subcarrier
while N ̸= ∅ do

k∗ = argk maxR(k, n)
Nk∗ ← Nk∗ ∪ {n} N ← N \ {n}

end while
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Figure 3.2: Comparison of the sum rate performance for the proposed algorithms and
the AS algorithm; 2 MSs, 3 relay nodes, N = 8, PT = 80, BER = 0.001.
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Figure 3.3: Comparison of the fairness performance for the proposed algorithms and the
AS algorithm; 2 MSs, 3 relay nodes, N = 8, PT = 80, BER = 0.001.

is designed to maximize sum rate performance only. The sum rate performance of that

presented in [16] is about 1% higher than ours while our fairness index is much better.

In Figs. 3.4 and 3.5, we consider the case when there are 4 MSs, 3 relay nodes and

the system uses 128 subcarriers with a maximum total power of 128 and 0.001 BER

requirement. Again, compared with our algorithms, the sum rate of [16] is about 1%

higher while suffers from 30% loss of fairness performance. 3.3 and 3.5 indicate that our

fairness index is robust against the system parameters variation but the algorithm of [16]

is not. Our algorithms have another advantage against the AS algorithm 3.4, i.e., when

the minimum rate requirements are 80 (bits), our algorithms are capable of providing an

allocation solution such that all MS rate requirements are met while the AS algorithm

fails to do so. Algorithm B outperforms Algorithm A since the latter suffers from a little

performance loss in step one. Algorithm B achieves a better performance at the expense

of higher computation complexity though. In short, both proposed algorithms offer a

satisfactory balance between maximizing the sum rate and the fairness performance.

3.5 Chapter Summary

Cooperative relays provide additional transmission opportunities and offer the potential

to improve overall system capacity, throughput and the coverage range of a BS. It is thus
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Figure 3.4: Sum rate performance of the proposed algorithms and the AS algorithm; 4
MSs, 3 relay nodes, N = 128, PT = 128, BER = 0.001.
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Figure 3.5: Fairness performance of the proposed algorithms and the AS algorithm; 4
MSs, 3 relay nodes, N = 128, PT = 128, BER = 0.001.
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natural to regard relay stations as part of the network radio resource and their allocation

should be considered in conjunction with other conventional radio resources to optimize

the system performance. We have proposed two algorithms that maximize the sum rate

and fairness while meeting the individual user’s minimum rate requirement. No optimal

solution to the problem discussed here is known, and our computational complexity is

much less than exhaustive search. Numerical results indicate that our low-complexity

algorithms not only achieve 94% of the optimal sum rate but also provide very robust

fairness no matter what the minimum rate constraints are. The proposed algorithms

also provide powerful allocation to meet the highly minimum rate constraints for all

users.
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Chapter 4

Resource Allocation for
Orthogonally Precoded MIMO
Systems

4.1 Background

In recent years, the MIMO technology has drawn intensive attention since it promises

a capacity that is proportional to the smallest number of antennas used at the transmit

and the receive sites [29]. Many novel MIMO transceiver designs have been proposed

and verified in past decade. In [30], the BLAST (Bell Labs Layered Space-Time) ar-

chitectures proposed exploits the capacity advantage of multiple antenna systems for

multiplexing. A simple but ingenious transmit diversity technique-the Alamouti scheme

[31], is designed to achieve diversity gain and has been adopted in the standards of many

communication systems. In addition, SVD also can be used in MIMO systems as the

beam patterns of the beamforming technology to improve the system performance. Some

SVD based orthogonalization schemes have been proposed [32]-[33] for MIMO precoding

such that the co-channel interference (CCI) can be minimized. A basic assumption used

is that there exits enough orthogonal spatial channels that each user will have access

to at least one of them, which, unfortunately, may not always be valid. Besides SVD

based precoding, there are also other precoding schemes such as lattice-reduction based

precoding [34] or codebook based precoding [27]-[28]. In the design of our precoding
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scheme, we use the SVD to obtain the basis of the precoding vectors.

4.2 System Parameters and Transceiver Model

Consider a MIMO-OFDMA system with a single base station (BS) equipped with Tx

antennas and K mobile station (MS) users, each equipped with Rx antennas. The

frequency band used contains M subcarriers which are to be allocated to the K MS’.

Besides orthogonal subcarriers, such a system provides additional spatial channels for

transmission.

Let the kth MS’ channel matrix for subcarrier m be denoted by the Rx × Tx matrix

Hmk. Applying SVD to Hmk gives

Hmk = UmkΛmkV
†
mk (4.1)

where Umk contains the left singular vectors of Hmk and Um,k contains the right singular

vectors of Hmk. Λmk is the diagonal matrix with diagonal entries being the singular

values (SVs). In order to separate the signals from different user perfectly the proposed

scheme provides at most R eigen-channels on the same subcarrier where R is the rank

of the MIMO channel matrix. (Here we assume that the channel matrices of all users

are all full rank. Although there are still the case that the channel matrix may be rank-

deficient due to the spatial correlation, we can still suppose the channel matrix be full

rank with some negligible eigenmode magnitudes.) It is well known that the right and

left singular vectors can be used as the pre-processing and post-processing vectors such

that the receiver can easily extract the data symbol without interference.

Define the eigenchannel coefficient Armk by Armk = 1 if user k is to use the mth

subcarrier’s rth eigenchannel and Armk = 0, otherwise. Then the received signal corre-

sponds to subcarrier m of user k can be expressed as

ymk = Hmk

R∑
i=1

K∑
j=1

Aimj
√
pimjtimjximj + nmk, (4.2)
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where ximj denotes the data symbol of user j carried by the ith eigenchannel of subcarrier

m. Timj and pimj are the pre-processing vector and transmit power, respectively. The

entries of the Rx × 1 noise vector nmk are i.i.d. zero-mean complex Gaussian random

variables with variance σ2. xrmk, the kth user’s data symbol transmitted over the rth

eigenchannel of subcarrier m, is pre-multiplied by the pre-processing vector Trmk to form

the Tx data symbols which are then transmitted with power prmk. Pre-multiplying the

received signal ymk by the post-processing vector Wrmk, we obtain

rrmk = w†
rmkymk

= w†
rmkHmk

R∑
i=1

k∑
j=1

Aimj
√
pimjtimjximj +w†

rmknmk

where † denotes conjugate transpose.

4.3 Spatial Channel Assignment and Related Signal

Processing

4.3.1 Orthogonal signal processing scheme

We use a simple example to illustrate the basic idea of the proposed scheme. Assume

Tx = Rx = 2, K = 2 and the subcarrier m channel matrices for the two users, Hm1 and

Hm2, are of full rank and have the SVDs

Hm1 = Um1Λm1V
†
m1

= [um
11u

m
12]

[
sm11 0
0 sm12

] [
vm†
11

vm†
12

]
(4.3)

and

Hm2 = Um2Λm2V
†
m2

= [um
21u

m
22]

[
sm21 0
0 sm22

] [
vm†
21

vm†
22

]
(4.4)

where sm11 = max{smij : i, j = 1, 2}. We assign the strongest eigenchannel to user 1 and

allow user 2 to use one that is orthogonal to the strongest one. In other words, we use
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vm
11 and um

11 as the pre-processing vectors and assume those for user 2 are of the form

v̄m
2 = α1v

m
21 + α2v

m
22 and ūm

2 = β1u
m
21 + β2u

m
22, where α and β are weighting coefficients

to be determined. The corresponding received signal from user 1 is given by

ym1 = Hm1(
√
pm1v

m
11xm1 +

√
pm2v̄

m
2 xm2) + nm1, (4.5)

which, after post-processing, becomes

r1m1 = um†
11 ym1

= um†
11 Hm1(

√
pm1v

m
11xm1 +

√
pm2v̄

m
2 xm2) + nm1

=
√
pm1s

m
11xm1 + sm11(α1v

m†
11 v

m
21 + α2v

m†
11 v

m
22)u

m
11 + um†

11 nm1. (4.6)

To eliminate co-channel interference from user 2, we need

α1 = −
vm†
11 v

m
22

vm†
11 v

m
21

α2. (4.7)

Similarly, to completely suppress interference into user 2’s received waveform, we need

β1 = −
sm22v

m†
22 v

m
11

sm21v
m†
21 v

m
11

β2. (4.8)

The resulting α’s and β’s should then be normalized such that the norm of the processing

vectors are all equal to unity.

The received signal-to-noise ratio (SNR) for the two eigenchannels are given by

SNRm1(1) =
(sm11)

2pm1

σ2
, (4.9)

SNRm2(2) =
(sm21α1β1 + sm22α2β2)

2pm2

σ2
(4.10)

where the numbers in the subscript brackets denote the indices of the users who have

the access to the corresponding eigenchannels.

To be more specific, if the BS wants to transmit the data to user k through the rth

eigenchannel on subcarrier m, we should have

w†
imji

Hmjitrmk
√
prmkxrmk = 0 i = 1, · · · , (r − 1) (4.11)
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and

w†
rmkHmktimji

√
pimjiximji = 0 i = 1, · · · , (r − 1) (4.12)

where ji denotes the index of the user to whom the ith eigenchannel is assigned. Since

trmk and wrmk can be written as

trmk =
r∑

l=1

αklv
m
kl , (4.13)

wrmk =
r∑

l=1

βklu
m
kl (4.14)

(4.11) and (4.12) are equivalent to

w†
imji

Hmji

(
r∑

l=1

αlkv
m
kl

)
√
prmkxrmk = 0 i = 1, · · · , (r − 1) (4.15)

and (
r∑

l=1

βlku
m
kl

)†

Hmktimji

√
pimjiximji = 0 i = 1, · · · , (r − 1). (4.16)

The above equations and the condition that the the precoding vectors should be nor-

malized to render unity norm imply that the corresponding gain to noise ratio (GNR)

is given by

GNRm1(k) =
|sk1|2

σ2

GNRmr(k) =

∣∣∣∣ r∑
i=1

αiβiski

∣∣∣∣2
σ2

, r ̸= 1 (4.17)

Similarly, if user k wants to transmit the data to the BS through the rth eigenchannel

on subcarrier m, the following identities should be satisfied.(
r∑

l=1

βlu
m
kl

)†

Hmktimji

√
prmkxrmk = 0 i = 1, · · · , (r − 1) (4.18)

and

w†
imji

Hmji

(
r∑

l=1

αlv
m
kl

)
√
pimjiximji = 0 i = 1, · · · , (r − 1). (4.19)
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Our design philosophy is to force the user whose candidate transmit channels have

weaker eigenmodes to “fit” the user(s) with stronger eigenmodes by transmitting over

an eigenchannel which lies within the dual space of the space spanned by all previously

selected eigenchannels. Each new eigenchannel is obtained by using proper processing

vectors which are linear combinations of known eigenvectors. The process is similar to a

Gram-Schmidt orthonormalization process except that the process follows the descend-

ing eigen-magnitude order. Hence, a precoder based on the above design procedure is

henceforth referred to as a Gram-Schmidt (GS) precoder. Once the assignment and the

orthogonalizing weighting coefficients of the first r eigenchannels are determined, the

corresponding GNR can be computed accordingly.

4.3.2 Non-orthogonal signal processing scheme

In the previous subsection, we consider MIMO systems that use a orthogonal precoding

scheme so that system users can transmit through distinct eigenchannels on the same

subcarrier without causing interference to each other. For such a scheme, however, the

maximum eigenchannel number is bounded by the rank of the MIMO channel matrix (R)

and thus the spectrum efficiency may be constrained. To increase the spectrum efficiency,

we allow more than R users to transmit over the eigenchannels on the same subcarrier. In

this situation, the co-channel interference among users is no longer avoidable. Therefore,

the associated optimization problem becomes more complicated due to the constraints

on the tolerable inter-channel interference (ICI).

Based on the GS precoder design, we provide R − 1 orthogonal eigenchannels for

users with no interference and additional Q (R ∼ R + Q − 1) eigenchannels with var-

ious tolerable interference levels. For the R − 1 orthogonal eigenchannels, the way to

choose the pre-processing and post-processing vectors is the same as that described in

previous subsection. That is, for the user to whom the rth eigenchannel is given, the

pre-processing and post-processing vectors are the linear combinations of first r left and
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right singular vectors, respectively. In order that the Q non-orthogonal eigenchannels do

not induce interference to the R− 1 orthogonal eigenchannels, we require that the users

who are allocated non-orthogonal eigenchannels to transmit over an eigenchannel which

lies in the null space spanned by all R− 1 orthogonal eigenchannels. More specifically,

they use linear combinations of R singular vectors as the processing vectors to project

the transmitting signal to the null space of the R − 1 dimensional space spanned by

orthogonal eigenchannels.

Although the non-orthoganal eigenchannels will not interfere with the R− 1 orthog-

onal eigenchannels, the co-channel interference among the non-orthogonal eigenchannels

is unavoidable. Here we define Bmk = 1 if user k is to transmit on the mth subcarrier’s

non-orthogonal eigenchannel and Bmk = 0, otherwise. The GINR (gain to interference

and noise ratio) for users k who is allowed to transmit data on the non-orthogonal

eigen-channels can be expressed as:

GINRmk =

(
R∑
i=1

αkiβkiski

)2

σ2 +
K∑

i=1,i ̸=k

∣∣∣w†
mkHmkBmitmi

∣∣∣2 p′mi

(4.20)

If we define
R∑
i=1

αkiβkiski as gmk (the channel gain of user k) and w†
mkHmkBmitmi (the

correlation between user k and user i) as ρmki, then (4.20) can be simplified as:

GINRmk =
|gmk|2

σ2 +
K∑

i=1,i̸=k

|ρmki|2p′mi

(4.21)

It is noted that if a user is assigned more than one non-orthogonal eigen-channels,

the interference will become too large since the correlation is unity. Therefore, we will

assign one non-orthogonal eigenchannel to the same user at most.

4.4 Problem Formulation

Now we are ready to recast in mathematical form the RA problem of assigning subcar-

riers, and the corresponding power and the number of bits loaded to users such that the
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total transmit power of the system is minimized while the QoS of each user is satisfied.

Let Rk be the rate requirement for user k (bits/per OFDM symbol) and brmk the

number of bits transmitted over the mth subcarrier using the rth eigenchannel. bmax de-

notes the maximum bit number (the highest modulation order) allowed to be carried by

an eigenchannel. Moreover, let b′mk and p′mk be the number of bits and the correspond-

ing power transmitted over the mth subcarrier using the non-orthogonal eigenchannel

by user k. The RA problem can then be stated as

min
Armk,prmk,Bmk,p

′
mk

M∑
m=1

R−1∑
r=1

K∑
k=1

Armkprmk +
M∑

m=1

K∑
k=1

Bmkp
′
mk (4.22)

subject to the following constraints:

R−1∑
r=1

M∑
m=1

brmk +
M∑

m=1

b′mk = Rk ∀ k (4.23)

R−1∑
r=1

K∑
k=1

Armk = R− 1 ∀ m (4.24)

K∑
k=1

Bmk = Q ∀ m (4.25)

Armk ∈ {0, 1} ∀ r,m, k (4.26)

Bmk ∈ {0, 1} ∀ m, k (4.27)

prmk, p
′
mk ≥ 0 ∀ r,m, k (4.28)

bmax ≥ brmk, b
′
mk ≥ 0 ∀ r,m, k (4.29)

where prmk = f(BERk, brmk, GNRmr(k)) if Armk = 1 and prmk = 0, otherwise. BERk

represents user k’s target BER and f(·, ·, ·) usually has a closed-form expression. If an

M -ary quadrature amplitude modulation (M -QAM) is employed, then f(·, ·, ·) or prmk

is given by [35]

prmk =
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk − 1

1.5
(4.30)

Moreover, the optimization problem becomes the orthogonal scheme via modifying

(4.22), (4.24), (4.29) and omitting (4.23), (4.25), (4.27). Consequently, (4.22), (4.24),
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and (4.29) are modified as

min
Armk,prmk

M∑
m=1

R∑
r=1

K∑
k=1

Armkprmk

R∑
r=1

K∑
k=1

Armk = R ∀ m

bmax ≥ brmk ≥ 0 ∀ r,m, k

Note that we only consider the case that
∑K

i=1 Ri ≤ RMbbmax since if we have∑K
i=1 Ri > RMbbmax, the optimization problem will have no feasible solution. The

above optimization problem is a mixed-integer problem which is NP-hard.

To find the optimal solution all transmission resources–subcarriers, eigenchannels,

bits and power–should be jointly allocated, which, unfortunately requires very high

computational complexity. Suboptimal solutions with modest complexity are perhaps

more practical and desirable.

4.5 A ICI-Constrained Resource Allocation Algo-

rithm

In this section, we propose a dynamic resource allocation algorithm for the non-orthogonal

pre-coding scheme described above. The algorithm contains three steps. We assign the

orthogonal eigenchannels and non-orthogonal eigenchannels in step one and step two,

respectively. In the last step, we describe how to modify the conventional bit-loading

algorithm such that it can be suitable for this case.

4.5.1 Step 1: an Space/Frequency Allocation Algorithm

In step one, we determine how to assign R − 1 orthogonal eigenchannels to the users.

Since the way to choose the pre-processing and post-processing vectors and the compu-

tation of the GNR for R − 1 orthogonal eigenchannels is the same as mentioned in the

previous section, we will assign R − 1 orthogonal eigenchannels based on the proposed

efficient space/frequency resource allocation algorithm described below.
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We first determine the required eigenchannel number for each user and assign the

eigenchannels to the users using a modified version of the two-phase algorithm of [36]-

[37]. Then we use the conventional bit-loading algorithm to allocate bits over each user’s

eigenchannel subset and compute the required transmit power.

Determine the required

eigenchannel number for each user.

Assign eigenchannels to users.

Use the conventional bit-loading algorithm to 

allocate bits over each user's eigenchannel subset.

Compute the required transmit power.

Figure 4.1: Flow Chart Description of Algorithm I.

In the first phase we compute the required eigenchannel number for each user accord-

ing to the QoS and the average channel condition. For each subcarrier, say, the mth, we

sort the maximum eigenmodes λmax(k,m) of the channel matrices Hmk, k = 1, 2, · · · , K

in descending order, i.e.,

λmax(k1,m) > λmax(k2,m) > · · · > λmax(kK ,m),

where

ki = arg max
k∈IK\{k1,k2,ki−1}

λmax(k,m), and IK = {1, 2, · · · , K}

and set Armk = 1 if k = kr. If R < K we set ARmk = 1 for those k = ki, i > R.

The computing of the weighting coefficients and the corresponding GNR follow that
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Table 4.1: Algorithm for computing the required eigenchannel number.

Step 1: (assume Tk has been computed for all k
according to (3.1) )
(initialization) cmax

k = ⌈Rk/bmin⌉;
ck = cmin

k = ⌈Rk/bmax⌉ for each k

Step 2: while
K∑
k=1

ck < RM and ck < cmax
k ∀k

for k = 1 : K
if ck < cmax

k

P̄k = ck · f(BERk,
Rk

ck
,Tk)

P̄ new
k = (ck + 1) · f(BERk,

Rk

(ck+1)
,Tk)

∆Pk = P̄k − P̄ new
k

end
end
w = argmaxk ∆Pk

cw = cw + 1
end

described in Section II-B. Define the average channel condition for user k by

Tk =
1

M

M∑
i=1

R∑
j=1

AjikGNRij(k). (4.31)

The minimum required eigenchannel number for user k is ⌈Rk/bmax⌉. The actual eigen-

channel number ck is determined by iteratively verifying the relative reduction of the

total transmit power after the allocation of an additional subcarrier. The detailed algo-

rithm is given in Table. 4.1.

After determining ck’s, we then assign the eigenchannels on all subcarriers to each

user based on the eigenmode magnitudes of the channel matrix and GNRs as described

in the previous section. Let the kth eigenchannel of the mth subcarrier be represented

by the two-tuple (k,m). The channel assignment follows the order (1, 1) → (1, 2) →

· · · → (1,M) → (2, 1) → (2, 2) → · · · → (2,M) → (3, 1) → · · · . That is, we assign the

first eigenchannel on all subcarriers first, and then assign the second eigenchannel on all

subcarriers, and so on. The ordering of subcarriers in the channel assignment process

is important as once the eigenchannels of a subcarrier are assigned, no re-assignment
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is allowed. When assign rth eigenchannel on all subcarriers, we first sort the user on

each subcarrier according to their GNRmr(k) in descending order and denote the largest

GNRmr(k) on the mth subcarrier as Qm and then sort subcarriers according to Qm in

descending order. Once the order of the subcarrier is determined, we assign the eigen-

channel to the user with largest GNR; see Table 4.2 for details. After finishing channel

assignment, we use the conventional bit-loading algorithm to allocate bits and compute

the corresponding required transmit power for each user. This algorithm initially allo-

cates zero bit to all subcarriers and then allocates bit by bit to the subcarrier which

requires the least additional transmit power. The allocation process repeats until all

data rate requirements are satisfied. The details of the bit-loading algorithm is given in

Table 4.3. For a given set of assigned eigenchannels, the proposed bit-loading algorithm

is optimal which we summarize below.

Lemma 4.5.1. For a fixed eigenchannel assignment, the bit allocation algorithm de-

scribed by Table 4.3 is optimal, i.e., it results in minimum power consumption.

Proof. For the given BER and the GNR of the eigenchannel assigned to user k, define
∆f(brmk) as

∆f(brmk) =

{
f(BERk, brmk, GNRmr(k))− f(BERk, brmk − 1, GNRmr(k)), if brmk ≥ 1

f(BERk, brmk, GNRmr(k))− f(BERk, 0, GNRmr(k)), if brmk < 1

The author of [38] introduce necessary and sufficient conditions for a discrete bit allo-

cation to be optimal:

1. ∆f(brmk) ≤ ∆f(br′m′k + 1) ∀r, r′ = 1, 2, . . . , R , ∀m,m′ = 1, 2, . . . ,M (efficient)

2.
R∑

r=1

M∑
m=1

brmk = Rk (B-tight)

Any bit distribution that satisfies the above conditions is an optimal solution. The

second condition is clearly satisfied since the bit-loading algorithm will not stop until

the loaded bits achieve the user data rate requirement. As for the first condition, we

first show that ∆f(brmk + 1) > ∆f(brmk) for all r, m and k. Since we use a closed form

39



expression to estimate the require power when QAM modulation is used (4.30), we have

∆f(brmk + 1) = f(BERk, brmk + 1, GNRmr(k))− f(BERk, brmk, GNRmr(k))

=
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk+1 − 2brmk

1.5

=
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk

1.5

>
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk−1

1.5

=
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk − 2brmk−1

1.5

= ∆f(brmk) for brmk > 0

and

∆f(brmk + 1) = f
(
BERk, brmk + 1, GNRmr(k))− f(BERk, brmk, GNRmr(k)

)
=

1

GNRmr(k)

ln

(
1

5BERk

)
2brmk+1 − 2brmk

1.5

=
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk

1.5

> 0

=
1

GNRmr(k)

ln

(
1

5BERk

)
2brmk − 0

1.5

= ∆f(brmk) for brmk = 0

If there exist a brmk and a br′m′k in the result of the bit-loading algorithm such that

∆f(brmk) > ∆f(br′m′k +1), this will contradict the step 2 in bit-loading process because

when deciding to increase the bits of the rth eigenchannel on the mth subcarrier from

brmk − 1 to brmk, the power increment of loading a bit to the r′th eigenchannel on the

m′th subcarrier is less than the power increment of loading a bit to the rth eigenchannel

on the mth subcarrier. Therefore, the result of the bit-loading process must satisfy the

first condition.

One of the advantages of this algorithm is its low computational complexity. We

need only to perform bit-loading for each user once; the complexity analysis is discussed
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Table 4.2: The eigenchannel assignment algorithm.

Step 1: (initialization) Set all Armk = 0.
Step 2: while ck > 0 ∀k

for r = 1 : R
Qm = maxk GNRmr(k)

Arrange all subcarriers by decreasing order
of Qm such that Q1 ≥ Q2 ≥ ... ≥ QM .
for m = 1 : M
Compute GNRmr(k)∀k according to the
previous 1∼(r-1) channel assignment
process. Let Dm = {GNRmr(1), GNRmr(2)

..., GNRmr(K)}. (If r = 1, then let
GNRmr(k) = λmax(k,m) ∀k. )

while
K∑
k=1

Armk = 0

w = argmaxk GNRmr(k) ∈ Dm

if cw > 0
Armw = 1, cw = cw − 1

else
Dm = Dm − {GNRmr(w)}

end
end

end
end

end

later. Another advantage of this algorithm is that it considers not only the fairness but

also the efficiency of the resource utilization. In step 1, we insure that every user is

assigned enough eigenchannels to transmit data so that outage will not occur. In step 2,

we assign eigenchannels to the user who has the highest eigenmode magnitude, making

the most of the available spatial resources.

4.5.2 Step 2 and 3: Assignment of non-orthogonal eigenchan-
nels and modified bit-loading algorithm

In Step two, since a user is given at most a non-orthogonal eigenchannel, there will be

K!
(K-Q)!

possible choices. A natural choice is the one with the largest sum GINR.
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Table 4.3: The conventional bit-loading algorithm.

Step 1: (initialization) Set all brmk = 0 and prmk = 0 for all r,m, k.
Step 2: for k = 1 : K

while
M∑

m=1

R∑
r=1

Armkbrmk < Rk

set pmin =∞, mindex = 0, and rindex = 0
for m = 1 : M
for r = 1 : R
if Armk = 1
ptemp = f(BERk, brmk + 1, GNRmr(k))−
f(BERk, brmk + 1, GNRmr(k))
if ptemp < pmin

mindex = m,rindex = r,pmin = ptemp

end
end

end
end
brindexmindexk = brindexmindexk + 1
prindexmindexk = prindexmindexk + pmin

end
end

Once all eigenchannels are allocated, we start to load the bits to the eigenchannels for

each user. The conventional bit-loading procedure is not suitable for each user cannot

be independently loaded due to the co-channel interference among the non-orthogonal

eigenchannels. Similar scenario occurs in digital subscriber line (DSL) systems. [40]

proposes a multi-user discrete bit-loading process for DSL systems. Our bit-loading

algorithm thus consists of a mixture of the conventional bit-loading algorithm and the

method proposed in [40]. The first part is to check the power increment after loading a

bit to the orthogonal eigenchannels. This part is just the same as the conventional bit-

loading algorithm since there is no interference between the orthogonal eigenchannels.

The second part is to check the power increment after loading a bit to the non-orthogonal

eigenchannels. Let bm = [b′m1 b′m2 · · · b′mK ]
T . By [35], the required SINR for user j to
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transmit b′mj through the orthogonal eigenchannel on subcarrier m can be expressed as:

γj(BERj, b
′
mj) = ln

(
1

5BERj

)
2b

′
mj−1

1.5
. (4.32)

The corresponding transmitting power p′mj should satisfy

|gmj|2p′mj

σ2 +
K∑

i=1,i ̸=j

|ρmki|2p′mi

≥ γj(BERj, b
′
mj) ∀ j,m (4.33)

which can be rearranged in a matrix form:

(I−Cm)pm ≽ ym ∀ m (4.34)

where

{Cm}i,j =


γj(BERj, b

′
mj)|ρmij|2

|gmi|2
, for i ̸= j

0, otherwise

(4.35)

pm = [p′m1 p′m2 · · · p′mK ]
T

(4.36)

ym =

[
γ1(BER1, b

′
m1)σ

2

|gm1|2
,
γ2(BER2, b

′
m2)σ

2

|gm2|2
, · · · , γK(BERK , b

′
mK)σ

2

|gmK |2

]T
. (4.37)

Here a ≽ b means the inequality holds element-wise. Then we can compute pm by

pm = (I−Cm)
−1ym ∀ m. (4.38)

If the solution pm is all-positive then it is a feasible solution that satisfies (4.34). Oth-

erwise, no feasible solution exists. The authors of [40] also show that if the solution of

(4.34) exists and the elements of the solution vector are all positive, the Perron eigen-

value (that is, the largest positive eigenvalue) of Cm, denoted as λ(Cm), must be less

than 1. In addition, pm computed by (4.38) is the Pareto optimal solution to (4.34).

In other words, any positive vector that satisfies (4.34) is greater than or equal to pm

element-wise. The modified bit-loading algorithm is now described as follows:
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1. Initialize bm = [0 0 · · · 0]T and pm = [0 0 · · · 0]T for m = 1, 2, · · · ,M .

2. Initialize brmk = 0 and prmk = 0 for all r,m, k.

3. For k = 1, 2, · · · , K, if
R∑

r=1

M∑
m=1

brmk +
M∑

m=1

b′mk < Rk

(a) check the smallest power increment after adding one bit among all orthogonal

eigenchannels assigned to user k. Denote it as P1k and record that it is belong

to which orthogonal eigenchannel.

(b) check the smallest power increment after adding one bit among all non-

orthogonal eigenchannels assigned to user k by using (4.38). It is noted that

we should confirm that the solution vector is positive by checking λ(Cm) is

less than 1 or not. Denote it as P2k and record that it is belong to which

non-orthogonal eigenchannel.

(c) Let P (k) be the smaller one of P1k and P2k and record that the bit and

the power increments are belong to which orthogonal (or non-orthogonal)

eigenchannel.

4. Find the user k with the smallest P (k) and add one bit to the corresponding

orthogonal(or non-orthogonal) eigenchannel. Go back to step 3 if

R∑
r=1

M∑
m=1

brmk +
M∑

m=1

b′mk < Rk, ∀ k

.

4.6 Complexity Analysis and Simulation Results

4.6.1 Computational Complexity Analysis

In this subsection, we analyze the complexity of the proposed resource allocation algo-

rithm for the non-orthogonal precoding scheme.
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The assignment of the R− 1 orthogonal eigenchannels is O ((R− 1)M

+(R− 1) (Klog2K +Mlog2M) + (R− 1)M). For assigning theQ non-orthogonal eigen-

channels, we check all K!
(K-Q)!

possible choices so the complexity is O
(
M K!

(K-Q)!

)
. Finally,

the complexity of the bit-loading algorithm is O

(
K∑
k=1

RkMR

)
= O(KRmaxMR). There-

fore, the total complexity isO
(
(R− 1)M + (R− 1)(Klog2K +Mlog2M) + (R− 1)M +M K!

(K-Q)!

+KRmaxMR) = O(KRmaxMR).

4.6.2 Simulation Results

In this subsection, we evaluate the performance of the non-orthogonal precoding scheme

and compare it with the performance of the orthogonal precoding scheme (using the

space/frequency allocation algorithm).

The performance of the non-orthogonal precoding scheme and the orthogonal precod-

ing scheme for downlink transmissions with different channel matrix rank value is shown

in Fig. 4.2-4.4, respectively. The average power is normalized by that of the single-user

case, i.e., when a single user has access to all eigenchannels and all subcarriers. We

define the average power ratio at BER=B as :

PB = 10 log10

(
Pavg,B

Pavg,10−5,single

)
(4.39)

where Pavg,B represents the average transmit power for a given modulation scheme at

BER=B and Pavg,10−5,single represents the average transmit power for the single user case

at BER=10−5.

We assume the number of the antenna at the BS and the MS are the same. The

antenna number is from 3 to 5. Each entry of the channel matrix is i.i.d. zero-mean, unit-

variance complex Gaussian The system has eight different modulation modes, BPSK,

QPSK, 8QAM, 16QAM, 32QAM, 64QAM, 128QAM and 256 QAM, respectively. For

simplicity, we assume that the required data rate and BER are the same for all users.

We can notice that when the rank of the channel matrix is 3, the performance of the

non-orthogonal precoding scheme is about 1 dB worse than the orthogonal precoding
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scheme. However, when we increase the rank to 4 and 5, the performance of the non-

orthogonal precoding scheme is better than the orthogonal precoding scheme by 0.7 and

1.8 dB, correspondingly.

The reason for this phenomenon is that for the rank 3 case, we provide 2 orthog-

onal eigenchannels and 2 non-orthogonal eigenchannels on each subcarrier in the non-

orthogonal precoding scheme. However, in the orthogonal precoding scheme, we pro-

vide 3 orthogonal eigenchannels on each subcarrier in total. This means that for the

non-orthogonal precoding scheme, we “sacrifice” 33% of the orthogonal eigenchannels

to get Q non-orthogonal eigenchannels (in this case, Q=2). However, the gain of the

non-orthogonal eigenchannels is not enough to compensate the loss of the orthogonal

eigenchannels. For rank 4 and rank 5 cases, 25% and 20% of the orthogonal eigen-

channels are sacrificed. This implies that when the rank of the MIMO channel matrix is

increased, the impact of sacrificing the orthogonal eigenchannels is reduced. But for each

case, we still provide Q non-orthogonal eigenchannels to users for the non-orthogonal

pre-coding scheme. Therefore, when the rank of the MIMO channel matrix is increased,

the advantage of the non-orthogonal pre-coding scheme will begin to appear.

In Fig. 4.5 and 4.6, the performance is not improved as we increase the value of

Q. This contradicts the intuition that the larger Q provides more eigenchannels (with

interference) than smaller Q. This is because the bit-loading algorithm used in the non-

orthogonal precoding scheme is not guaranteed optimal. The optimality is destroyed

by loading the bits to the non-orthogonal eigenchannel. Therefore, the result of the

bit-loading algorithm used in the non-orthogonal precoding scheme may be the local

optimal solution instead of global optimal solution. Thus, increasing the value of Q will

not insure the better performance.
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Figure 4.2: Average power ratio per user for a MIMO-OFDM downlink; 32 subcarriers,
128 bits per OFDM symbol, 4 users, rank=3.
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Figure 4.3: Average power ratio per user for a MIMO-OFDM downlink; 32 subcarriers,
192 bits per OFDM symbol, 4 users, rank=4.
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Figure 4.4: Average power ratio per user for a MIMO-OFDM downlink; 32 subcarriers,
240 bits per OFDM symbol, 4 users, rank=5.
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Figure 4.5: Average power ratio per user for a MIMO-OFDM downlink; 32 subcarriers,
144 bits per OFDM symbol, 4 users, rank=3.
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Figure 4.6: Average power ratio per user for a MIMO-OFDM downlink; 32 subcarriers,
192 bits per OFDM symbol, 4 users, rank=4.
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Chapter 5

Resource Allocation for MIMO
Systems with Codebook-based
Precoding

The precoding schemes we considered so far require complete channel state informa-

tion to achieve full performance gain. In a frequency-division duplex system, however,

full channel state information must be conveyed through a feedback channel. This is not

very efficient and practical due to the number of channel coefficients that needed to be

quantized and sent back to the transmitter over limited bandwidth control channels.

Precoding schemes for spatial multiplexing systems with limited feedback capacity

is more feasible in real-world applications [27]-[28]. The basic idea is that the transmit

precoder is chosen from a finite set of precoding matrices, called the codebook, known

to both the receiver and the transmitter. The receiver chooses the optimal precoder

from the codebook as a function of the current channel state information and sends the

binary index of this (precoder) matrix to the transmitter over a feedback channel. In

this chapter, we discuss the resource optimization problem for codebook-based MIMO-

OFDMA systems.

5.1 Transceiver Models and Precoding Criteria

50



5.1.1 System parameters and transceiver model

Again, we consider the uplink of a MIMO-OFDMA system with Rx transmit antennas

at the base station and Tx receiver antennas at mobile stations. The frequency band is

divided into M subcarriers. For the kth MS on the mth subcarrier, a bit stream is sent

into a vector encoder and modulator block where it is demultiplexed into N different

substreams. Each of the N bit substreams is then modulated independently using the

same constellation W . This yields a symbol vector of smk = [s1mk s2mk . . . sNmk]
T . For

convenience, we will assume that E[s†mksmk] = IN .

The symbol vector smk is then multiplied by an Tx ×N precoding matrix Fmk pro-

ducing a length Tx vector xmk =
√

Em

N
Fmksmk where Em is the total transmit energy

on the subcarrier m, Tx is the number of transmit antennas, and Tx > N . We assume

throughout the correspondence that Rx > M . Assuming perfect timing, synchroniza-

tion, sampling, and a memoryless linear matrix channel, this formulation allows the

baseband, discrete-time equivalent received signal to be written as

ymk =

√
Em

N
HmkFmksmk + vmk (5.1)

where Hmk is the channel matrix and vmk is the noise vector. We assume that the the

entries of vmk are independent and distributed according to CN (0, No). The received

vector is then decoded by a vector decoder, assuming perfect knowledge of HmkFmk ,

that produces a hard decoded symbol vector ˆsmk.

In this correspondence, the BS chooses a precoding matrix Fmk from a finite set of

possible precoding matrices F = [F1 F2 . . . FL] and conveys the index of the chosen

precoding matrix back to the transmitter over a limited capacity , zero-delay feedback

link.

At the receiver side, we consider linear receivers such as Zero-forcing (ZF) receiver and

MMSE receiver instead of the ML receiver due to the lower complexity of linear receivers.

Linear receivers apply an N × Rx matrix Gmk, chosen according to some criterion, to
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produce ˆsmk = Q(Gmkymk) where Q() is a function that performs single-dimensional ML

decoding for each entry of a vector. For a ZF linear receiver, Gmk = (HmkFmk)
+. When

a MMSE linear decoder is used, Gmk = [F†
mkH

†
mkHmkFmk + (NNo/Em)IN ]

−1F†
mkH

†
mk.

5.1.2 Precoding Criteria

In this subsection, we introduce the criteria for choosing the precoding matrix from the

predetermined codebook F . The author of [28] propose several precoding criteria for

minimizing average BER or maximizing the system capacity. In this report, we focus

on the criteria for minimizing average BER.

In [41], it is shown that in order to minimize a bound on the average probability of

a symbol vector error, the minimum substream SNR must be maximized. It was also

shown in [41] that the SNR of the nth substream on the mth subcarrier of the user k is

given by

SNR
(ZF )
mnk =

Em

NN0[F
†
mkH

†
mkHmkFmk]−1

n,n

(5.2)

for the ZF receiver and

SNR
(MMSE)
mnk =

Em

NN0[F
†
mkH

†
mkHmkFmk + (NN0/Em)IN ]−1

n,n

− 1 (5.3)

for the MMSE decoder, where An,n is the entry (n, n) ofA. Since the minimum substream

SNR will dominate the BER performance, when we are choosing the precoding matrix

Fmk from the codebook F for the user k on the mthe subcarrier, we will choose the

one with the maximum “minimum substream SNR.” That is, we will choose the ith

precoding matrix Fi such that

Fmk = argmax
Fi∈F

min
n=1∼N

SNRmnk (5.4)

where SNRmnk is determined by (5.2) or (5.3).
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5.2 Problem Formulation

Instead of minimizing the total transmit power or maximizing the overall system capacity

(throughput), we now choose to minimize the average BER performance with user peak

power constraints and proportional subcarrier number fairness.

In order to avoid co-channel interference (CCI), we adopt the single-user-per-subcarrier

policy, allowing each subcarrier to serve one user only. Define the subcarrier coefficient

Cmk and let Cmk = 1 if user k is to transmit on the mth subcarrier and Cmk = 0,

otherwise. Denote the transmit power of the nth substream on the mth subcarrier of

user k as pmnk. Then resource allocation problem is equivalent to solving the following

optimization problem.

arg min
Cmk,pmnk

1

MNK

M∑
m=1

N∑
n=1

K∑
k=1

CmkBERmnk (5.5)

subject to the constraints:

M∑
m=1

Cm1 :
M∑

m=1

Cm2 : . . . :
M∑

m=1

Cmk = R1 : R2 : . . . : RK (5.6)

K∑
k=1

Cmk = 1 ∀ m (5.7)

Cmk ∈ {0, 1} ∀ m, k (5.8)

pmnk ≥ 0 ∀ r,m, k (5.9)
M∑

m=1

N∑
n=1

Cmkpmnk = P̄ ∀ k (5.10)

where Rk denotes the date rate of user k and P̄ is the user’s power constraint. The con-

straint (5.6) means that the subcaarier numbers assigned to users are proportional to the

user’s data rates. As mentioned before, if an M -ary quadrature amplitude modulation

(M-QAM) is employed, then BERmnk or prmk is given by [35]

BERmnk =
1

5
exp

(
−SNRmnk

1.5

2b − 1

)
(5.11)

where b is the number of transmit bits of each substream.
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5.3 Resource Allocation Algorithms

In this section, we propose two adaptive resource allocation algorithms for both

subcarrier assignment and power loading.

5.3.1 The Subcarrier Assignment Algorithm

As mentioned in the previous section, in order to minimize average user’s BER, we have

to maximize the minimum substream SNR. Thus we will assign subcarriers based on the

minimum substream SNR of each user.

First, the subcarrier number of each user will be determined by the user’s data rate

such that

c1 : c2 : . . . : cK = R1 : R2 : . . . : RK (5.12)

where ck is the subcarrier number of the user k. After determining the subcarrier number

of each user, we then begin to assign subcarriers to the user. We assumed that the total

power of user k is equally distributed to the all substreams on the subcarriers assigned

to the user k. Thus SNR of the nth substream on the mth subcarrier of the user k is

given by

SNR
(ZF )
mnk =

Em

NN0[F
†
mkH

†
mkHmkFmk]−1

n,n

(5.13)

for the ZF receiver and

SNR
(MMSE)
mnk =

Em

NN0[F
†
mkH

†
mkHmkFmk + (NN0/Em)IN ]−1

n,n

− 1 (5.14)

for the MMSE decoder, as described in the previous section. The ordering of subcarriers

in the subcarrier assignment process is important as once the subcarriers are assigned,

no re-assignment is allowed. We first sort the user on each subcarrier according to their

minimum substream SNR in descending order and denote the largest SNRmnk on the
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mth subcarrier as Qm and then sort subcarriers according to Qm in descending order.

Once the order of the subcarrier is determined, we assign the subcarrier to the user with

largest minimum substream SNR. If that user has been assigned enough subcarriers,

then the current subcarrier will assigned to the remained users with largest minimum

substream SNR. The detail can be checked in Table 5.1.

Table 5.1: The subcarrier assignment algorithm.

Step 1: (initialization) Set all Cmk = 0.
Step 2: for m = 1 : M

for k = 1 : K
dmk = minnSNRmnk

end
Qm = maxk dmk

end
Arrange all subcarriers by decreasing order
of Qm such that Q1 ≥ Q2 ≥ ... ≥ QM .

Step 3: while ck > 0 ∀k
for m = 1 : M
Let Dm = {dm1, dm2, dm3, ..., dmK}.

while
K∑
k=1

Cmk = 0

w = argmaxk dmk ∈ Dm

if cw > 0
Cmw = 1, cw = cw − 1

else
Dm = Dm − {dmw}

end
end

end
end

5.3.2 The Power Loading Scheme

In the previous subsection, we assume that the total power of user k is equally distributed

to the all substreams on the subcarriers assigned to the user k and perform dynamic

subcarrier assignment to extract the diversity gain of multiuser MIMO-OFDMA systems.
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In this subsection, we consider the dynamic power loading to further enhance the overall

system performance.

As discussed before, our goal is to minimize the average BER. In [42], the author had

derived how to obtain the optimum power allocation for minimizing BER in multicarrier

systems. Now we follow the method proposed in [42] to get the optimal power loading

for the codebook based MIMO-OFDMA systems.

Since the subcarrier assignment has been done in previous subsection and we allow at

most one user to transmit signals on each subcarrier, there is no co-channel interference

and therefore the multiuser power loading is then decoupled into single user case. That

is, we can deal with the power allocation for each user individually.

The BER for the nth substream on the mth subcarrier is generally a function of

the corresponding power and GNR (gain to noise ratio), like (5.11). Because (5.11) is

a convex function with respect to the power pmnk, we can use the Lagrange multiplier

method with the total power constraint. The Lagrangian function of user k may be

expressed as

J(Pk11k, Pk12k, . . . , PkckNk) =
1

ckN

ck∑
t=1

N∑
n=1

BERktnk + λk(

ck∑
t=1

N∑
n=1

pktnk − P̄ ) (5.15)

where k1 ∼ kck is the subcarrier index assigned to the user k and λk denotes the Lagrange

multiplier. By differentiating (5.15) with respect to pktnk and setting it to zero, we obtain

a set of equations as

1

ckN

∂BERktnk

∂pktnk
+ λk = 0 k = 1, 2, 3, . . . , K. (5.16)

As mentioned before, BERktnk is the function of pktnk and GNRktnk (5.11). After some

computation, we can get

pktnk =
2b − 1

1.5GNRktnk

ln

(
0.3GNRktnk

ckNλk(2b − 1)

)
. (5.17)

But (5.17) still depends on the Lagrange multiplier λk. So we take (5.17) into the user’s
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power constraint
ck∑
t=1

N∑
n=1

pktnk = P̄ and then we can express λk as

λk = exp

− P̄ −
ck∑
t=1

N∑
n=1

2b−1

1.5GNRktnk
ln(

0.3GNRktnk

ckN(2b−1)
)

ck∑
t=1

N∑
n=1

2b−1

1.5GNRktnk

 . (5.18)

Thus, the corresponding power can then be computed. It is noted that if some sub-

streams’ power is negative after the computation, it means that the GNRs of these

substream are too low and these substreams should not be allocated any power in order

not to deteriorate the overall performance. In such case, we should exclude these sub-

streams and do the Lagrange multiplier method again until the power of all substreams

are not negative.

5.4 Complexity Analysis and Numerical Results

5.4.1 Computational Complexity Analysis

In this subsection, we analyze the complexity of the subcarrier assignment algorithm

and the power loading algorithm.

For the subcarrier assignment algorithm, the complexity of step 2 is O(KNlog2N +

MKlog2K+Mlog2M), and for step 3 the complexity is O(MK), so the total complexity

of the subcarrier assignment algorithm is O(KNlog2N+MKlog2K+Mlog2M+MK) =

O(MKlog2K). And for the power loading algorithm, the complexity is O(NM).

5.4.2 Numerical Results

Selected simulated performance of the proposed resource allocation algorithm are pre-

sented in this subsection. First the performance of the subcarrier assignment algorithm

for the codebook based MIMO-OFDAM systems is shown in Fig. 5.1-5.4. For Fig.

5.5-5.7, we evaluate the performance of the proposed power-loading algorithm.

We assume each Hmk is a 4× 2 (4 antennas at the BS and 2 antennas at each MS)

matrix for 2 substream codebook and 4 × 3 (4 antennas at the BS and 3 antennas at
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each MS) matrix for 3 substream codebook with i.i.d. zero-mean, unit-variance complex

Gaussian entries. The system’s modulation mode is BPSK. For simplicity, we assume

that the required data rate are the same for all users. The codebook used here is from

802.16e standard.

In Fig. 5.1 and 5.2, we compare the subcarrier assignment algorithm for the ZF

receiver with fixed subcarrier assignment scheme. From the figures we can find that

the performance of the dynamic subcarrier assignment is better than fixed subcarrier

assignment by almost 4dB at BER=10−2 for the 2 substream case and more than 4dB

at BER=10−2 for the 3 substream case. The same result can also be found when the

MMSE receiver is used (Fig. 5.3 and 5.4). The performance of the dynamic subcarrier

assignment is better than fixed subcarrier assignment by 3dB at BER=10−2 for the 2

substream case and 2.5 dB at BER=10−2 for the 3 substream case.

For the dynamic power loading algorithm, we compare the performance of it with the

equally power distributed system. We consider three different scheme:fixed subcarrier

assignment without codebook precoding, fixed subcarrier assignment with codebook

precoding and dynamic subcarrier assignment with codebook precoding. Here we assume

QPSK modulation is used. In Fig. 5.5, using the dynamic power loading algorithm will

provide nearly 1.5dB gain at BER=10−2 over the equally power distributed system in the

fixed subcarrier assignment without codebook precoding environment. In Fig. 5.6, the

dynamic power loading algorithm also achieves approximately 1dB gain at BER=10−2 in

the fixed subcarrier assignment with codebook precoding environment. Finally, in Fig.

5.7, the dynamic power loading algorithm is superior to the equally power distributed

system in the dynamic subcarrier assignment with codebook precoding environment by

more than 1.5dB at BER=10−4.

These figures (Fig. 5.5-5.7) also show that the improvement of the dynamic power-

loading algorithm is more obvious in the fixed subcarrier assignment without codebook

precoding environment. This is because that without precoding, the variation of the
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channel condition is much larger. Simulation results show that the variance of GNR is

reduced by almost 50% after precoding. Therefore, the performance gain offered by the

power-loading algorithm is smaller in the other two cases.
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Figure 5.1: Average BER performance for the ZF receiver ; 128 subcarriers, 8 users, 2
substreams.
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Figure 5.2: Average BER performance for the ZF receiver ; 128 subcarriers, 8 users, 3
substreams.

0 1 2 3 4 5 6 7 8 9 10
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

B
E

R

Eb/No

 

 

Fixed MMSE
Adaptive MMSE

Figure 5.3: Average BER performance for the MMSE receiver ; 128 subcarriers, 8 users,
2 substreams.
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Figure 5.4: Average BER performance for the MMSE receiver ; 128 subcarriers, 8 users,
3 substreams.
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Figure 5.5: Average BER performance for the ZF receiver; fixed subcarrier assignment
without codebook precoding ; 128 subcarriers, 16 users, 2 substreams.
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Figure 5.6: Average BER performance for the ZF receiver ; fixed subcarrier assignment
with codebook precoding ; 128 subcarriers, 16 users, 2 substreams.
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Figure 5.7: Average BER performance for the ZF receiver ; dynamic subcarrier assign-
ment with codebook precoding ; 128 subcarriers, 16 users, 2 substreams.
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Chapter 6

Conclusion

In this report, we first review the work of the first and second year and the detail

can be found in the previous reports. In the final year, we consider the allocation

of radio resources in a MIMO-OFDMA system. It is critical in maximizing resource

efficiency, system capacity, and mitigating interference. We have presented two SVD-

based precoding schemes (orthogonal and non-orthogonal precoding) that minimize the

total consumed power while meeting various rate and SINR requirements. Since the

orthogonal precoding scheme is applied only when the number of user is small or equal

to the rank of channel, we extend our concern to non-orthogonal precoding schemes

that guarantee zero or limited co-channel interference to further increase the spectrum

efficiency. An adaptive resource allocation algorithm is proposed and its numerical

performance is given. It is found that the lift of the orthogonal constraint leads to

improved performance when the rank of the channel matrix is sufficient.

We also consider the resource allocation issue for spatial multiplexing systems with

limited feedback (codebook based precoding) and present subcarrier assignment and

power loading algorithms that minimize the average BER performance. The simulation

results show that these dynamic resource allocation methods do indeed yield low average

BER performance.

Some results in these three years have also been published in conferences and the

associated information are listed below.
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