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Improvement and Generalization of a Parallelized Hybrid DSMC-NS Code
and Its Applications (Second Year)
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Abstract

Several important flow problems often involve
continuum and rarefied regions in the flow fields.
Numerical simulations of these flows can not be done
properly alone using either continuum or particle
method. Hybrid of continuum and particle methods is
often required to properly resolve the flow fields. In
this 3-year project, we proposed to refine and
improve our previously developed parallelized hybrid
DSMC-NS code. In the first year, we have converted
the 3-D PDSC (Parallelized Direct Simulation Monte

Carlo Code) into a general-purpose DSMC which
features 2-D, 2-D axisymmetric and 3-D
functionalities. In the second year, we have applied
the NS equation solver to solve for chemical reacting
flow field near the typical ramjet and scarmjet. In
addition, we have also developed and validated a new
mesh refinement, named virtual mesh refinement, for
unstructured grids. Some issues related to these are
discussed in this report.

Keywords: parallelized DSMC, hybrid DSMC-NS
code, virtual mesh refinement.

1. Introduction

Several technically important flow problems often
involve continuum and rarefied regions in the flow
fields. Examples include expanding reaction control
system plumes from a space vehicle™, hypersonic
flows past a blunt body”, expanding plumes from a
rocket at high altitude®, high compression ratio
turbomolecular pump® and jet-type chemical vapor
deposition”, to name a few. Unfortunately, neither
continuum nor rarefied flow solver can be used alone
to accurately and efficiently solve the entire flow field.
Thus, how to efficiently and accurately simulate this
kind of flows represents a great challenge to the
computational fluid dynamics community at large.

Prior studies in solving flow fields involving
continuum and rarified regions employed the hybrid
DSMC-NS schemes with various approaches of
coupling the particle and continuum methods.
Detailed reviews of these approaches can be found in
Schwartzentruber and Boyd®” and Wu, et al.” and
references cited therein. In general, a hybrid DSMC-
NS method applies the concept of spatial domain
decomposition to distinguish the computational
domain of rarefaction or thermal non-equilibrium to



be modeled by the DSMC method, and the
computational domain of continuum to be solved by
the CFD (NS, Euler or Stokes) solver. Success of such
hybrid numerical method relies upon four important
issues”: 1) Accurate and efficient method in
determining the breakdown region; 2) Proper and
efficient flow properties exchange at breakdown
interface; 3) The effect of steadiness of the flow
solution on designing data exchange at the interface; 4)
Proper detection of coupling convergence. In the
present paper, we focus on the first and fourth issues
that can further improve the efficiency of the hybrid
DSMC-NS algorithm.

Wu, et al.” has developed a parallelized hybrid
DSMC-NS scheme with unstructured grids, in which
a continuum breakdown parameter'” (Knyo=
max[Knp, Kny; Knr]) where Kng=|VQO[xA/Q and a
thermal non-equilibrium indicator (Pr,.=|(Ty-T;0:)/ Tt
were used to determine the continuum and thermal
equilibrium breakdown regions, respectively. A
domain overlapping strategy, taking advantage of
unstructured data format, with Dirichlet-Dirichlet
type boundary conditions based on these two
breakdown parameters is used iteratively to
determine the choice of solvers in the spatial domain.
These breakdown regions were simulated using the
more expensive DSMC method, while other regions
were simulated using the relatively cheaper NS
equation solver. Normally, the size of the overlapping
region is about 2-3 layers extending from the particle
side towards continuum side to make sure the
Maxwellian distribution can be applied accurately at
solver-solver boundaries. Results showed that, not
only the leading edge and shock, but also the
boundary layer regions are identified as breakdown
regions, in which large velocity gradient due to high-
speed flows is often the dominating factor in
determining K, -

In brief summary, there are still several issues,
which require further investigation. First, the
inclusion of the boundary layer as the continuum
breakdown region often caused slow convergence or
even wrong solution of the coupling, which was also
found by Schwartzentruber and Boyd'". Now
question arises: is it truly continuum breakdown in
the whole domain of boundary layer? Second, no
automatic convergence mechanism of the coupling
was tested, which is important in practice. Only
constant number of iterations in both NS and DSMC
were employed to obtain the final coupling solution.
Third, the computational cost could be higher than
the pure DSMC solution mainly due to the expensive
DSMC simulations for several couplings. Any
strategy of reducing the computational cost of DMSC
should be highly welcome. This issue has been
addressed by Schwartzentruber and Boyd®” by using
so-called “sub-relaxation” scheme in DSMC
sampling and will not be discussed here. In this
report, we intend to address the first two issues and
hopefully we can improve the hybrid DSMC-NS

algorithm to become a more practical tool in
simulating flow field involving continuum and
continuum/thermal equilibrium breakdown regions,
such as hypersonic flows.

The present midterm report is organized as follows.
Numerical methods are introduced briefly in Section
2, in which the NS equation solver and DSMC code
are included. Section 3 presents the results of CFD
simulation and validation of a virtual mesh
refinement in PDSC. Finally, in Section 4, the
conclusions of the present study are summarized
along with several possible future directions of
research.

2. Numerical methods

2-1. The NS equation solver

The CFD methodology is based on a multi-
dimensional, finite-volume, viscous, chemically
reacting, unstructured grid, and pressure-based
formulation. Time-varying transport equations of
continuity, species continuity, momentum, total
enthalpy, turbulent kinetic energy, and turbulent
kinetic energy dissipation were solved using a time-
marching sub-iteration scheme and are written as:
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A predictor plus corrector solution algorithm was
employed to provide coupling of the governing
equations. A second-order central-difference scheme
was employed to discretize the diffusion fluxes and
source terms. For the convective terms, a second-
order upwind total variation diminishing difference
scheme was used. To enhance the temporal accuracy,
a second-order backward difference scheme was
employed to discretize the temporal terms. Details of
the numerical algorithm can be found in Ref’s '?7'¥).

An extended k-¢ turbulence model'” was used to
describe the turbulence. A modified wall function
approach was employed to provide wall boundary
layer solutions that are less sensitive to the near-wall
grid spacing. Consequently, the model has combined
the advantages of both the integrated-to-the-wall
approach and the conventional law-of-the-wall
approach by incorporating a complete velocity profile
and a universal temperature profile'”. A finite-rate
chemistry chemical reaction mechanism'??” was



used to describe the combustion process occurs inside
the scramjet combustion chamber.

In the present numerical investigation,
hydrogen/air combustion conditions are of interest. A
reduced 9-step hydrogen/oxygen reaction chemical
kinetics mechanism '>"'¥ is employed for the
combustion simulation. This chemistry model is
summarized in Table 1.

2-2. DSMC method

The direct simulation Monte Carlo (DSMC)
method is a computational tool for simulating flows
in which effects at the molecular scale become
significant”. The Boltzmann equation, which is
appropriate for modelling these rarefied flows, is
extremely difficult to solve numerically due to its
high dimensionality and the complexity of the
collision term. DSMC provides a particle based
alternative for obtaining realistic numerical solutions.

In this report, a new mesh-refining process
(virtual mesh refinement) for DSMC using
unstructured grids, which is based on the TAS
(transient adaptive sub-cell) concept, is introduced to
virtually refine the background cells. Virtual mesh
refinement (VMR) based on the data obtained on the
initial DSMC simulation using the background grid.
The results of the initial DSMC simulation are used
to determine the local mean free path in each
background cell, which is then compared with the
corresponding cell size. The result of comparison is
then used to calculate the number of refined cells in
each coordinate direction required to resolve the local
mean free path in background cell. Note the refined
cell is organized as Cartesian structured grids with
the same cell size. Refined cell size is normally taken
to be less than one half of the local mean free path,
although it can be controlled by the user. A typical
example is schematically shown in Figure 1. One
important advantage is the particle tracing becomes
very efficient which results directly from the use of
Cartesian structured grids for the refined cells. The
sub-cell in each background cell, which contains the
background cell centroid is also identified in this step.
This will be used in the final data output.

In addition, area of each sub-cell (“area” in two-
dimensional case; “volume” in three-dimensional
case), which is geometrically inside the background
cell, is calculated using the Monte Carlo (MC)
method. Note the area of the sub-cell (or volume) is
required in calculating the number of collision pairs
such as NTC method®". The reason not to apply the
conventional method such as coordinate geometry is
that it becomes very cumbersome and complicated as
it is extended to three-dimensional case. The MC
method is easy in concept as well as practical
implementation, as shown schematically in Figure 2.
Each particle with randomly assigned position is
checked if it is located in the background cell. Once it
is located in the background cell, then the sub-cell

which contains the particle is easily determined by
taking advantage of the Cartesian structured sub-cells.
Only those particles located inside the sub-cell and
background cell are counted for the area calculation.
The area of the ith sub-cell inside the background cell
is thus calculated as follows:

Ny
V. =V.xRIYR

i=1

where Ri is the number of particles located inside the
ith sub-cell, Vc is the area of background cell and Nve
is the total number of sub-cells. Our experience
shows that approximately 5,000*Nvc particles are
required to reach 0.1% error for area calculations of
all the sub-cells, which takes about 12.5 minutes of
computational time for ~300,000 virtual sub-cells
using 12 processors. This computational overhead is
comparatively low as compared to the total DSMC
simulation in general.

3. Results and Discussion

3.1 N-S equation solver
3.1.1. Ramjet Inlet Flow

The experimental study of an axisymmetric
ramijet inlet flow was performed by Nagarathinam?®.
The half angle of the inlet spike is 20 degrees. The
experimental test conditions are Mach 2.18
freestream, 296,000 Pa total pressure and 300 K total
temperature. The strut that holds the center body to
the cowl casing is omitted in the numerical
computation.

To represent this model numerically, a mesh with
29,820 elements is generated (grid unit: 5 cm), which
gives good grid resolution of the flow inside the inlet.
The backpressure effect is provided using a porosity
model, which represents the blockage effects in the
flowfield downstream of the center body. A
converged solution is obtained in 60,000 time steps
with a 1.0E-06 sec time step size, which takes 60.6
minutes CPU time using 8 processors with 99 percent
parallel efficiency. This solution takes longer to run
due to the need to adjust the blockage porosity to
match the backpressure of the experiment.

The predicted pressure field in the ramjet inlet is
shown in Fig. 3, which indicates pressure recovery
due to applied flow blockage effect downstream of
the inlet that match the test conditions. Fig. 4
illustrates the predicted Mach number distributions of
the ramjet inlet. For supersonic flow computations,
numerical accuracy is critical in order to keep
numerical diffusion low so as not to affect the
resolution of flow and shock structures.

3.1.2 Scramjet Inlet Flow

The experimental investigation of this test case
was conducted by Yanta et al.”’ The inlet geometry
consists of a forebody wedge angle of 10 degrees and



a 13-degree inward turning duct (inner wall turning
radius of 0.057 m). The test conditions of this
experiment are Mach 4 freestream, 101,350 Pa static
pressure and 311 K static temperature.

A mesh with 36,580 cells is generated for
numerical computation (grid unit: 10 cm), which
gives good grid resolution of the flow inside the inlet.
A converged solution is obtained in 10,000 time step
with a 3.0E-06 sec time step size, which takes 15.2
minutes CPU time using 8 processors with 99.2
percent parallel efficiency.

The predicted scramjet inlet pressure field is
shown in Fig. 5, which gives clear resolution of the
shock train system in the inlet duct. Again, for
supersonic flow calculations, numerical accuracy is
critical such that minimum numerical diffusion can
be kept for good flow structure resolution. As a part
of the present numerical tests, a first-order upwind
scheme was tried, which ends up with a false bow
shock upstream of the cowl lip and destroy the shock
structure in the inlet duct. Fig. 6 shows the predicted
temperature contours. A high temperature region is
predicted along the bottom wall just downstream of
the inlet turn. This is caused by cowl lip shock
interaction with the bottom wall boundary layer that
separates and forms a steady recirculation region
where high temperature recovery occurs. This flow
separation feature is also revealed in Figs. 7 and 8 of
Mach number contour plots. Similar flow
phenomenon is also observed in the experiment. For
scramjet inlet designs, the cowl lip shock strength
should be controlled by geometry tailoring such that
this flow separation phenomenon can be avoided.

3.2 DSMC method

We have developed a two-level virtual mesh
refinement (VMR) method and implemented in the
parallelized direct simulation Monte Carlo code
(PDSC) which utilizes unstructured grids. The
implementation was validated by simulating one
hypersonic flow and compared the results with the
benchmark solution. Figure 9 shows the sketch of the
Mach-15 hypersonic flow past a cylinder and related
positions of presenting the profiles of properties,
which is used for verification of the VMR
implementation in PDSC. Important free-stream flow
conditions include: argon gas, velocity of 3246 m/s,
temperature of 135 K, number density of 1.41E21 m-3,
Mach number of 15, and wall temperature of 300 K.
Corresponding free-stream Knudsen number is 0.06
based on the free-stream mean free path
(A0=0.000981 m) and the diameter of the cylinder
(D=0.3048 m).

Figure 10 shows the pressure distribution around
the scramjet. The flow after the first oblique shock
impinges on the upper leading edge, which causes
reflected shock to interact with the boundary layer
flow along the bottom ramp. Finally, the flow inside
the horizontal channel becomes a typical channel

flow and further expands to the ambient at the exit.
The flow just behind the reflected shock near the
upper channel wall becomes stagnant and thus high-
pressure. The flow phenomena are reflected from
Figure 11 and 12, which show the surface properties
along the upper and lower channel wall, respectively.
Results clearly show that the proposed VMR
algorithm in PDSC can faithfully reproduce
benchmark results with a much reduced cost up to 3-
5 times.

4. Conclusion

In this year, we have: 1) applied the NS equation
solver to simulate reacting flow field near the ramjet
and scamjets and 2) developed and validated a VMR
algorithm in PDSC. The former show that the present
NS equation solver can predict importatnt features of
these challenging supersonic to hypersonic flows. The
latter show that the newly proposed VMR can
faithfully reproduce the benchmark solution with a
much reduced computational cost.

In the third year, we intend to combine these
above two to simulate some challenging hypersonic
flows and will be describe in detail in the final report.
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Equation A N E/R
0,+H,=20OH 1.700E+13 | 0 | 24233
H,+OH=H,O+H | 2.190E+13| 0 2590

20H=H,0+0 6.023E+12 | 0 550
H,+O=H+ OH 1.800E+10 | 1 4480
0,+H=0+OH 1.220E+17 |-0.91| 8369

O+H+(M)=O0H +

1.000E+16 | 0 0

M)
20+ (M)=0,+ (M) | 2.550E+18 | -1 | 59390
2H+ (M)=H, + (M) | 5.000E+15 | 0 0
H+ OH + (M) = H,O +| 8400E+21 | -2 0

M)

Table 1. Hydrogen/oxygen chemical kinetics in

Arrhenius form, k= A

TN C_E/RT.

Typical refined cell which is outside the

Refined sampling

cell

typical sub-cell €] ] i A

backgrgund cell

|- Background
cell centroid

Nl T T T
L H \
L \
1 T [T

i
Background cell

FIGURE 1. Typical refined cells (dashed lines) on a
triangular background cell (solid lines) along with
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FIGURE 2. Sketch of calculating the sub-cell area
inside an unstructured background cell using Monte
Carlo method.
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FIGURE 3. Predicted ramjet inlet pressure contours.
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FIGURE 4. Predicted ramjet inlet Mach contours.
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FIGURE 5. Scramjet inlet pressure contours.
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FIGURE 8. Flow solution showing inlet separation.
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FIGURE 9. Sketch of a scramjet flow.

0z

i

| B
WaRNgEEERNGENY

1
0.05 o1 III-;-IE 02 025 03

FIGURE 10. Pressure contour of a M-15 scramjet

flow.
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FIGURE 11. Surface property distribution along the
top channel wall. (a) local pressure coefficient. (b)
local friction coefficient. (c¢) local heat transfer
coefficient.
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FIGURE 12. Surface property distribution along the
bottom channel wall. (a) local pressure coefficient. (b)
local friction coefficient. (¢) local heat transfer
coefficient.



