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Multi-Level Parallelism Analysis of Face Detection on a Shared Memory Multi-Core
System

ABSTRACT

Face detection is one of the fundamental technologies for the
future smart objects. However, its computation intensive property
thwarts the practice of a real-time application on an embedded
device. Parallel processing and many-core architecture have become
a mainstream to achieve high performance in the future computing
systems. The parallelism of an application needs to be exposed
before being exploited by the parallel architecture. This paper
performs a comprehensive analysis of the parallelism of a face
detection algorithm at different algorithmic levels. This paper has
demonstrated that each parallelism level has its own potential to
enhance performance, but also imposes different limiting factors to
the overall performance. Based on the analysis results and design
experience, this paper proposes a multi-staged mixed-level
parallelization scheme to retain the performance scalability and
avoid the limiting factors. With this scheme, we are able to achieve
up to 37.5x performance enhancement on a 64-core system.

1. INTRODUCTION

Face detection is one of the fundamental technologies for the
future smart objects. It enables a device to recognize the faces of the
main users as well as the people in the surrounding environment. By
recognizing faces, the device can thereafter perform many intelligent
reactions such as user identification or even the customer background
search[16]. However, the high computation requirement prevents the
real-time face detection on a mobile or embedded device. It is
estimated to take about 3 seconds to process a single image of
512*512 pixels on a 500MHz single-issue ARM V5 architecture [1].
The execution time is 75 times slower than the requirement of a
real-time application (processing 25 images in one second). A
significant performance improvement is required to achieve the
real-time face detection on an embedded device.

Parallel processing and many-core architecture have become a
mainstream to achieve high performance in the future computing
systems. Embedded processor vendors, such as Tilera[2], ARM[3],
MIPS[4], are also moving towards many-core architectures. Even the
desktop processor vendors, such as Intel[5] and AMDI6] are
proposing many-core products for embedded and mobile applications.
The new parallel embedded processors present opportunities to boost
the raw computing capability and achieve more energy efficient
execution. However, three imperative design aspects have to be
concerned before the full advantages of many-core processors can be
transformed into superior system performance. First, the algorithmic
parallelism of applications needs to be explored and exposed. Second,
the characteristics of the highly integrated embedded system need to
be analyzed. Third, the possible system bottlenecks need to be
identified.

Motivated by the three design aspects, this paper performs a
comprehensive analysis on the potential parallelism of the widely
used Viola-Jones face detection algorithm [7]. The analysis explores
the parallelism in different algorithmic levels. By verifying the
results on a multi-threaded cycle-accurate multi-core simulator, this
paper demonstrates the significant computation parallelism inherited
in the face detection algorithm. However, the superior performance
can only be obtained through a careful co-design and optimization
crossing four critical design issues, including choosing appropriate
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parallelism level, balancing workload, reducing synchronization
overhead, and memory and interconnect bandwidth. By following the
design guidelines concluded from the comprehensive analysis, this
paper proposes a multi-staged mixed-level parallelization scheme
which achieves 37.5x performance enhancement in a multi-core
system with 64 ARM processors.

The rest of the paper is organized as the following. Section 2
introduces related work. The Viola-Jones face detection algorithm is
discussed in section 3. Section 4 introduces a reconfigurable
multi-threaded cycle-accurate simulator for shared-memory SMP
(Symmetric Multi-Processing) systems. Section 5 analyzes the
characteristics of the face detection algorithm in different algorithmic
levels. Section 6 shows the experimental results on different
parallelism levels. Section 7 proposes a multi-staged mixed-level
parallelization scheme with better performance scalability. Section 8
draws the conclusion.

2. RELATED WORK

Face detection is extensively studied used in many smart object
applications [16]. The Viola and Jones algorithm is one of the most
widely used face detection schemes [7]. It provides high accuracy
and fast computation. Since the algorithm is so popular, many
research efforts have been spent on enhancing the performance of the
Viola-Jones algorithm. Wei et al.[8] and Yang et al.[9] realized
parallelism of the algorithm by using a specific HW design in a
FPGA. Theocharides[10] also proposed a scalable parallel
architecture for face detection on FPGA. C. Gao[11] presented a
novel approach to use FPGA to accelerate the Haar-classifier based
face detection algorithm with highly pipelined micro-architecture and
utilizes abundant parallel arithmetic units in an embedded system.
Most of the methods focus on using innovative HW architecture or
specific HW accelerator to enhance the performance. Our approach
concentrates on achieving better performance through exploiting the
algorithm parallelism on multi-core systems. It is different from
building a specific hardware accelerator to speed up the critical
computation in the algorithm. The proposed design can be easily
applied to a SMP system without any extra HW implementations.

Chen‘s research [12] is among the first to explore the algorithmic
parallelism of face detection algorithm, and is similar to the work
done in this paper. The author analyzed the potential parallelism of
Ada-boost algorithm and executed on multi-core systems with 4 to 8
processors. A 5.5X performance enhancement was demonstrated by
adopting a hybrid scheme of both coarse-grain and fine-grain TLP.
Our work differs from [12] in two aspects: (1) this paper not only
explores the algorithm parallelism in different levels, but also shows
the impact of different design issues; (2) the analysis is extended to a
larger scale (64 cores) of multi-processor which demonstrates a
significant computation parallelism in the face detection algorithm.

3. THE VIOLA-JONES FACE DETECTOR

The Viola-Jones face detection is widely used in many
applications due to its high accuracy and fast runtime. Figure 1(a)
illustrates the procedure of the face detection. The image is first
loaded and scanned by different sizes of scan windows. The face
features within each scan window is calculated based on the



Haar-like scheme [7], which will be performed by the integral image
block in Figure 1(a). The face features are evaluated by summing the
pixel values in the rectangular sub-region (shown in Figure 1(b)).
The result will then be sent to the detection block which uses
cascaded classifiers to scan and find the location of faces.

(a) (b)
Figure 1 (a) Viola-Jones face detection procedure
(b) Integral image computation.

(1) Integral image: The integral image method was firstly
introduced to the digital image processing by Crow [13]. In
Viola-Jones face detection, it is used for rapid computation of
Haar-like features [7], which are defined as the (weighted) intensity
difference between two to four rectangles. The integral image is
constructed as follow.

I(x,y) =
x'sx,y<y’

I(x,y) is the integral value of all the image pixels in the
rectangular region from (0,0) to (x,y). And i(x’,y’) is the value of the
pixel at location (x’, y’). It is fast and efficient to use the integral
image to compute the value of the face features in a rectangular
sub-region area. As shown in Figure 1(b), for example, the value of
point 4 is the sum of the sub-region area A+B+C+D. The value of
point 3 is the sum of A+C. If we want to compute the value of the
region D, it can be easily obtained by the value of ( I(1) + 1(4) ) -
(1(2) + 1(3) ), which only requires four value references.

(2) Cascaded classifier structure with Ada-Boost: Boost is a
method of finding high accuracy by combing “weak” classifiers with
moderate accuracy [14]. Ada-boost algorithm is a kind of
appearance-based method which have shown superior performance
compared to others [9]. There are two types of classifiers, “weak”
classifiers and “strong” classifiers. Weak classifiers have arithmetic
value thresholds in recording human face features. A number of
weak classifiers with similar features are combined together as a
“strong” classifier.
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Figure 2 Cascaded structure of strong classifiers
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The cascade classifier structure, shown in Figure 2, is a critical
component in the Viola-Jones detector. This structure rapidly and
efficiently rejects most negative sub-window images while keeping
almost all the positive ones. The input sub-window images pass
through a series of nodes during detection. Each node represents a
strong classifier, which would make a decision on whether the
sub-window image should be kept for the next node or rejected. A

strong classifier at a later stage contains more weak classifiers to
provide better image checks and face detection.

4. PARALLELISM IN DIFFERENT LEVELS

The parallelism of the face detection exists in different
algorithmic levels. This section discusses the potential parallelism at
different levels of the face detection implementation. The face
detection implementation is adopted and modified from OpenCV
library[17], which applies the idea of Viola-Jones face detection
algorithm. As shown Figure 3, the implementation can be divided
into three parts. (1) Resize. The implementation uses the fixed-size
scan window with a well-trained classifier library in the Ada-boost
algorithm. Since the scan window size is fixed, an image needs to be
resized into different resolutions. (2) Integral. This part performs the
evaluation of the Haar-like features by using the integral image
method. (3) Detect. By moving the scan window through the image,
the sub-image is sent into the cascade classifier structure to detect the

location of a face.
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Figure 3 The procedure of face detection implementation
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The parallelism of the algorithm can be extracted from different
levels. This paper divides the parallelism into four levels (shown in
Figure 4). Top level parallelism is demonstrated when different sizes
of images are processed by different threads concurrently. Detection
level parallelism can be exposed by performing the “detect” block on
different sizes of images concurrently. Other parts (resize and
integral) in the algorithm remain in the sequential scheme. Divided
detection level is similar to the detection level, but the image is
further divided into sub-images. The detection tasks of these
sub-images are executed simultaneously by different threads. Weak
classifier level exposes the parallelism by executing different weak
classifiers in the cascaded structure concurrently.

Top level [| Resize—>{integral 'J-:Delecll] [| Resize|—>{Integrall ){Delecl]]

Detection
level

Divide
detection |Detect

level

Y s i
Weak /—{_)_—-\_}____H_Et_rong classifier
classifier

level - - ; Weak classifier
Figure 4 Different algorithmic levels of the face detection
implementation



The key design trade-off here is the parallelism granularity and
the synchronization overhead. The lower parallelism level gives finer
granularity of parallelism which enables better load balance between
different concurrent threads. However, having more threads in a
system increases the amount of required synchronization among
threads and demands higher memory and interconnect bandwidth.

5. SIMULATION PLATFORM: A SHARED-MEMORY
CYCLE-ACCURATE SMP SIMULATOR

This paper uses a multi-threaded cycle-accurate shared-memory
SMP simulator [15], which enables HW/SW co-simulation of a SMP
multiprocessor  system. The simulator contains both the
multi-threading library and the SMP hardware model. The
reconfigurability of the simulator allows designers to explore not
only the multi-threading programs, but also the multi-core
architectures. Fig.5 illustrates the organization of the simulator. The
top half shows the thread management queue, which is implemented
as a FIFO scheme. Processors can create and add new threads to the
tail of the thread queue. Idle processors can request tasks from the
head the thread queue.

The lower half illustrates the hardware model of a SMP system.
The processing core models a single-issue ARM v5 architecture.
Each processor has its own data cache and instruction cache where
the cache organization is configurable. Processors are connected by a
shared-bus. The bus is organized as a multi-master bus and contains
a test-and-set lock to support atomic read-modify-write operations.
The latencies of bus transaction and memory access are also
configurable. The cache coherence is implemented as a simple
snooping-based protocol.

FIFO Thread Queue

- B

Newly

Created Idle

Threads Processors

ARM ARM || ARM | ARM
| o 1 o | |||D'EIE!DE,|'
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(i !nterr.n;'mm
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Figure5 A SW/HW organization of a multi-threaded

shared-memory SMP architecture

6. EXECUTION BEHAVIOR OF DIFFERENT
PARALLELISM LEVELS

The reference image of the experiment is the picture of Lena,
which is widely used as a reference image for digital image
processing. The size of the image is 512x512 pixels and is a
reasonable size for modern mobile digital devices. The experiment
platform is a multi-processor system with various numbers of ARM
v5 processors. Each processor is assumed to operate at 500 MHz.
Table 1 shows the computation time breakdown of the sequential
face detection algorithm. The resize and classifier detection occupy
the most significant parts of the execution time. Therefore the
parallelization and performance enhancement should be focused on
these parts.

W Image Resizing
M Integral Image
Classifier Detection

Figure 6 Parts consuming ratio of total execution time when
running the algorithm sequentially. (latency is set to 1 cycle)

6.1. Effect of Memory/Bus Latency

Figure 7 compares the execution time of different numbers of
processors with various memory and bus latencies. When the latency
is more than 20 cycles, the performance cannot keep scaling when
there are more than eight processors. More processors also cause the
traffic jam on interconnect and memory, which is reflected by the
bus activity rate. Memory and bus definitely play an imperative role
in the overall performance. However, the focus of this paper is on the
parallelism of the face detection application. We would be more
interested in the intrinsic computation parallelism which can be
exposed through parallelization. To minimize the impact of
communication bottleneck, the memory/bus latency is set to 1 cycle.
The rest of the paper will use this system scheme to explore the
parallelism of the application.
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Figure 7 Execution time for different number of processors with
various memory/bus latencies. The latency is in the unit of cycles.

6.2. Performance at Different Parallelism Levels

The experiment is conducted in four parallelism levels, including
top level, detection level, divided detection level, and weak classifier
level. The lower parallelism level gives finer parallelism granularity
to achieve better load balance. However, having more threads also
increases the synchronization overhead which requires higher
memory and interconnect bandwidth to support the performance
scalability.

(1) Top level parallelism. In this level, the sequential part only
occupies a small portion of execution time, which includes loading
the image data, classifier library, and creating threads. The most
execution time of multiprocessor system is spent on the parallel
execution. As shown in Figure8, the execution time is improved as
the number of cores increases. However, the performance
enhancement slows down when there are more than 8 cores. This is
mainly due to the imbalance workloads among different threads.
The thread with the longest execution time becomes the performance
bottleneck in the 16-processor system. The execution time of the
16-processor system is decided by the execution time of the heaviest
thread on a single processor while all the other processors are
finished and idled. Better parallelism granularity can help improve
the performance.



(2) Detection level parallelism. This level only parallelizes the
detection block. The other parts, including the thread creation, are
still executed sequentially. This strategy makes the speed of creating
new threads too slow to sustain the demand of parallel execution.
Processors are idled waiting for new threads to be created. Besides,
the sequential part of the algorithm becomes the critical part of the
program. The performance would not improve when the number
processors increases. As shown in Figure8, the execution time does
not improve when the system has more than 8 processors.

(3) Divided detection level parallelism. This level returns a
more satisfied result than the previous strategy. More parallelism of
detection level can be extracted. Number of threads created in one
time is sufficient and the size of different threads is more balanced.
However, the sequential part is still plays the critical role in the
program. Therefore the run time is similar to the detection level.

(4) Weak classifier level parallelism. This is the lowest level in
the algorithm. The number of threads is equal to the number of weak
classifiers. Although it exposes the maximum potential parallelism,
the overhead becomes the limiting factor of the performance
enhancement. Since there could be thousands of weak classifiers, the
time required to create these threads is already in average 8.17x of
the total execution time of the sequential algorithm on a single
processor. Another overhead is the sheer amount of synchronization
transactions among the huge number of threads.

Time(Sec) Execute Time
4
3
W top

2 m detect
1 detect_divide
0

1 2 4 8 16 CORE_NUM

Figure 8 Result of each parallelism level

According to the experimental result, parallelizing the algorithm
in higher levels poses the disadvantage of imbalance workload.
When parallelizing the algorithm in lower levels, the overhead
increases on the aspects of creating new threads and synchronization.
The ratio of the sequential part to the algorithm also deteriorates the
performance. To achieve the best performance, we should have a
scheme to expose the significant parallelism in an appropriate level
and avoid the overhead of having too many threads.

7. A HYBRID PARALLEL SCHEME TO ACHIEVE
HIGH PERFORMANCE
Based on the experience from the previous section, we propose a

multi-stages mixed-level parallelism scheme to achieve the
maximum performance enhancement.

time(sec) Execute Time

3.5
3
2.5
2
1.5
1

0.5
0 e = =

CORENUM | 1 2 4 8 16 32 64
3.02 |1.494|0.754/0.381|0.203|0.185|0.193
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(sec/image)

M 2stage

Figure 9 Result of our modified programs

The first implementation is a 2-stage scheme. Stages are executed
sequentially. The second stage will start when the first stage is
finished. The first stage will initiate multiple threads to perform the
resize and integral blocks concurrently. The second stage implements
the same scheme as in the “divided detection” level. Since the block
“detection” takes most of the execution time in the algorithm and its
parallelism can be well scaled in divided detection level. As shown
in Figure9, when compared with a single processor, the 2-stage
strategy can reach around 16x speed-up on a 16-core system.
However, the 2-stage scheme cannot achieve better performance
when the processor number is more than 16, due to the imbalanced
work load in the first stage.

The 3-stage scheme is implemented to further improve the
performance. The first stage now only contains a multi-threaded
version of the resize block. The second stage will process the integral
part and the third stage will perform the parallel execution of the
detection block. This scheme has better balanced tasks, and achieve
the superior performance scalability. As shown in Figure9, the
3-stage parallel strategy reaches a 27.8x and 37.5x speed-up on a
32-core and 64-core system respectively.

8. CONCLUSION

This paper performs a comprehensive analysis of the parallelism
of a face detection algorithm at different levels. We have
demonstrated that, each parallelism level has its own potential to
enhance performance, but also imposes different limiting factors to
the overall performance. The imbalanced execution loads among
threads adversely impact the performance as well. Based on the
analysis results and design experience, this paper proposes a
multi-staged hybrid scheme to retain the parallel performance and
avoid the limiting factor. With this scheme, we are able to achieve up
to 37.5x performance enhancement on a 64-core system.
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