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Abstract:
Intrinsically disordered protein (IDP) plays a vital role in the networks of protein-protein interactions. 

However, their stabilities rely on the process of folding. In this study, the folding reaction of IDPs are 
consistent with the “first order-like phase transition model”. By using Raman and fluorescence spectroscopy 
analysis of their folding intermediates, the reactions for protein folding and diffusion limited aggregation are 
competing with each other during the folding process. At the same time the related research achievements 
such as “Solution structure of Cu-chelated Metallothioneins” (MT is an IDP), “Characterizing the polymeric 
status of heat shock protein 60” (protein-protein interactions) and “Haptoglobin Phenotypes studies” 
(protein-protein interactions) are published in world renowned biophysical and nanotechnology related 
journals “Biophysical Journal Biochemistry Biophysics Research Communication and Nanotechnology. At 
the same time, the research papers about, “IDPs: cyclin I and securin folding study”, “intermolecular 
interactions and function analysis between cyclin I and p21” and “Relationship between protein folding and 
aggregations” have been submitted to international Journals for publish. 

Moreover, we have generated a biocompatible nanoparticle complex by combining the folded protein and 
nanodiamond and this complex can be monitored at the single molecular level. These achievements play 
important role in bio-nanotechnology research. These studies have been published in “Applied Physics 
Letter ”, “Nanotechnology” and the book chapters in “Nanodiamonds: Applications in Biology and 
Nanoscale Medicine”, during the granted years. We found that the folding of protein may be affected by 
metal ions chelation and we can create a novel functional nanobiomaterials, this achievement has been 
published as a chapter in “Handbook of Nanophysics: Nanoelectronics and Nanophotonics”. Besides the 
protein, we also found that we can operate the DNA self-assembly process and add the Ni ions into the 
base-pairs of DNA as a Ni-DNA. This Ni-DNA acts like a semiconductor and can be used as novel 
nano-wire. Furthermore, this biomaterials possess the negative differential resistance property at room 
temperature. This bio-nano-wire can be used for biomaterial based semiconductor devices. These serials 
studies have been published in Nanothecnology, Applied Physics Letters, and Biophysical Journal, during 
the granted years. All submitted papers will be described following. 

 (keywords) 
Intrinsic disordered protein, cyclin I, securing, over critical folding process, first order-like state 
transition
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Part I: Folding of Human Intrinsic Disorder Proteins: Cyclin I and Securin 

Abstract

Unlike regular protein, an intrinsic disordered protein possesses its function without stable tertiary 

structure; human cyclin I (Ccni) and securin (PTTG1) are two cases of intrinsic disordered proteins. Both 

proteins were found in inclusion body of E. coli, a recombinant expression system. It is intriguing to know the 

common folding motif of these proteins. In this study, we found that the recombinant proteins can be folded 

continuously by an over critical folding process (on–path folding process). These proteins aggregated under 

off-path folding process. Differential scanning micro-calorimeter analysis indicated that both recombinant 

cyclin I and securin are intrinsic disordered proteins. However, the circular dichroism spectra denoted that 

cyclin I is a helical structure major protein; the securing contains no secondary structure at all. Functional 

analysis indicated that the folded cyclin I can directly bind with p21cip1/waf1 under the condition with calcium 

ion and securing can bind with p53. Fluorescence spectra of both proteins indicate that both proteins possess 

tight hydrophobic core which can not be completely unwound in denaturing environment. Meanwhile, 

fluorescence spectra of folding intermediates of both proteins indicate that these hydrophobic motifs can be 

restored by an over critical folding process. These results prove that we have folded these intrinsic disordered 

proteins into their active form. Meanwhile, the hydrophobic motif may be the only or most important motif of 

intrinsic disordered protein. 

Introduction 

Intrinsic disordered proteins are characterized by its flexible and dynamic tertiary structure even 

secondary structure [1]. In the recently years, the intrinsic disordered protein was found in cell signaling 

proteins and transcription factors [2], the large flexible regions in this class of proteins may have an advantage 

over fully folded proteins that can allow them to make more efficient physical functional interactions with 

their target partners, which may represent a mechanism for regulation of cellular processes [3, 4]. 

The biological functions of intrinsic disordered protein under physiological condition are interesting. 

Include the well-ordered conformation in a protein may no longer be required for functioning, and 

conformational flexibility in intrinsic disordered proteins may serve as specific functions [5, 6]. In some 

studies have suggested that the conformational flexibility in intrinsic disordered proteins under physiological 

conditions might allow them to interact with several different targets for specific functions [5, 7]. The 
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phenomenon indicates that the simple mechanism can regulate several cellular processes such as transcription 

and cell cycle control by the intrinsic disordered protein binding with other specific targets [8-10]. The 

intrinsic disordered proteins have an advantage in interacting with different target in response to inter and 

intra cellular environment to own different functions [11]. The structure characters are suitable for the 

environment in the different part of cell. Human securin [12] and cyclin I are intrinsic disordered protein and 

has been demonstrated the securin is a multifunction protein [13-17]. Over-expression of human securin 

protein (Pituitary tumor-transforming gene, PTTG1) has been reported in a variety of endocrine-related and 

nonendoncrine-related tumors, including pituitary, thyroid, breast, ovarian, and uterine tumors, central nervous 

system, pulmonary system, and gastrointestinal system[18-24]. The expression level of securin protein 

corresponded with tumor invasion[25]. 

In the cell cycle progress, securin can bind to separase and inhibit the separation of sister chromatin. 

Securin is the target of the anaphase promoting complex (APC) and would be degradation before entering 

anaphase by polyubiquitinated which depended on the destruction sequences[26]. Expect the cell cycle 

regulation, securin involved in DNA damage repair[17], metabolism[27].  

The functions of cyclin I protein are not clear expect of it can stabilize p21 [28] and active cdk5 [29] to 

avoid cell apoptosis. Cyclins, are famous cell cycle regulation family. Cyclins are regulatory subunits of 

cyclin dependent kinases (CDKs)[30]. The Cyclin–CDK complexes regulate cell mitosis[31]. The cyclins 

would be degraded at the end of each cell cycle stage via the ubiquitin system[32]. Cyclin I (Ccni) contains a 

typical cyclin box at its N-terminal and it is similar to the ones of cyclin G and E. Meanwhile, it contains 

PEST sequences at its C-terminal. Unlike other cyclins, cyclin I’s expression level is high in post-mitotic 

tissues, including heart, brain, and skeletal muscle, and it is expressed constantly during cell cycle progression. 

Therefore, the functions of cyclin I may be independent on the cell cycle [33]. However, cyclin I is expressed 

in human breast cancer and closely associated with VEGF and KDR expression[34] and protects podocytes to 

apoptosis by stabilization of p21[28]. It indicated that the function of cyclin I may be activated by interacting 

with other regulatory proteins 

To understand the structure prosperity of intrinsic disordered protein, we use over critical folding method 

[35-38] to fold recombinant securin and cyclin I protein. By stepwise thermal equipment dialysis, we can 

analysis the structure change during folding process by analysis the folding intermediate.  
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We have demonstrated securin and cyclin I were native intrinsic disordered proteins by DSC 

measurement. The secondary structure of securin protein is not regular but in the cyclin I is helix major, it 

indicates the disordered tertiary structure may compose of regular or non-regular secondary structure. 

Moreover, the binding of cyclin I and p21 need calcium ion also showed that the functions of cyclin I protein 

is environment depend in the cell, especially during early apoptosis signal present. In this paper, we will 

discuss the function and structure relationship of securin and cyclin I protein, and demonstrate that the cyclin I 

stabilize p21 by directly binding. 

Material and Method 

Cloning and expression of recombinant human cyclin I and securin 

The cDNA of cyclin I and securin were cloned from A549 cell line using the polymerase chain reaction (PCR) 

with  

cyclin I forward (5'-CATATGAAGTTTCCAGGGCCTT- 3'),  

cyclin I reversed (5’-TGAAACTACATGACAGAAACAGG -3'),  

securin forward (5’-CACCCATATGGCTACTCTGATCTATGTT-3’),  

and securin reversed (5’-ATTTAAATATCTATGTCACAGCA-3’) primers.  

The PCR product of cyclin I was added an A in the 3’ end by tag polymerase and then ligated into yTA vector. 

Digested yTA-cyclin I plasmid by Nde I and ligated the product into pET30a (Novagen, Darmstadt, Germany) 

vector. The securin PCR product was purified and ligated into pET200 vector. These plasmids were 

transformed into BL21(DE3).  

The expression of securin and cyclin I were induced by 1mM IPTG at 37 °C for 16 h. The cells were 

broken by pressure (French-Press, Constant Systems LTD, UK) and total cell lysate was washed with ddH2O 

then centrifuged at 15,000 g for 5minutes until the supernatant become clear. The inclusion body was 

obtained. 

The folding process of cyclin I and securin 

Dissolved securin and cyclin I proteins in the denature buffer, vortex at 4  overnight until the solution 

become clear. Filtered the solution by 0.22 �m filter to obtain the denatured protein. To avoid the protein 

aggregates in the folding process. The over critical folding method was used. All processes were in the 4 . 

Fluoresce intensity analysis indicated the folding stages 
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Fluorescence of securin and cyclin I proteins in each folding intermediates U-M5 (0.2 mg/mL) have been 

analysis. Fluorescence spectra were recorded in a Hitachi F-7000 fluorescence spectrophotometer (Hitachi, 

Tokyo, JP), using 1 cm square cuvettes thermostated at 25 °C. The protein solutions were excited at 280 nm, 

scan rate as 2400nm/minute, PMT value as 700V, excitation and emission silt was 10nm, and the emission 

was recorded at angle 90º to the excitation with a 2-nm bandwidth in the range 250-500 nm. 

The CD spectra detect the secondary structure ratio 

CD spectra in UV region (260 – 200 nm) of U and M1-5 were collected by Jasco J 720C 

spectropolarimeter (Jasco, Tokyo, JP) at 20ºC. A 0.1 cm-light-path cuvette was used to reduce the light 

scattering. The CD spectrum was measured for each sample diluted with corresponding folding buffer and 

adjusted the concentration to 0.2mg/ml. Scanning speeds are 200 nm/min, data collected by 0.5nm/ point. The 

secondary structures were analyzed by the SELCON3 program.

Using DSC to measurement the thirty structure stability 

N-DSC II (CSC, USA) interfaced with the computer equipped with an automatic data collection program 

was used for the experiments on thermal stability investigation of cyclin I and securin. Each solution of cyclin 

I and securin intermediates in corresponding folding buffer was adjusted to 2mg/ml. All samples were filtered 

and degassed under vacuum for 10-15 min with gentle stirring before being placed into cell. DSC experiments 

were performed at constant pressure 4 atm in order to avoid bubble formation. The temperature of samples 

was increasing with the constant scanning rate which was equal to 0.5 ºC /min. The temperature rang form 15 

ºC up to 95 ºC. 

The particle size analysis by DLS 

Dynamic light scattering (DLS) measurements were made using a goniometer from Brookhaven 

Instruments Corp. (BIC, Holtsville, NY) equipped with a diode-pumped laser (Coherent, Inc., U.S.) with a 

wavelength �=532.15 nm and power of 10 mW. The scattered light was collected at an angle 900. The 

chamber temperature was controlled by water circulator. The autocorrelation function was computed using a 

digital correlator (BI9000), then analyzed with the non-negatively constructed least-squares (NNLS) method. 

The instrument performance was calibrated by measuring the DLS of standard suspensions of polystyrene 

beads ( nmRH 68� ) (Polysciences, Warrington, PA). The correlation function obtained in DLS experiment as 

describe previously. The concentration of securin and cyclin I protein are 2 mg/ml, and all experiments were 
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conducted at 20 °C. 

Analysis of protein interaction by far Western blot technique 

Recombinant securin and p53 (cyclin I and p21) were denatured and resolved on a 12 % SDS PAGE, then 

electrophoretically (100 V for 90 min. at 4°C) transferred to the a poly(vinylidene difluoride) membrane. The 

proteins were refolded by subsequent changing buffers from folding buffer 1 to 5. The membrane was washed 

twice in each buffer during 5 min and then incubated in blocking solution (10 mM Tris·HCl/100 mM 

NaCl/0.1% Tween-20, 5% non fat milk, pH= 8) for 30 min. at room temperature. The position of recombinant 

securin on the membrane was detected by mouse anti securin antibody (Santa Cruz, USA) that was recognized 

by goat anti mouse antibody. Supersignal West Pico Chemiluminescent Substrate (Pierce, Rockford, IL, USA) 

was used in order to enhance the chemiluminescence signal.  

Isothermal titration calorimetry (ITC) 

The 2277 Thermal Activity Monitor (TAM, ThermoMetric AB, Sweden) has been used in order to 

determine the equilibrium constant Ka and reaction enthalpy �H for binding p21 with cyclin I in the presence 

of calcium Ca2+ and for securin binding with p53. TAM utilizes the heat flow principle, where heat produced 

in a thermally-defined vessel flows away to establish thermal equilibrium with its surroundings. The sample 

was placed into the reaction measuring vessel which was surrounded by water thermostat for achievement 

thermal stability. The temperature in the thermostat was maintained constant to within ±2 x 10-4 ºC. Before 

escaping to the heat sink, heat from the sample was channeled through the Peltier elements acted as a 

thermoelectric generator.  

The cyclin I (securin) solution in Tris buffer (10 mM, pH=8.8) with the volume of 2.8 ml and the protein 

concentration of 10 �M was placed into the measuring vessel and titrated by addition of drops of p21 (p53) 

solution step by step with interval between two consecutive portions of 15 min. The volume of one portion of 

injected p21 solution with concentration 300 �M was 10 �l. The injection rate was 1 �l/sec. Finally 200 �l of 

p21 solution was added into the measuring vessel. The temperature of 25 ºC was maintained during whole 

experiment. In order to clarify the role of calcium Ca2+ for p21 binding with cyclin I the same experiments 

was performed in the absence and in the presence of 1�M calcium chloride. 

 



 10

Results and discussion 

Pure and high yield recombinant protein can be obtained in the prokaryote expression system 

In the prokaryote expression system, the protein can be obtained in two major ways- soluble protein and 

inclusion body. The soluble proteins are usually called native form because the conformations of soluble 

proteins were approached to the lowest energy state in the native environment. In the inclusion body, the 

proteins were aggregation because the hydrophobic force and/or disulfide mis-linked. The inducted proteins in 

inclusion body are higher yield and purity than proteins in the soluble form. We use over critical dialysis 

method to overcome the challenge that fold proteins from inclusion body to native state,. 

We express the cyclin I and securin in the inclusion body by IPTG induction 16 hours (Fig. 1). The 

securin protein was obtained from inclusion body and purified by His-tag column after folding procedure. In 

the cyclin I protein, the high purity 95%) and high yield 200mg / L) cyclin I protein was obtained 

directly in the inclusion body. The securin and cyclin I proteins were identified by western blot and mass (data 

not show).  

The hydrophobic core collapse during folding process 

The aromatic amino acids are more hydrophobic than hydrophilic in the water environment. When the 

protein in the native environment, the aromatic amino acids were form hydrophobic core by hydrophobic 

force to resistant the hydrophilic environment. The fluorescent will have higher intensity and blue shift when 

the hydrophobic core was getting more stable. During folding process, the hydrophobic core of protein would 

collapse and enhance the fluoresce intensity when excitation wavelength at 280nm. In the securin protein (Fig. 

2 B), the highest fluoresce emission wavelength is observed in U (349nm). And the fluoresce emission 

wavelength was reduced following the folding process (M1 (347nm M2 (347nm) M3 (345nm) M4 

(341nm M5 (341nm)). The fluoresce intensity are M5 (71a.u.) M4 (69a.u.) M3 (66a.u.) M2 (51a.u.)

M1 (49a.u.) U (11a.u.). All data indicated that the hydrophobic core of securin is getting more stable 

following folding procedure and approach to native form. The cyclin I protein (Fig 2 A) has the same 

phenomenon and indicated the hydrophobic core of cyclin I were also getting stable following the folding 

procedure. 

The secondary structure analysis in the securin and cyclin I protein 

The secondary structure or protein is determined by its sequences. In the native environment, the protein 
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secondary structure is one feature to understand the protein conformation. In the folding process, each 

intermediate was adjusted to 0.2mg/ml and analysis its secondary structure composition by CD[39, 40] and 

analysis by SELCON3 program [41]. In the securin (Fig. 3 D), the highest helix ratio is present in the M2 (H 

(r) 23.1%, H (d) 18.2%) and sheet ratio in the M1 (S (r) 27.7%, S (d) 13.6%). But the ratio of radon 

coil is the highest structure in each intermediate (U=54.9%, M1 48.8%, M2 42.6, M3 60.7%, M4

63.5%, M5 62.6%). This result indicated that the secondary structure of securin protein is flexible in the 

folding process and even in the native buffer. The cyclin I reveals opposite phenomenon (Fig. 3 C), all 

intermediates are helix major (H (r) 56%, H (d) 21%) and small amount of radon coil (20%).  

The tertiary structure stability measurement by DSC 

The thermal stability of folded cyclin I protein (M5) was investigated at 10mM tris buffer with different 

ions (Ca2+, Zn2+). The securin protein is in the same buffer condition except ions. The DSC profile in the 

securin and cyclin I in different ion condition showed no signification phase transition point. It indicated the 

securin and cyclin I have no stable tertiary structure. Lysozyme, a standard sample in the DSC experiment, as 

a positive control, showed the transition temperature at 77 oC in the M5 buffer. Compare with lysozyme, 

securin, and cyclin I, the data indicated that the securin and cyclin I are intrinsic disordered proteins. 

Particle size determine by DLS  

Dynamic light scattering (DLS) measurements were made on all folding intermediates of cyclin I and 

securin. When protein folding, the amino acid would form its unique secondary structure, tertiary structure, 

and even quaternary structure. With its structure formation, the protein would be more compact and reduce its 

size by intermolecular interaction. The protein size of folding intermediates is uniformity and single 

distributione, indicated that the folding process has reached an equilibrium state and the state of the protein is 

in a monomerous state. The hydrodynamic diameter (RH) of are reduced during folding pathway in securin 

and cyclin I and securin (Fig 4). This is consistent with the protein collapse model. Interesting, the M5 of 

cyclin I protein with calcium is smaller than others. It indicates that the cyclin I protein will be more stable in 

the calcium environment.  

Functional analysis in the folded recombinant protein 

We use far Western blot to analysis the activity of refolded recombinant protein. In Western blot, 

recombinant p53 can not be recognized by securin antibody. In the far Western blot, the protein had transfer 
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on the PVDF membrane after separated by SDS-PAGE. Refold the denatured protein on the membrane by 

modification TED method. Hybridize the membrane with refolded recombinant securin. The securin antibody 

then can recognize the securin protein in the p53 site because the securin has bind to p53. The BSA is 

negative control (Fig. 5).  

Conclusion

The protein expression and purification are basic and difficult part in the protein experiment. In the 

prokaryote expression system, the high purity and yield of securin and cyclin I protein can be obtained.  

In the protein folding, three major tools would be used to detect the accuracy of folding process, 

hydrophobic core collapse detected by fluoresce, secondary structure analysis by CD, and amino acids 

reshuffled by NMR or crystallization. In the intrinsic disordered protein, it’s hard to define the folding states 

by the crystallization or NMR because they do not have stable tertiary even secondary structure. We use far 

western blot and ITC to demonstrate the folded intrinsic disordered proteins are in the native state. The cyclin 

I and securin without clear phase transition when heating by DSC reveal they do not have stable tertiary 

structures. Interesting, in the CD analysis, the two intrinsic disordered proteins present signification difference 

in the secondary structure component. Cyclin I is helix major protein which similar to another cyclin family 

members but the securin protein is radon coli major structure. It reveals that the secondary structure of 

intrinsic disordered protein may not correspond with it tertiary structure. The helix of cyclin I protein was 

formed in the early stage and kept during folding process, but the most stable hydrophobic core of cyclin I 

was showed at final stage, similar with securin. The particle size of cyclin I and securin protein are reduced 

following the folding process. In the nature environments, the protein conformation would approach to the 

lowest energy state. The particle size of protein is also an indicator to survey the energy state of protein. 

Usually, the smaller size of protein in the nature environment indicates the lower energy state it is. The data of 

DLS is corresponded to the fluorescence result. Indicates the hydrophobic core and particle size may be an 

important indicator of intrinsic disordered protein folding.  

 
Acknowledgements 
This project was supported by an NSC Grant (97-2112-M-009-009-YM3). 
 



 13

References 
[1] A. K. Dunker et al., Journal of Molecular Graphics and Modelling 19, 26 (2001). 
[2] J. Liu et al., Biochemistry 45, 6873 (2006). 
[3] A. S. Garza, N. Ahmad, and R. Kumar, Life Sciences 84, 189 (2009). 
[4] A. K. Dunker et al., Biochemistry 41, 6573 (2002). 
[5] C. J. O. A. K. D. Vladimir N. Uversky, Journal of Molecular Recognition 18, 343 (2005). 
[6] H. J. Dyson, and P. E. Wright, Nat Rev Mol Cell Biol 6, 197 (2005). 
[7] A. K. Dunker, and V. N. Uversky, Nat Chem Biol 4, 229 (2008). 
[8] R. Kumar et al., Biochemistry 43, 3008 (2004). 
[9] D. D. Gajinder Pal Singh, Proteins: Structure, Function, and Bioinformatics 68, 602 (2007). 
[10] I. J. McEwan et al., Biochemistry 35, 9584 (1996). 
[11] K. Sugase, H. J. Dyson, and P. E. Wright, Nature 447, 1021 (2007). 
[12] V. Csizmok et al., Journal of the American Chemical Society 130, 16873 (2008). 
[13] H. Zou et al., Science 285, 418 (1999). 
[14] Y. Zhou et al., J. Biol. Chem. 278, 462 (2003). 
[15] F. Romero et al., Mol. Cell. Biol. 24, 2720 (2004). 
[16] L. Christopoulou, J. D. Moore, and C. Tyler-Smith, Cancer Letters 202, 213 (2003). 
[17] F. Romero et al., Nucl. Acids Res. 29, 1300 (2001). 
[18] X. Zhang et al., J Clin Endocrinol Metab 84, 761 (1999). 
[19] A. P. Heaney et al., J Clin Endocrinol Metab 86, 5025 (2001). 
[20] C. Solbach et al., The Breast 13, 80 (2004). 
[21] R. Puri et al., Cancer Letters 163, 131 (2001). 
[22] S.-J. Tsai et al., J Clin Endocrinol Metab 90, 3715 (2005). 
[23] K. Chamaon et al., Biochemical and Biophysical Research Communications 331, 86 (2005). 
[24] A. P. Heaney et al., The Lancet 355, 716 (2000). 
[25] S. Ogbagabriel et al., Mod Pathol 18, 985 (2005). 
[26] Y. Mitsuhiro, Genes to Cells 5, 1 (2000). 
[27] Z. Wang, R. Yu, and S. Melmed, Mol Endocrinol 15, 1870 (2001). 
[28] S. V. Griffin et al., J. Biol. Chem. 281, 28048 (2006). 
[29] P. T. Brinkkoetter et al., The Journal of Clinical Investigation 119, 3089 (2009). 
[30] L. Hengst et al., Proceedings of the National Academy of Sciences of the United States of America 91, 
5291 (1994). 
[31] G. Draetta, and D. Beach, Cell 54, 17 (1988). 
[32] M. Glotzer, A. W. Murray, and M. W. Kirschner, Nature 349, 132 (1991). 
[33] T. Nakamura et al., Experimental Cell Research 221, 534 (1995). 
[34] G. Landberg et al., Breast Cancer Research and Treatment 89, 313 (2005). 
[35] C.-C. Chang et al., Physical Review E 70, 011904 (2004). 
[36] Y.-L. Liu et al., Biochemical and Biophysical Research Communications 306, 59 (2003). 
[37] K.-J. Chang et al., The American Journal of Emergency Medicine 21, 247 (2003). 
[38] C.-C. Chang et al., Physical Review E 66, 021903 (2002). 
[39] B. A. W. Lee Whitmore, Biopolymers 89, 392 (2008). 



 14

[40] N. J. Greenfield, Nat. Protocols 1, 2876 (2007). 
[41] J. Lees et al., BMC Bioinformatics 7, 507 (2006). 
 
Figure legends: 
Fig. 1  S=Supernatant I=Inclusion Body. The target proteins were expressed in the inclusion body.  
Fig. 2  Fluorescence spectra of different intermediates of cyclin I (A) and securin (B) refolded in Tris buffer 

at 25 0C. The solid, dash, dot, dash dot, dash dot dot, and short dash lines are represented the spectra 
of cyclin I in the states U, M1, M2, M3, M4 and M5, respectively.  

Fig. 3  Circular dichroism profiles of cyclin I (A) and securin (B) intermediates during Tris refold buffer 
process at 20 0C. The solid, dash, dot, dash dot, dash dot dot, and short dash lines are represented the 
spectra of cyclin I in the states U, M1, M2, M3, M4 and M5, respectively. Due to the high absorption 
background of urea in UV range the signal-to-noise ration is very low when the wavelength is lower 
then 220 nm of U, and is therefore not shown. 
The CD profiles analysis by SELCON3 of folding intermediates of cyclin I (C) and securin (D) in 
Tris folding buffer. =M1; =M2; =M3; =M4; =M5, respectively. 

Fig. 4  Secruin protein is analysis in the tris buffer. 
 
Fig. 5   p53-securin and p21-cyclin I interaction were analyzed by Far Western blot. The securin antibody 

can’t recognize the p53 protein. After incubate with securin protein, the securin antibody can 
recognize the securin signal which binding with p53 protein (A).  
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Part II: Structure and function restoration of intrinsically disordered protein human cyclin I (ccni) 

Abstract  

Cell cycle progression is controlled by a series of regulatory proteins, including members of the cyclin 

family. Cyclin I (Ccni), a new member of the cyclin family, was identified in 1995 by Nakamura et al. It 

contains a typical cyclin box at the N-terminus and PEST sequences at the C-terminus. Interestingly, unlike 

other members of the cyclin family, the expression of cyclin I remains constant during cell cycle progression 

in post-mitotic tissues, so an understanding of the role of this protein in the cell remains unknown. In this 

study, recombinant human cyclin I was cloned, expressed, purified from inclusion bodies of E.coli, and 

refolded by an overcritical refolding process for structure-function analysis. According to analysis of circular 

dichroism spectra and differential scanning micro-calorimetry, we conclude that cyclin I is primarily a helical 

protein but without intra-molecular tertiary interactions, the characteristic of an intrinsically disordered 

protein. Far western blot analysis indicated that cyclin I can directly bind to p21cip1/waf1. Moreover, isothermal 

titration calorimetry analysis indicated that cyclin I and p21 could interact only in the presence of calcium 

ions. These results suggest that the function of cyclin I as an intrinsically disordered protein might regulate the 

activity of p21, another intrinsically disordered protein. This protein–protein interaction may rescue the cell 

from the apoptosis pathway. 

 

Keywords: cyclin I, p21, intrinsically disordered protein, protein folding, calcium ion 

 

Introduction 

The cell cycle is regulated by several complex pathways, including members of the well known cyclin 

family, named for their role in regulating cell cycle progression [1]. The cyclin family proteins are identified 

by their conserved “cyclin box” regions [2,3], and the activities of these proteins are regulated by the 

interaction of the cyclin box with cyclin-dependent kinase (CDK) [4]. At the end of each phase of the cell 

cycle, the cyclin protein is degraded by the ubiquitin system [5] and the cell progresses to the next stage of the 

cell cycle. 

    Cyclin I, a cyclin family member, was identified in 1995 by its conserved “cyclin box” and PEST 

sequences [6]. This cyclin box region of cyclin I protein is similar to cyclin G1 and G2; they are considered to 
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be a separate subgroup of the cyclin family [7]. Unlike other members of the cyclin family, cyclin I is similar 

to housekeeping genes, which are expressed constitutively [6,8] and are most abundant in post-mitotic tissues 

[6]. This expression profile of cyclin I implies that the functions of cyclin I may be different from regular 

cyclin family proteins that participate in the regulation of cell cycle progression [6]. Recent studies have 

indicated that cyclin I is expressed in human breast cancer and is closely associated with VEGF and KDR 

expression [9]. Additionally, cyclin I has been implicated in the  protection of podocytes from apoptosis by 

stabilizing p21 from degradation [10]. Moreover, cyclin I can activate Cdk5 via protein–protein interactions, 

and regulate Bcl-2 and Bcl-xL expression in mouse podocytes and neurons to prevent cellular injury during 

apoptosis [11,12]. These multifunctional roles of cyclin I are similar to those of the intrinsically disordered 

proteins that have important roles in signal transduction and cellular regulation [13] and usually function as 

multi-functional proteins [14]. 

    In this study, we have cloned the human cyclin I gene from the A549 cell line and recombinantly 

expressed the resulting protein in an E.coli expression system. The human cyclin I protein was expressed in 

inclusion bodies and refolded by an overcritical folding process [15-19]. Secondary and tertiary structure 

analysis indicated that the cyclin I protein is an intrinsically disordered protein with a major �-helical 

secondary structure. Functional analysis indicated that cyclin I could bind to another well known intrinsically 

disordered protein, p21 [20], an interaction that was characterized by ultraviolet-visible (UV-VIS) 

spectroscopy, fluorescence spectroscopy, and isothermal titration calorimetry (ITC). This interaction was 

found to occur as a calcium-mediated process. We also demonstrated a principle that the function of one 

intrinsically disordered protein can be regulated by another intrinsically disordered protein via direct 

interaction. 

Materials and Methods 

Materials and buffers.  

 All chemicals were purchased from Merck Ltd. (Rahway, NJ). The denaturing/unfolding buffer contained 

4.5 M urea with 10mM Tris base (pH=11.0), 0.1 M dithiothreitol (DTT), 0.1% mannitol and 0.5 mM pefabloc.  

Cloning of recombinant human cyclin I 

The cDNA of cyclin I was amplified from A549 cell line using the polymerase chain reaction (PCR) with 



 24

cyclin I forward (5'-CATATGAAGTTTCCAGGGCCTT- 3') and cyclin I reversed 

(5’-TGAAACTACATGACAGAAACAGG -3') primers. The PCR product of cyclin I was added an A in the 3’ 

end by tag polymerase and then ligated into yTA vector. Digested yTA-cyclin I plasmid by Nde I and ligated 

the product into pET30a vector (Novagen, Darmstadt, Germany). These plasmids were transformed into BL21 

(DE3). 

Recombinant expressed cyclin I 

Human cyclin I cDNA was constructed into the bacterial expression vector pET-30a (Novagen, Madison, 

WI) and then transformed into BL21(DE3) cells. The culture was incubated at 37ºC and induced by 1 mM 

IPTG for 16 hours and then centrifuged at 12,000 g for 5 minutes. The pellet was suspended in 3 ml ddH2O 

and then disrupted by cell disruptor (Constant System Ltd. Northants, UK). Total cell lysate was centrifuged at 

12,000 g for 5min. The cyclin I containing inclusion body was collected and washed with ddH2O twice.  

Human recombinant p21 was produced with the similar approach which describe previously [21]. 

Unfolding and refolding of recombinant cyclin I by overcritical folding process 

The unfolded cyclin I with concentration 10 mg/ml was obtained by treating with denaturing/unfolded 

buffer. In order to avoid protein aggregation, the modified over-critical folding process was used [15-19,21]. 

Each of the folding intermediates was dialyzed against a particular folding buffer at 4 ºC. All components of 

each refolding buffer are described in Table 1.  

In order to study the divalent ions effect, we have investigated M1-M5 intermediates in the presence of 

different ions: Ca2+ (M1-5-Ca) and Zn2+ (M1-5-Zn) that were prepared by dialysis of corresponding 

intermediates against folding buffers that included 1 �M ZnCl2 and 1 �M CaCl2 (R1 buffer to R3 buffer), and 1 

mM ZnCl2 and 1 mM CaCl2 (R4 buffer and R5 buffer), respectively. 

Fluorescence measurements  

Intrinsic fluorescence of unfolded cyclin I and its folding intermediates M1-M5 have been investigated in 

the absence and in the presence of 1 mM ZnCl2 and/or 1 mM CaCl2. Fluorescence spectra were recorded in 

the Hitachi F-7000 fluorescence spectrophotometer (Hitachi High Technologies, Tokyo, Japan), using 1 cm 

square cuvettes thermostated at 25 °C. The protein solutions were excited at 280 nm, and the emission was 

recorded at angle 90º to the excitation with a 5-nm bandwidth in the range from 300-450 nm with the 290 nm 
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long-pass filter.  

CD analysis of cyclin I secondary structure 

CD spectra in far UV region (260 – 200 nm) of U, M1-5, M1-5-Zn and M1-5-Ca were determined by Jasco J 

720C spectropolarimeter (Jasco Ltd., Tokyo, Japan) at 20ºC with a 0.1 cm-light-path cuvette, the molar 

ellipticity [�] (deg cm2 dmol-1) was calculated base on the molecular weigh of cyclin I (M=42.557 kDa). The 

secondary structure of cyclin I and complexes of cyclin I with Zn2+ or/and Ca2+ were analyzed by the 

SELCON3 program [22,23].  

Thermal stability monitored by differential scanning calorimetry (DSC)

N-DSC II (Calorimetry Sciences Corporation, CSC, Lindon, UT,) interfaced with the computer equipped 

with an automatic data collection program was used for the experiments on thermal stability investigation of 

cyclin I and its complexes with the metals. Each solution of cyclin I intermediates in corresponding refolding 

buffer were adjusted to 2 mg/ml. All samples were filtered and degassed under vacuum for 5-10 minutes with 

gentle stirring before being placed into calorimetry cell. DSC experiments were performed at constant 

pressure 4 atm in order to avoid bubble formation. The temperature of samples was increasing with the 

constant scanning rate which was equal to 0.5 oC/min.  

Analysis of size and shape of cyclin I by dynamic light scattering

Dynamic light scattering (DLS) measurements were made using a goniometer from Brookhaven 

Instruments Corp. (BIC, Holtsville, NY) equipped with a diode-pumped laser (Coherent, Santa Clara, CA) 

with a wavelength �=532.15 nm and power at 10 mW. The scattered light was collected at an angle 900. The 

chamber temperature was controlled at 20 °C by water circulator. The autocorrelation function was computed 

using a digital correlator (BI 9000, BIC, Holtsville, NY), then analyzed with the negatively constructed 

least-squares (NNLS) method. 

Intermolecular interactions analysis between cyclin I and p21 by far Western blot technique 

Recombinant cyclin I and p21 were denatured and resolved on a 12 % SDS-PAGE, then 

electrotransferred to a poly vinylidene difluoride (PVDF) membrane with semi-dry transfer blots. The 

proteins were refolded on the PVDF by subsequent changing buffers from folding buffer 1 to 5 which 
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compounds are represented in Table. 1. The membrane was washed twice in each buffer during 5 min and 

then incubated in blocking solution (10 mM Tris·HCl/100 mM NaCl/0.1% Tween-20, 5% non fat milk, 

pH=7.5) for 30 minutes at room temperature. The recombinant p21 was detected by mouse anti p21 antibody 

(Santa Cruz Biotechnology, Santa Cruz, CA) that was recognized by goat anti mouse antibody. 

Chemiluminescent HRP substrates which purchase from (Millipore Corporation, Billerica, MA) was used to 

enhance the chemiluminescence signal. rEaGH was used as a negative control.  

Far western blot technique, however, after incubation of the membrane in the blocking solution, the 

refolded human recombinant p21 (10 �g/ml in R5 buffer with 1 �M CaCl2) was added and the membrane was 

gently shake for 2 hours at 40C. The p21 and complex of p21 and cyclin I was detected by mouse anti p21 

antibody as previously described. 

Isothermal titration calorimetry (ITC) analysis the binding between p21 and cyclin I 

The 2277 Thermal Activity Monitor (TAM, ThermoMetric AB, Sweden) was used to determine the 

equilibrium constant aK  and reaction enthalpy H�  for p21 binding to cyclin I in the presence of calcium 

Ca2+. The cyclin I solution in concentration 10 �M which dissolved in Tris buffer (10 mM, pH=8.8) with the 

volume of 2.8 ml was placed into the measuring ample and titrated by addition of drops ,10 �l each, of p21 

solution, in 300 �M, step by step with interval between two consecutive portions of 15 min. The injection rate 

was 1 �l/sec. Finally 200 �l of p21 solution was added into the measuring ample. The temperature of 25 ºC 

was maintained during whole experiment. In order to clarify the role of calcium Ca2+ for p21 binding with 

cyclin I the same experiments was performed in the absence and in the presence of 1 mM calcium chloride.  

 

Results

Secondary structure analysis of the intrinsically disordered protein cyclin I  

Secondary structure analysis has the unique feature of revealing the local conformation of proteins. The 

folding intermediate was adjusted to a concentration of 0.2 mg/ml and analysis of its secondary structural 

composition was performed by circular dichroism (CD) [24,25]. Figure 1 shows the CD profiles of folding 

intermediates of cyclin I from wavelengths 200 nm to 260 nm. The CD spectrum of cyclin I in the denatured 

state (U) showed no meaningful signal below 220 nm. In the M1 to M5 states, the CD profiles showed 
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significant negative peaks at 208 nm, the typical �-helical signal for CD spectra (Figure 1A). By analyzing the 

CD profiles with the SELCON3 program [26], the secondary structure of cyclin I is predominately an 

�-helical protein (50% to 70%), formed in the early stage of the folding process, along with several random 

coil segments (about 20%) but no �-sheet structure (Figure 1B).  

Fluorescence analysis of cyclin I protein during the folding process 

Hydrophobic core formation is also a major characteristic of the cyclin I protein. The autofluorescence of 

various cyclin I folding intermediates was analyzed by fluorescence spectroscopy with excitation at 280 nm. 

In different cyclin I folding intermediates (Figure 2), the longest emission (�max) was observed in the 

denatured state (U; 348 nm) with a blue shift in the �max following the progression of the folding process (M1 

= M2 [340 nm] M3 = M4 [338 nm M5 [336 nm]). Moreover, the fluorescence intensity increased following 

the progression of the folding process (M5 [356 a.u.] M4 [330 a.u.] M3 [242 a.u.] M2 [237 a.u.] M1 [197 

a.u.] U [144 a.u.]).   

Particle size determination by DLS  

The particle size analysis by DLS (Table 2) demonstrates uniformity with a single distribution, indicating 

that the folding process has reached equilibrium and that the protein is in a monomeric state. However, the RH 

of cyclin I folding intermediates is reduced during the folding process in metal ion-containing conditions. 

Moreover, the M5 state of cyclin I protein complexed with calcium ions is the smallest one of all folding 

intermediates. 

Thermal stability analysis of intrinsically disordered protein cyclin  

The thermal stability of folded cyclin I (M5) was investigated by differential scanning calorimetry (DSC) 

with two ions (Ca2+, Zn2+). The DSC profiles of cyclin I in various ionic environments showed no 

signification phase-transition phenomena (Figure 3), even in the native state. The DSC profile of cyclin I 

suggests that cyclin I has no stable tertiary structure and is an intrinsically disordered protein when compared 

with a lysozyme control sample. 

Cyclin I can bind to p21 directly when calcium ions are present 

A previous study demonstrated that cyclin I could stabilize p21 from degradation and prevent podocyte 
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cell apoptosis [10]. In this study, the ITC measurement demonstrated that cyclin I protein could bind to p21 

directly when calcium ions are present (Figure 4A). The binding affinity (Ka) is 1.12 107 M-1, H is 

-90.35 kJ/mole, and binding ratio between p21 and cyclin I is 1. However, cyclin I cannot bind to p21 in the 

calcium ion-free solution. Similar results were observed by Far western blot analysis, which indicated that p21 

bound directly to cyclin I protein (Figure 4B) but not to the negative control rEaGH. Moreover, a calcium 

concentration of about 0.62 mM for cyclin I binding to p21 was required in UV-VIS spectroscopic (Figure 4C) 

and fluorescence spectroscopic (Figure 4D) measurements.  

Discussion

Protein expression in the inclusion bodies of prokaryote systems was typically a process to be avoided. In 

this study, we overexpressed human cyclin I protein in the prokaryote system and collected the high yield and 

high purity inclusion bodies (data not show). By using an overcritical folding process, the inclusion body of 

cyclin I protein was folded into its functional native state, which was then characterized by ITC (Figure 4A) 

and Far western blotting (Figure 4B). Moreover, a calcium concentration of about 0.62 mM for cyclin I 

binding to p21 was required in UV-VIS spectroscopic (Figure 4C) and fluorescence spectroscopic (Figure 4D) 

measurements. However, a CD-based secondary structural analysis of cyclin I and p21 protein under identical 

conditions revealed that there were no structural differences when the calcium ion concentrations ranged from 

0 mM to 1 mM (data not shown). The results suggest that the effect of cyclin I binding to p21 protein is 

limited to their hydrophobic core but does not affect the protein’s secondary structure. Furthermore, the 

calcium concentration used in ITC and Far western blot experiments (1 mM) is sufficient for cyclin I binding 

to p21 protein. Physiologically, the binding of cyclin I and p21 involve the maintenance of cell numbers in 

post-mitotic tissue [10-12]. Intracellular calcium ion is a secondary messenger involved in multiple signal 

transduction pathways [27,28], including cellular apoptosis or necrosis pathways [29] at overloaded 

concentrations. Accordingly, the cyclin I protein exists in the post-mitotic cell and can bind to p21 when the 

apoptosis signal, a surplus of calcium ions, is present, preventing cellular apoptosis and maintaining cell 

numbers. 

    In the thermal stability analysis measured by DSC, the cyclin I protein did not have a signification 

phase-transition point during the heating process, even in its native state (calcium ion-rich environment), 

similar to the glassy transition [30]. The DSC profile suggests that cyclin I has no stable tertiary structure and 
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is an intrinsically disordered protein. Intrinsically disordered proteins usually play a role in signal transduction 

and cell regulation by binding and regulating their functional partners [13,31]. Interestingly, p21, the 

functional partner of cyclin I, is also an intrinsically disordered protein [20]. The existence of an interaction 

between 2 intrinsically disordered proteins is an interesting observation of protein–protein interactions. 

Although the binding of p21 to cyclin I was proven in this study, the precise functional complex and its mode 

of regulation remain to be determined. 

During the overcritical folding process, we collected folding intermediates and analyzed their secondary 

structure and hydrophobic core formation by CD and fluorescence spectra, respectively. Interesting, CD 

analysis revealed that the secondary structure of cyclin I is predominately �-helical, which is similar to other 

membranes of the cyclin family [32-34], and the helical ratio of cyclin I protein approaches 50% to 70% in all 

folding intermediates (M1 state to native state), indicating that the helix is formed during the early stages of 

the folding process. Additionally, only a small percentage of random coli (about 20%) formation occurs 

during the folding process. In combination with DSC results, the small amount of random coli in cyclin I is 

important for its structural dynamics. Moreover, hydrophobic collapse, as determined by fluorescence, 

showed a blue shift in �max and an increase in intensity, indicating that the hydrophobic core was becoming 

increasingly stable following the folding process. These results were consistent with changes in particle size 

as measured by DLS. Moreover, added calcium ions further reduce the cyclin I folding intermediate to its 

smallest particle size, indicating that the cyclin I protein is most stable in the calcium-rich environment.  

In summary, cyclin I is an intrinsically disordered protein with a stable secondary structure, and the 

energy state and hydrophobic collapse can be used as the indicator of the folding process. Moreover, the direct 

interaction between 2 intrinsically disordered proteins, cyclin I and p21, is mediated by calcium ions. The 

interaction between cyclin I and p21 may prevent cellular apoptosis and help preserve cell number in 

post-mitotic tissue and maintain cellular function. 
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Table 1. Chemical compositions of refolding buffer.  

Tris buffer, 

mM 

pH Urea, M DTT, mM Mannitol, 

% 

Pefabloc, 

�M 

Folding buffer 1 10 11 2 0.1 0.1 0.5 

Folding buffer 2 10 11 1 0.1 0.1 0.5 

Folding buffer 3 10 11 - 0.1 0.1 0.5 

Folding buffer 4 10 8.8 - 0.1 0.1 0.5 

Folding buffer 5 

(the native buffer) 

10 8.8 - 0.1 - 0.5 

Table 2. The influence of calcium Ca2+ and zinc Zn2+ ions on the hydrodynamic diameter DH of cyclin I 

folding intermediates. 

 

Folding state  DH, nm DH, nm 

Zn2+ 

DH, nm 

Ca2+ 

DH, nm 

Ca2+ and Zn2+ 

U 9.95 ± 1.47    

M1 8.94 ± 0.55 7.74 ± 0.21 5.34 ± 0.01 7.13 ± 0.12 

M2 6.25 ± 0.29 7.05 ± 0.26 4.73 ± 0.10 7.45 ± 0.28 

M3 5.03 ± 0.25 5.92 ± 0.15 4.18 ± 0.08 7.46 ± 0.31 

M4 4.74 ± 0.04 4.88 ± 0.02 4.09 ± 0.01 7.79 ± 0.04 

M5 5.12 ± 0.01 6.20 ± 0.20 4.41 ± 0.12 12.19 ± 0.14 
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Figure legends 

Figure 1.  The secondary structure analysis of folded cyclin I protein. (A) Circular dichroism profiles of 

cyclin I at 20 °C. The CD curves of intermediate states U (denatured), M1, M2, M3, M4, and M5 have been 

marked in the figure. Due to the high absorption background of urea in the far-UV region of U, data of lower 

wavelength than 220 nm are not shown. (B) The CD profiles analysis by SELCON3 of folding intermediates 

of cyclin I.  

Figure 2.  Hydrophobic core formation analysis of folding intermediates of cyclin I protein. The 

fluorescence spectra of U, M1, M2, M3, M4, and M5 are marked in the figure. The thick-black, dashed, dotted, 

grey, thin-black, and dashed-dotted lines represent the spectra of cyclin I in the states of U, M1, M2, M3, M4, 

and M5, respectively.  

Figure 3.  Thermal stability analysis of folded cyclin I in various ion buffers. Temperature dependence of 

specific heat capacity of M5 in Tris buffer pH 8.8 (solid line), M5 in the Tris buffer with calcium (dashed line) 

or zinc (dotted line), and M5 in Tris buffer with both zinc and calcium (dashed-dotted line). The temperature 

dependence of specific heat capacity for lysozyme (dashed-dotted line) is illustrated as a control. 

Figure 4.  Binding analysis of cyclin I and p21 protein. (A) Enthalpy change (�H), corresponding to the 

binding of p21 to cyclin I in the presence of calcium (Ca2+), is equal to -90.35 KJ/mol (closed circle). In the 

figure, [L] represents the concentration of p21, [M] represents the concentration of cyclin I. The ITC 

experiment is shown under identical conditions, except in the absence of calcium (open circle). (B) The 

identification of p21 by western blot with p21 monoclonal antibody after expression of cyclin I and p21 in 

BL21 cell lines (left) with rEaGH used as a negative control. Coprecipitation of p21 and cyclin I has been 

demonstrated by far western blot (right). The �max of (C) UV absorption and (D) fluorescence emission with 

calcium ions ranging from 0 to 1 mM. 
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Figure 1A 
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Figure 1B 
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Figure 2 
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Figure 3 
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Figure 4A 
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Figure 4B 
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 Figure 4C 
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Figure 4D 
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Part-III: Protein aggregation: competition reactions between self-stabilization and diffusion limited 
aggregation in solution 

Abstract

Protein folding, which is a self-organization process, and aggregation, which is a self-assembly process, 

may take place spontaneously in a biological system. It is possible that self-organization and aggregation 

compete with each other frequently during protein folding. It is intriguing to investigate the molecular 

mechanism for the reaction paths of self-organization or self-assembly. In this study, both reactions of protein 

folding and aggregation are observed simultaneously, during a direct/off-path refolding process of a 

reduced/unfolded growth hormone receptor binding protein (GHRBP). Moreover, flat hexagonal plate 

aggregates of GHRBP molecules are observed through scanning electron microscopy and solution atomic 

force microscopy. These imaging studies indicated the possibility reaction of aggresome formation which is 

similar to ice crystal formation. By combining the random walk simulation and experimental data, we surmise 

that the mechanism of protein aggregation may occur via the diffusion-limited aggregation process (DLA). 

Meanwhile, the GHRBP self-stabilization time, derived by an autocorrelation function, is found to be ~14.8 

�s, which is longer than the secondary structure formation. Namely, the formation of secondary structures 

may not protect the protein from aggregation. The resultant aggresome, as suggested by Raman and mass 

spectroscopy, may have been formed by cross-linkages of disulfide bonds and hydrophobic interactions. 

These results indicated that the diffusion process and concentration of the protein at the initial stage is vital for 

determination the protein folding or aggregation. The aggregation process of misfolded protein is a parallel 

process and these misfolded aggregates may possess secondary structure which is similar to 	-amyloid or 

prion. 

 

 

 

Keywords: Protein folding, diffusion limited aggregation, auto-correlation function, spontaneous folding, 

Raman spectroscopy, MALDI-TOF mass spectrometry, molecular simulation. 
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Introduction 

Protein folding, which is a self-organization process, and aggregation, which is a self-assembly process, 

may take place spontaneously in biological systems by entropically driven force1-3. Extensive research has 

been carried out to study the phenomenon of protein folding and aggregation during the past decades. The 

ability to control protein folding and hinder aggregation is very important in the production and formation of 

therapeutic proteins as well as drug production. It has been reported that during the protein folding process, 

the conformational changes in proteins are involved in the loss of chaperone activity4, resulting in protein 

aggregation and various disease states5-10. However, the molecular mechanism remains unknown. It is 

important to elucidate the mechanism for controlling protein folding and aggregation. 

The way in which a chain of amino acids transforms itself into perfectly folded proteins depends on the 

intrinsic physiochemical properties of the amino acid sequence and on influences of the crowded environment 

around the protein molecules11. Moreover, the topology of the proteins, not their sequence, may play a crucial 

role during protein folding12. As suggested by the “first-order-like phase transition” model of the protein 

folding reaction, both folded and aggregated protein molecules can be observed during the off-path folding 

reaction13-15. It has been reported that a majority of proteins will aggregate during the folding process in vitro 

in a high concentration system, but not in a low concentration system, suggesting that the aggregation of 

proteins may be correlated to the concentration of proteins16. In general, the kinetic mechanism of the 

aggregation of condensed matter is believed to be a diffusion-limited aggregation process17-19. Therefore, it is 

important to find out whether the protein aggregation follows the same mechanism. 

It has been reported previously that the critical structures of proteins are formed sequentially in a time 

scale of nano- to micro-seconds during the protein folding process. Based on ultrasonic absorption (UA) and 

temperature jump (TJ) techniques, it has been reported that secondary structures comprising �-helices (21 

amino acids) can form within 30~160 ns20. On the other hand, the beta turn formation takes approximately 6 

�s20. Using photodissociation/rebinding methods, the time required for the formation of a loop comprising of 62 

amino acids was found to be around 40 �s20. Eaton et al.21 have reported that changes in �-helix are a 

temperature-dependent process. An increase in temperature results in an increased number of random coil 

peptides and decrease in the average helix length of helical peptides21. The sequential folding phenomenon may 

reveal a possible and important mechanism of the initiation stages of protein folding22. However, observations 
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of conformational reshuffling23 and formation of disulfide bridges24, 25 during subsequent folding processes 

indicate the possibility of conformational instability during the initial folding stage. Therefore, comparison of 

the time required for self-stabilization with that required for the formation of secondary structures during the 

folding process may reveal the folding/aggregation kinetics mechanism during the early folding stage.  

To verify the aggregation mechanism, both experimental approaches and three-dimensional random walk 

simulations were studied in this work. In order to investigate the protein folding/aggregation process, GHRBP 

was denatured and the disulfide bonds were reduced. The results indicated that an off-path refolding process of 

a reduced/unfolded GHRBP might contain a combination of an antagonistic reaction of spontaneous folding 

and aggregation. Meanwhile, flat, hexagonal plate aggregates of GHRBP were observed through scanning 

electron microscopy (SEM) and atomic force microscopy (AFM). By combining the random walk simulation 

and experimental observation, we surmise that the mechanism of protein aggregation may occur via the 

diffusion-limited aggregation (DLA) process. Meanwhile, the aggresomes may have been formed by 

intermolecular disulfide bonds and/or hydrophobic interactions. 

Experimental section 

All chemicals were obtained from Merck Ltd. (Rahway, NJ). The denaturing/unfolding buffer was 

composed of 4.5 M urea with 10 mM Tris base, 0.1 M dithiothreitol (DTT), 0.1 % mannitol, and 0.5 mM a 

protease inhibitor (Pefabloc). The native buffer was 10 mM Tris HCl with a pH of 8.8. 

Protein expression and purification  

E. coli-carrying modified pET28a-GHRBP expression plasmid26 was grown in LB broth until the optical 

absorption at OD600 reached 0.3. Cells were then grown in LB media with the supplement of 0.1 mM IPTG at 

37 °C for 16 h. The protocols used for the isolation of the inclusion body from E. coli and for the unfolding 

were based on our previously described procedures26. E. coli was harvested through centrifugation at 12000 g 

for 3 min. The cell pellet was re-suspended and mixed well with ice-cold water and lysed with a cell disruptor 

(Constant System Ltd. Northants, UK). The total cell lysate was separated into soluble and insoluble portions 

through centrifugation at 12000 g for 3 min. The inclusion body was collected and washed twice with ice-cold 

double-distilled H2O. 

Off-path (direct dilution) folding study 

GHRBP were unfolded in the unfolding buffers13, 26 and diluted to various concentrations (from 41.4 
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mg/ml to 2 mg/ml). The disulfide bonds were reduced to thiol groups accordingly. The denatured GHRBP was 

mixed rapidly with 100-fold native buffer 13, 23 by ultrasonication. Next, re-folding was performed. In order to 

test the temperature effect of the direct folding reaction, the reaction mixtures were incubated at 293, 297, 301, 

305, and 309 K for 1 h to reach equilibrium. This equilibrium time is 106–109 times longer than that observed 

in conventional protein folding studies23, 27, 28. Therefore, the aggregation reaction definitely reaches its 

equilibrium state in 1h. When the direct folding reaction reached equilibrium, the folding solution was 

centrifuged at 12000 g for 3 min to separate the soluble portion from the aggregation/precipitate. The protein 

concentration in the soluble portion was determined using a UV spectrometer at 277 nm with the extinction 

coefficient of GHRBP13, 26; the dilution effect was calibrated using a serial dilution curve. The aggregation 

fraction is equal to [1- (soluble protein/total protein)]. 

Reduction/oxidation state of sulfur group of cysteine monitored using micro-Raman spectroscopy. 

Raman experiments were carried out using the Ranishow 1000 micro-Raman system (Ranishow Plc, 

Gloucestershire, UK). 5 �l GHRBP solutions having varying folding states (10 mg/ml) were lyophilized on 

the surface of a platinum plate. The Raman spectra were collected around 2570 and 516 cm-1; they represent 

the stretching frequencies of the S-H bond (
S-H) of the reduced cysteine and the S-S bond (
S-S) of the 

oxidized cysteine of GHRBP, respectively22, 29. The wave numbers of the Raman spectra were calibrated with 

silicon. Each spectrum was compared with the same folding state buffer to identify the signal of the protein 

and solvent, respectively. 

MALDI-TOF mass spectrometry  

The samples were prepared by mixing equal volumes of a matrix solution of 

�-cyano-4-hydroxycinnamic acid (CHCA) (20 mg/ml) (Aldrich, Steinheim, Germany) in pure methanol and 

an analyte (protein) solution. 1 �l of the resultant solution was deposited on a stainless sample probe and 

allowed to air-dry. Mass spectra of positively charged ions were acquired on a Bruker Autoflex instrument 

(Bruker Daltonik GmbH, Bremen, Germany) operated in the linear mode. A total of 500–2500 single-shot 

spectra were accumulated from each sample. The laser power was adjusted to 37–38%. The acceleration 

voltage was 20 KV. Flex analysis software packages (Bruker Daltonik GmbH, Bremen, Germany) were used 

for data processing. 
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Protein mean-collision time determination using initial concentration of unfolded protein under a 

three-dimensional diffusion model  

Similar to the observation made in our previous study that unfolded proteins aggregated with each other 

during the folding process, the mean collision time for protein molecules may indicate the upper bound of 

protein folding in its stable state. Therefore, the mean collision time for two protein molecules can be 

estimated based on the direct folding path, as described previously23. The concentrations of the protein, which 

is diluted by the native buffer, can be converted into the mean-distance ( X ) between protein molecules in a 

solution. According to the three-dimensional random walk model, the mean distance ( X ) is approximately 

the root mean square distance (Xrms) for a protein random walk in three dimensions. The mean collision time 

for the protein diffusing across this distance can be determined by the following equations.  

� 

1 1

2 2 26rmsX X X Dt� � �          (Eq. 1)  

where D denotes the diffusion constant of protein as defined in Eq. 2 by the Stoke-Einstein correlation, 

6 H

kTD
R��

�       (Eq. 2) 

where ���denotes the viscosity of the protein solution. In this study, the unfolded protein was diluted into a 

native buffer; the dilution factor was 100. Therefore, the ��is approximately  1 cp, which is the viscosity of 

water23. RH denotes the effective hydration radius of the protein. According to the results of our study as well 

as other studies, the unfolded protein molecules are about 2.47 times larger than the native protein molecules13, 

14, 23, 26, 30; the folding process may be a spontaneous process; therefore, the radius of the protein may reduce 

as an exponential decay function31. Meanwhile, the particle size analysis conducted in this study indicates that 

the hydration radius (RH) of the GHRBP of unfolded protein is 7.53 nm and that of the native state RH is 2.75 

nm.  

The function of RH is expressed as below.  

RH(t) = R0(1+1.47e-ct)     (Eq. 3) 

Where c is the hydration radius collapse factor. Therefore, the mean collision time during the diffusive process 

of protein folding can be expressed as follows. 

2 2
01.47 6 0ct

rms rmsX e D t X�� � � �   (Eq. 4) 
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The ProductLog can be expanded as following, 
2
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�

� � �  (Eq. 6) 

Therefore, the mean collision/diffusion time for a specified initial concentration of unfolded protein can 

be determined using the above expression. 

Molecular simulation of protein aggregation 

In order to identify the molecular interactions involved in the protein folding process, a 

three-dimensional random walk simulation model is used in this study. This model is quite different from 

Eden’s model19 because the distribution of protein particles is considered randomly distributed in a defined 

three-dimensional box with a periodic boundary. The size of the simulation box is determined by the number 

of simulation particles and the mean distance X , obtained from Eq. 1. Because the protein molecules are 

considered to be in constant Brownian motion, as described in Eq. 1 and 2, protein collision can be monitored 

and analyzed. In order to simulate the spontaneous protein folding process during the diffusion time, an 

activation factor of protein aggregation was introduced as follows:   

( )
(1 log( 273))

t

eA t
T

�
�

�
� �

                      (Eq. 7) 

where � denotes the folding time constant and has a value of 500; T denotes the reaction temperature in 

Kelvin. We set the threshold to be 0.1. If the value A is lower than the threshold, the proteins will not interact 

with each other. In other words, , the proteins reach a stable state at such a moment. By comparing the number 

of particles at the start of the process with the number that remained (the number of spontaneous folds), the 

protein aggregation fraction can be obtained. 

Molecular image analysis of aggregated proteins through SEM and AFM  

The aggregated proteins were collected on a cover slip and washed with ddH2O to remove the salt and 

non-aggregated protein molecules. The bound water molecules of the sample were removed by lyophilization. 

The aggregated samples were coated with Pt by sputter. The sample was placed on the stage of the S4300 cold 
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field emission scanning electron microscope (Hitachi High-Technologies Co., Ltd , Tokyo, Japan), raised to a 

working distance of 19.4 mm. The sample was imaged at an accelerating voltage of 5 keV and a current of 7 

�A. The aggregate protein molecules in a solution environment were imaged with the NanoWizard®II 

BioAFM (JPK Instruments AG, Berlin, Germany) in tapping mode with a line rate of 0.9 Hz.

Results

Protein aggregation fraction analysis 

Bacterial expression systems were used to express several heterologous proteins32, 33. The 

recombinant proteins which expressed in the cytosol of Escherichia coli often form as an inclusion 

body34. These proteins are mostly non-functional, aggregation, and misfolding34 but in the high purity 

and yield35. In this study, the GHRBP was obtained from the inclusion body with high purity (more 

than 95 %) after IPTG induction (see fig. S1). Moreover, the GHRBP can be recognized by GHRBP 

antibody (see fig. S2) and the secondary structure of folded GHRBP (see fig. S3), analyzing by CD, 

which is similar to our previously study26. These data suggest that the folded GHRBP is in its native 

state.

As indicated in figure 1a, the fraction of aggregation was found to be 0.973 at the final concentration of 

approximately 0.20 mg/ml. This indicated that most of the GHRBP molecules were aggregated and 

precipitated. However, the aggregation fraction dropped rapidly when the initial concentration decreased. For 

instance, when the initial concentration of unfolded GHRBP is 5 �g/ml, the fractions of aggregation decreased 

to 0.020. This indicates that over 98% protein molecules are folded into their native state. The mean collision 

time at this concentration, derived from Eq. 6, is 119.12 �s at 301 K. This time interval is long enough for the 

unfolded GHRBP to fold into a stable state (Figure 1a). 

Three dimensional random walk simulations 

From the simulation, we found that the aggregation fractions were constant even when the number of particles 

(n) was different. The optimal number of particles for simulation is about 216 for a suitable calculation time. 

In addition, we found a good agreement between the simulation results and the experimental results (Figure 

1a), suggesting that the driving force for the random movement of unfolded proteins in the solution is thermal 

fluctuation. Meanwhile, the particle size of the proteins (the hydration radius) shrinks spontaneously during 

the diffusive process, as indicated in Eq. 3. The optimal value of the hydration radius collapse factor c is 0.01.  
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In addition, the correlations among the precipitation fraction and the lag time (�t) fit with the logistic function 

(Figure 1b) very well. This function is a modified power law, which is consistent with Forrest and Witten’s 

description 19. This implies that the process may be diffusion-limited aggregation. 

It is believed that the thermal fluctuations during protein folding may affect the reaction rate of protein 

self-stabilization. For the direct folding process, the optimal folding temperature is 301 K (Figure 2). 

Therefore, the DLA process competes with the spontaneous self-stabilization process in the direct folding 

reaction at a certain temperature. 

SEM and AFM images of aggregated GHRBP 

As indicated in figure 3, hexagonal tablet aggregates of GHRBP molecules were observed during SEM 

(Figure 3a) and AFM (Figure 3b) analysis. The sizes of the aggregates at X and Y axes are approximately 

from 0.3 �m to 5 �m in diameter. The thicknesses, Z axis, of these hexagonal tablets are approximately 0.1 

�m to 0.3 �m, as measured using the SEM image. As indicated in methods section above, we have ruled out 

the possibility that these tablets aggregate do not correspond to salt aggregates. Meanwhile, similar hexagonal 

tablets were observed by AFM both in air and solution conditions. During AFM analysis in air phase, the sizes 

of the aggregated tablets are approximately 3.3 �m at X and Y axis, and 100 nm at Z-axis. The scan rate is 0.8 

Hz. Interestingly, the surface is not smooth like the ones observed in SEM analysis, and there is a hole inside 

the hexagonal plate. The solution images of AFM measurements also indicate that a hexagonal shape was 

observed and the size of the aggregates is approximately 4.3 �m at X, Y axis and 90 nm at Z axis. The scan 

rate is 0.8 Hz. Similar to that observed by AFM, there is a hole on the hexagonal plate for the air environment. 

Furthermore, part of hexagonal (L shape) aggregate was observed by AFM measurements. The length of one 

edge is approximately 100 nm and the thickness is approximately 30 nm suggesting that the aggregate of 

GHRBP might not have formed from a single aggregation core. 

Raman and mass spectroscopy analysis of GHRBP aggresome  

In order to understand the mechanism of protein aggregation, both Raman and MALDI-TOF mass 

spectroscopy have been used. Raman spectra analysis of aggregated GHRBP displays the S-S stretching mode 

at 516.6 cm-1 for oxidize disulfide bonds and the S-H bond stretching mode at 2562.1 cm-1 for reduced S-H 

bonds (Figure 4b). However, the soluble portion of GHRBP in the same reaction contains only the oxidized 

disulfide bonds (Figure 4a). As indicated in figure 5, the acetonitrile-soluble portion of aggregated protein 
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contains some monomer of GHRBP with the molecular weight approximately 22.3 kDa. Meanwhile, stable 

dimer (approximately 44.6 kDa), trimer (approximately 66.8 kDa) and tetramer (approximately 88.8 kDa) of 

stable polymers were also observed at the same time. Based on Raman spectra analysis, we suggest that these 

polymers may be linked through inter-molecular disulfide bonds.  

Discussion  

Both aggregated and soluble proteins are observed in direct folding path. 

According to the data in figure 1, it is obvious that both the soluble and aggregated precipitated 

fractions are observed. Meanwhile, by analyzing the oxidation states of their disulfide bonds, we 

found that both the reduced state (S-H) and the oxidized state (S-S) signals were present that 

corresponds to the unfolded and the folded states. According to the “first-order like phase transition” 

reaction model 13, 14, 30, proteins in a direct folding reaction are trapped in a phase transition line 

where the two states co-exists in the same zone. These data collectively suggest that aggregated and 

soluble protein can be observed in a direct folding reaction.  

Determination of folding stabilization time of GHRBP at various temperatures using 

auto-correlation function 

As described previously, the mean collision time for the GHRBP molecules folding in 0.414 mg/ml was 

approximately 10.23 �s at 309 K. However, from the result shown in figure 1a, the fraction of aggregation 

was found to be 0.70 at a mean collision time of 10.23 �s. This suggested that most of the proteins were 

unfolded in solution. However, when the initial concentration is decreased to 10.35 �g/ml, the mean collision 

time was found to be approximately 119.12 �s at 301 K. This time period is long enough for GHRBP to fold 

into a stable state, as the fractions of aggregation is decreased to 0.02 (Figure 1a). The observed precipitation 

(2%) can be attributed to the back ground for the protein molecules that are mixed in the solution. Meanwhile, 

in a macroscopic experiment such as protein folding, it is impossible to synchronize all the molecules of the 

proteins to fold from unfolded state to native state at the same time. The mean collision is upper bound for 

protein stabilization. Therefore, a direct measurement of collision time at the half fraction of protein 

aggregation is not viable. However, the aggregation reaction time can be obtained using the autocorrelation 

function (ACF) of the protein aggregation fraction. The correlation function can be expressed as follows: 

�(�t)=<C(t) C(t+�t)>                   (Eq. 8) 
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where C(t) denotes the aggregation fraction at time t,  �t denotes the time interval between the 

observations, and  the value of �(�c) is the half-width of the ACF 36 (Figure 1b). The aggregation correlation 

time (�c), which is the time required for GHRBP to stabilize itself in a folding process, is approximately 29.7 

to 14.8 �s at 297K and 301 K, respectively, immaterial whether the experimental reaction was synchronized 

or not. Thus, in low concentrations, proteins have a chance to fold into a stable form before any collisions 

occur. This phenomenon is consistent with previous studies 16. Furthermore, the upper bound estimate of the 

protein folding stabilization time and the time period of protein aggregation are not equal. The time for 

aggresome formation is far longer than the stabilizing time of protein interaction. Namely, this stabilizing time 

is the critical time for protein folding into native state.  

As mentioned previously, the mean collision time is also an upper bound estimate for protein folding into 

stable state in the diffusive processes. Thus, if proteins do not fold and settle into a stable state during this 

period, they may aggregate and precipitate consequently. Therefore, the mean collision time in the folding 

reaction is the folding stabilizing time of the protein molecules.

Protein aggregation reaction is a diffusion-limited aggregation (DLA) process in solution. 

The data in the figure 1b implies that the aggregation process may follow the diffusion-limited 

aggregation process. Furthermore, flat hexagonal plate aggregates of GHRBP molecules were observed by 

SEM (Figure 3a) and AFM (Figure 3b). These aggregated conformations are similar to the ice-crystal. These 

hexagonal shapes may relate to the intrinsic properties of the unfolded GHRBP. These conformations of the 

aggregated proteins similar to the ones adopted by the ice-crystal may suggest that the former may be the 

fractal structure. However, AFM imaging indicated presence of clear hexagonal edge of aggregated piece. 

This indicated that the aggregation process may not initiate from a single nucleation core of each aggresome. 

Meanwhile, based on simulation process, we proposed that the aggregated fractions can interact with each 

other. The fact that our simulation results correlate well the experimental observations indicates that the 

aggregation process is regulated by the diffusion-collision time among protein molecules. Moreover, the 

aggresome may not be formed from single nuclear core. This is consistent with the AFM imaging studies. As 

the aggregation processes among protein molecules are parallel processes, the stabilization time of protein is 

as fast as 20–30 �s. Thus, our data suggest that the aggregation structure may have been caused by a parallel 

process and the off-path folding reaction may follow the diffusion limited aggregation (DLA) process.  
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Time scale for protein stabilization is longer than that for secondary structure formation 

As indicated previously, the time period for protein stabilization is approximately 20 to 30 �s. It is 

known that that timescale for the secondary structure formation may be as fast as 100 to 160 ns for a helical 

structure formation, monitored using laser T jump study 37 or Photolysis 38. For a 	-hairpin formation, it takes 

approximately 6 �s in a laser T jump study.39 However, formation of a tertiary structure may vary from sub- 

milliseconds to minutes. It has been reported that the intra-molecular interaction is formed approximately 

from 100 microseconds to milliseconds 20. Thus, based on the protein stabilization time, we believe that the 

protein is stable once the secondary structure and inter-molecular interactions are formed. Therefore, the time 

scale for monitoring the secondary structure formation may not indicate the actually time scale of protein 

folding. Moreover, the folding stabilizing time shall be considered as the initial time scale for protein 

aggresome formation or precipitation. Thus, the exact time scale for the observation of protein aggregation is 

relatively longer than stabilization time. This study does not only reveal the molecular mechanism of protein 

aggregation but also indicate the reaction time for the protein to fold into a stable state.  

The aggresome may be caused by the mis-linked disulfide bonds and hydrophobic interactions. 

In this study, we observed the formation of the tetramer of GHRBP (figure 5). In addition, both oxidized 

disulfide bonds and free thiol bonds are observed in the aggregated fractions. These results implied that the 

intermolecular mis-linked disulfide bonds might exist in the aggresome. As indicated in methods section 

above, these aggregates can be dissolved by sonicating these aggresome with an amphiphilic solvent such as 

acetonitrile. This indicates that hydrophobic interactions play an important role in the formation of aggresome. 

The acetonitrile-soluble proteins analyzed using MALDI-TOF mass spectrometer indicated that stable forms 

of monomer, dimer, trimer and tetramer of GHRBP could be observed in the precipitated portion (Figure 5), 

but not in the soluble portion (data not shown).  Therefore, these aggregates of GHRBP are caused by 

disulfide mis-linkages and hydrophobic interactions, in vitro. However, a native aggresome, such as inclusion 

body of E. coli, did not form oligomers of proteins when the same procedure was used (data not shown). By 

comparing both the in vitro and in vivo experiments, we conclude that the hydrophobic interaction is the major 

factor for the aggresome formation. This suggests that suitable protection chaperones and enzymes that can 

prevent the formation of mis-linked disulfide bonds are necessary, in vivo. 

Temperature affects the thermal dynamics process of protein folding. 
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During the folding process, the thermal fluctuation may affect the reaction rate of protein 

self-stabilization (Figure 2). By comparing with the first-order-like state transition model 13, 14, 30, we believe 

that the forbidden region of direct folding reaction may have been caused by the interactions among unfolded 

proteins. An over critical reaction regulated by solvent environment and denaturant may play a crucial role to 

avoid effective collision between proteins, and hence protein folds spontaneously during this period 13. This 

phenomenon may explain the possible mechanism and function of molecular chaperones 13, 14, 23, 26, 30 that 

assist protein folding.  

By comparing the functions of activation factor (Eq. 8) and mean collision time (Eq. 6), it is imperative 

that the aggregation activation factor decreases faster than collision time when the reaction temperature is 

raised. However, the V-shaped trend of the correlation time (�c) versus the reaction temperature (Figure 2) 

indicates that the reaction rate of the protein that folds spontaneously is not significantly faster than DLA. 

This makes us further conclude that the direct protein folding is a competitive process between a spontaneous 

folding and DLA.  

Conclusion  

In summary, this is the first study wherein the stabilization time of protein folding has been observed 

directly and quantified. Depending upon the temperature, it ranges from 14.8 to 29.7 �s. The protein folding 

mechanism in a cell-free system is an antagonistic reaction between spontaneous folding and DLA. The 

aggregation of proteins during folding process may be caused by intermolecular disulfide bonds mis-linkage 

and hydrophobic interactions. This observation also indicated that the aggregation process of misfolded 

protein is a parallel process and these misfolded aggregates may possess secondary structure which is similar 

to 	-amyloid or prion. Namely, these proteins may share similar aggregation mechanism.  
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Figure legends 

Figure 1. Fraction of protein aggregation versus diffusion collision time at various temperatures. (a) T =301 K. 

The solid squares and dotted line denoted the experimental results and the simulation results, 

respectively. (b)The auto-correlation function of the fraction of protein versus diffusion collision 

time. The horizontal and vertical lines in the figure denoted the fitting of the auto-correlation 

function by logistic function. The �c represented the correlation time for which �(�c)=1/2 �(0). 

Figure 2. The temperature dependent protein folding time. The thermal fluctuation would affect the reaction 

rate of protein self-stabilization, and the 301K is the most optimal refolding temperature of GHRBP. 

Figure 3. SEM and AFM images of aggregated GHRBP. (a) SEM image of hexagonal aggregates of GHRBP, 

the GHRBP would be form regular shape in the DLA aggregation process. (b) AFM images of 

GHRBP aggregates. The aggresome of GHRBP was similar to SEM image but with roughly 

surface.  

Figure 4. Raman shift of GHRBP aggregates and soluble form. (a) The S-S (
S-S) stretching region. (b) The 

S-H (
S-H) stretching region. The gray line and black line denoted precipitated and soluble GHRBP, 

respectively. 

Figure 5. MALDI-TOF mass spectra of acetonitrile soluble GHRBP aggregates. The molecular weight of 

GHRBP is 22.32 kDa. There are monomer, dimmer, trimer and tetramer of the GHRBP. Where the 

m denoted the molecule of GHRBP. 
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Figure 1a 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

0 20 40 60 80 100 120
0.0

0.2

0.4

0.6

0.8

1.0

Mean collision time (�s)

A
gg

re
ga

tio
n 

Fr
ac

tio
n



 58

 

Figure 1b 
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Figure 2 
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Figure 3a 
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Figure 3b 
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Figure 4a 
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Figure 4b 
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Figure 5 

 

 

 



Laser induced popcornlike conformational transition of nanodiamond
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Nanodiamond �ND� is surrounded by layers of graphite on its surface. This unique structure feature
creates unusual fluorescence spectra, which can be used as an indicator to monitor its surface
modification. Meanwhile, the impurity, nitroso �CuNvO� inside the ND can be photolyzed by
two-photon absorption, releasing NO to facilitate the formation of a sp3 diamond structure in the
core of ND and transforming it into a sp2 graphite structure. Such a conformational transition
enlarges the size of ND from 8 to 90 nm, resulting in a popcornlike structure. This transition
reaction may be useful as nanoknives in biomedical application. © 2008 American Institute of
Physics. �DOI: 10.1063/1.2955840�

Nanodiamond �ND� has been shown to be nontoxic and
is considered one of the most important biocompatible
nanomaterials.1 Its unique fluorescence properties allow ob-
servation of its presence in variant wavelengths.2,3 The sur-
face of ND can be carboxylated; the nanoparticles so modi-
fied exhibit high affinity to proteins,2,4 rendering conjugation
possible with DNA,3,5 lysozyme,2 and cytochrome c.6

ND �average diameter 4–6 nm, Nanodiamond, TI, Swit-
zerland� has been synthesized from the detonation of the
mixture of trinitrotoluene and hexogen,7 Its conformation
and composition remain unclear. In this study, we studied the
conformation using ultra high resolution field emission trans-
mission electron microscopy �FE-TEM� �JEM-2010F, JEOL,
Ltd. Tokyo, Japan�, electron energy loss spectroscopy
�EELS�, field emission scanning electron microscopy �SEM�
�Hitachi S-4300, Hitachi High-Technologies Corporation,
Tokyo, Japan� and atomic force microscopy �AFM� �D3100,
Veeco Instruments Inc, NY, USA� and Raman spectroscopy.

As shown in Fig. 1, both AFM and TEM images indicate
that the size of the ND particles are uniform �Fig. 1�a��. A
magnified view inside red circle is shown as an inset in upper
right corner, which indicates that the ND contains a 6 nm
diamond core and around 1 nm thick graphite shell. The lat-
tice spacing is about 2 Å which may correspond to �111�
plane of diamond structure. The inset in the low right corner

is a diffraction pattern from the NDs in the view. It shows a
typical electron diffraction ring for diamond. The inset in the
low left corner is an AFM image that shows the surface
morphology of the ND. Figure 1�b� is a SEM image of ND
after laser radiated. The average size of laser radiated ND is
about 90 nm. Inset is a TEM image shows the magnified
view of ND after laser radiated.

These observations are consistent with the Raman spec-
tral analysis �Figs. 2�a� and 2�b�� and nanobeam EELS spec-
tra analysis �Figs. 2�c��. As indicated in Fig. 2�a� the ND
contains both broaden diamond Raman absorption at
1324 cm−1 and a planar graphite �G band� spectrum at
1575 cm−1. The broaden 1324 cm−1 peak may contain part of
the absorption of distortion graphite �D band�. This core-
shell interface structure may create unique surface plasmonic
mode and emit the unusual fluorescence spectra in variant
wavelengths, as mentioned in previous studies.2,3

Elemental data provided by manufacturer showed that
there is 9.3% of trace nitrogen inside the structure of the ND.
However, previous surface modification study indicated that
no nitrogen containing functional group could be observed
on the ND surface.7 We examined the ND with Raman spec-
troscopy in the range of 500–1100 cm−1, and detected a very
weak signal near 604 cm−1. This signal was seen only after
long �10 min� accumulation �Fig. 2�b��, and is attributable to
nitrogen containing functional group nitroso
�uCuNvO�.8 By systematic simulation of the nitroso
containing molecules from one carbon, H3CuNvO, to 30
carbons, Tri-adamantane-NO �RuCuNvO�, with Gauss-
ian 03 �B3LYP/6–31G �d� Opt�Raman�, with scaling factor
0.89�, we noted the Raman shift of the bending mode of
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uCuN of nitroso increased from 504 cm−1 and plateau
near 606 cm−1 when the carbon number was larger than ten.
On this basis, we surmise that the Raman peak at 604 cm−1 is
caused by the bending mode of uCuNvO of nitroso
of ND.

Nitroso is an active functional group; dissociation of the
CuN bond of nitroso �uCuNvO� is in the range of
225–270 nm of UV light,8 where nitroso undergoes photoly-
sis and releases nitro monoxide. However, we found that
there was no photolysis taking place of the NDs, when irra-
diated with regular UV light. It is possible that the electronic
band gap of ND is around 5.47 eV �or approximately
227.8 nm UV wavelength�9 and the UV light was absorbed
by the diamond structure.

In further test, the possible involvement of photolysis
within the ND, we irradiated the ND solution for 30 s with
532 nm; 20 ns, full width at half maximum, Nd:YAG �yt-
trium aluminum garnet�, pulse laser �LS2137U/2, Lotis TII
Ltd., Minsk, Belarus�; with 140 mW average power; 10 Hz
repetition rate; 2 mm beam size. Interestingly, a popcornlike
conformational change of ND was observed after the laser
irradiation. The size of ND changed from 8 nm �Fig. 1�a�� to
approximate 90 nm �Fig. 1�b��. This observation is consistent

with our previous observation.10 These laser irradiated par-
ticles were fragile and no clear granule image could be ob-
served by FE-TEM �Fig. 1�b�� when they were removed
from glass substrate. Raman spectra �Figs. 2�a� and 2�b��
indicated that both peaks of nitroso group and diamond
structure disappeared after the laser irradiation; instead, there
were D �distortion� and G bands of graphite.11 Similar obser-
vation was obtained by surface analysis of the FE-TEM. The
transformation from diamond to graphite after laser irradia-
tion is also confirmed from the EELS spectra. Fig. 2�c� and
2�d� are EELS spectra taken from ND before and after laser
radiation, respectively. Figure 2�c� shows the very weak sig-
nal associated with the �* bond �at 283 eV�, while Fig. 2�d�
shows enhancement of the �* signal. That suggests that laser
radiation may promote the transformation of sp3 to sp2 bonds
for NDs

These results suggested that photolysis of nitroso and
conformational change of this ND occurred concomitantly.
As shown in previous studies,7 nitroso groups are buried
within the structure of ND which is consistent with the as-
sumption of our previous study.10 Their photolysis into nitro
monoxide �NO� molecules may generate large internal pres-
sure triggering conformational changes �explosion� in ND.
This can be envisioned as a transformation of sp3 tetrahedral
diamond core �Fig. 1�a�� into a sp2 planar graphite confor-
mation, expanding its size, approximately 12 fold �Fig. 1�b��.
This is similar to our previous observation.10

Although the 225–270 nm UV light may induce pho-
tolysis of CNO group, the ND structure may absorb UV light
and protect it. We have observed that ND is stable under both
bright light and regular UV nm light irradiation; it does not
absorb long wavelength 532 nm light. However, under ultra-
high intensity condition �around 2.2�107 W /cm2�, there is a
nonlinear two-photon absorption effect which allows the
CNO group of ND to absorb two incident photons of
532 nm. As a result, multiple ND photolyses occur simulta-
neously. We propose the molecular mechanism of diamond
graphite transition of ND involves a popcornlike conforma-
tion transition which is a physical explosion reaction, with
affecting distance is in submicron range �around 90 nm�.
Such is the case, ND may be used as a nanoknife in biosys-
tems, in addition to other applications.

FIG. 1. �Color online� �a� TEM image of ND. A magnified view inside red
circle is shown as an inset in upper right corner. The lattice spacing is about
2 Å which may correspond to �111� plane of diamond structure. The inset in
the low right corner is a diffraction pattern from the NDs in the view. It
shows a typical electron diffraction ring for diamond. The inset in the low
left corner is an AFM image that shows the surface morphology of the ND.
�b� SEM image of ND after laser radiated. The average size of laser radiated
ND is about 90 nm. Inset is a TEM image shows the magnified view of ND
after laser radiated.

FIG. 2. �a� Raman spectra of the ND �solid line� and laser irradiated ND
�dash line� at the range from 1100 to 1800 cm−1. �b� The Raman range of
500–1100 cm−1. �c� and �d� are EELS spectra of ND before and after laser
radiation, respectively. �c� shows the very weak signal associated with the
�* bond, while �d� shows enhancement of the of �* signal.
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The feasibility of ND as a nanoknife was indeed tested.
We coupled ND to growth hormone �GH�, one of the typical
growth factors for certain normal tissues and carcinoma. It
exerts regulatory functions in controlling metabolism, bal-
anced growth, and differentiated cell expression by acting on
specific receptors, GH receptor �GHR�, in liver or on carti-
lage cell surface, triggering a phosphorylation cascade. Thus
numerous signaling pathways are modulated and specific
gene expression dictated.12 GH has also been reported to
stimulate melanoma cell growth.12,13 The level of GH recep-
tors is relatively higher in melanocytic tumorous than normal
cutaneous cells.12,13 Similar studies have reported for both
mammary epithelial and colorectal cancer cells.13 GHR is
one of the general targets of cancer drug development, as
blocking or inhibiting the function of GHR may be a basis
for cancer therapy.

The lung cancer cell A549 was used as a model system
to be treated with ND linked GH. The graphite surface of ND
was first carboxylated by mixing ND with nitrate/sulfate
�9:1� at 70 °C and stirred for 24 h. The excess acid was
neutralized with 0.1N NaOH and washed with ddH2O. The
GH was prepared in our laboratory using recombinant tech-
niques as described previously.14,15 The carboxylated ND
molecules were linked by peptide bonding with GH via the
zero length cross linkers 1-ethyl-3-�3-dimethylaminopropyl�
carbodiimide hydrochloride and N-hydroxysuccinimide
�Sulfo-NHS� �Pierce Chemical Comp., USA�. The reaction
was monitored by changes in the fluorescence spectra of the
unique fluorescence of ND and autofluorescence of GH. This
was followed by examination of MALDI-TOF �matrix-
assisted laser desorption ionization-time of flight� mass spec-
tra. Each ND particle was bound with two molecules of GH,
forming a NDGH complex �data not shown�. The NDGH
complex �19 �M� was incubated with the A549 lung cancer
cells in culture. After 8 h of incubation, the cells were
washed with phosphate buffered saline to remove the non-
specific binding complex. The NDGH complex bound to

A549 cell membrane avidly. This was consistent with our
previous observation.16 The cells were then irradiated with
the same laser power mentioned above. The results show that
approximately 60% of the cells died within 24 h after the
irradiation �Fig. 3�a��. In contrast, less than 10% of the con-
trols cells were found dead under comparable treatment. As
shown in Figs. 3�b�–3�d�, the cell death can be attributed to
the explosion of ND on the cell surface.

In summary, photolysis of nitroso plays a vital role of
ND conformational transition. We have developed a NDGH
complex, which preferentially kills tumor cells upon high
energy pulse laser irradiation. The mechanism may involve
the high affinity of NDGH to tumor cell membrane and ND
explosion resulted in exposing the high energy locally within
hundred nanometers, damaging the membrane leading to cell
death. This popcornlike transition reaction of ND is poten-
tially useful as a nanoknife in biomedical application.
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Abstract
Biological molecules conjugating with nanoparticles are valuable for applications including
bio-imaging, bio-detection, and bio-sensing. Nanometer-sized diamond particles have excellent
electronic and chemical properties for bio-conjugation. In this study, we manipulated the
carboxyl group produced on the surface of nanodiamond (carboxylated nanodiamond, cND) for
conjugating with alpha-bungarotoxin (α-BTX), a neurotoxin derived from Bungarus
multicinctus with specific blockade of alpha7-nicotinic acetylcholine receptor (α7-nAChR). The
electrostatic binding of cND–α-BTX was mediated by the negative charge of the cND and the
positive charge of the α-BTX in physiological pH conditions. Sodium dodecyl
sulfate-polyacrylamide gel analysis and matrix-assisted laser desorption ionization
time-of-flight mass spectrometry (MALDI/TOF-MS) spectra displayed that α-BTX proteins
were conjugated with cND particles via non-covalent bindings. The green fluorescence of the
cND particles combining with the red fluorescence of tetramethylrhodamine-labeled α-BTX
presented a yellow color at the same location, which indicated that α-BTX proteins were
conjugated with cND particles. Xenopus laevis’s oocytes expressed the human α7-nAChR
proteins by microinjection with α7-nAChR mRNA. The cND–α-BTX complexes were bound
to α7-nAChR locating on the cell membrane of oocytes and human lung A549 cancer cells
analyzed by laser scanning confocal microscopy. The choline-evoked α7-nAChR-mediated
inward currents of the oocytes were blocked by cND–α-BTX complexes in a
concentration-dependent manner using two-electrode voltage-clamp recording. Furthermore,
the fluorescence intensity of cND–α-BTX binding on A549 cells could be quantified by flow
cytometry. These results indicate that cND-conjugated α-BTX still preserves its biological
activity in blocking the function of α7-nAChR, and provide a visual system showing the
binding of α-BTX to α7-nAChR.
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1. Introduction

Manipulating nanoparticles for biomedical applications has
been evaluated in recent years [1–5]. Biological molecules
conjugated with nanoparticles can be applied for both diag-
nostic and therapeutic applications [1, 2, 5, 6]. Semicon-
ductor quantum dots (Qdots) display fluorescent properties
without photobleaching that are suitable for advanced bio-
imaging [1, 3, 6]. For example, Qdot-coating with a lung-
targeting peptide was specifically accumulated in the lung of
mice by vessel injection [1]. The visual analysis of the deliv-
ery processes of nanoparticle-conjugated therapeutic drugs (or
bio-molecules) in vivo provides the observation of drug trans-
portation and targeting, which are useful for therapeutic effi-
cacy of such diseases. Unfortunately, the existence of heavy
metals such as cadmium (a well-known human toxicant) in
Qdots is of concern for medical applications, especially for
human treatment. Therefore, alternative nanomaterials con-
taining both biocompatible and detectable properties are highly
desirable.

Nanodiamond, a carbon derivative nanomaterial, is a de-
veloping nanoparticle for biological applications, which in-
clude the advantages of its biocompatibility, non-toxicity, and
easily detected intrinsic fluorescence without photobleach-
ing [7–9]. The surface of nanodiamonds provides an excep-
tional platform for conjugation of biological molecules af-
ter chemical modifications [10, 11]. The modified surface of
nanodiamonds by carboxylation (carboxylated nanodiamond,
cND) presents high affinity for proteins [7, 12]. Besides, the
modified nanodiamonds can be conjugated with DNA [10, 13],
cytochrome c [14], antigen [15], and growth hormone [16].
However, the biological activity and function of bio-molecules
conjugated with cND are still unclear.

Alpha-bungarotoxin (α-BTX), a neurotoxin derived from
Bungarus multicinctus, is an antagonist of the alpha7-nicotinic
acetylcholine receptor (α7-nAChR) of neuronal cells by
inducing neuronal damages [17, 18]. Non-neuronal cells (e.g.,
human lung cancer cells) also expressed α7-nAChR [19–21].
The α 7-nAChR forms a functional homomeric-pentamer
nAChR on the cellular membrane to mediate cation (e.g. Ca2+)
influx that is activated by an agonist such as choline and
nicotine [22–25]. It has been shown that α7-nAChR
can regulate many physiological functions including cell
proliferation [21, 26] and neuroprotection [17, 27].

In the present study, we manipulated the carboxyl group
produced on the nanodiamond’s surface for conjugating with
α-BTX by imaging and binding to those α7-nAChR in
Xenopus laevis’s oocyte and lung cancer cell. The cND–α-
BTX can be visualized on the targeting cells. Furthermore,
the cND-conjugated α-BTX executes the biological function
to block the activation of α7-nAChR.

2. Experimental details

2.1. Materials and reagents

The nominal 100 nm nanodiamond powder was from
Diamond Innovations (Worthington, OH). α-BTX, α-BTX-
tetramethylrhodamine (α-BTX-TMR), and ferulic acid were

purchased from Sigma Chemical Co. (St Louis, MO). HPLC
grade acetonitrile (MeCN) was purchased from J T Backer
(Phillipsburg, NJ). Formic acid was purchased from Riedel-de
Haen (Seelze, Germany). Water was purified using a Milli-Q
system (Millipore, Bedford, MA).

2.2. A549 cancer cell line

A549 cell line (ATCC, #CCL-185) was derived from the lung
adenocarcinoma of a 58 year-old Caucasian male. It has been
shown that A549 cells expressed α7-nAChR proteins [19–21].
These cells were cultured in RPMI-1640 medium (Invitrogen
Co., Carlsbad, CA), which were supplemented with 10% fetal
bovine serum (FBS), 100 units ml−1 penicillin, 100 μg ml−1
streptomycin, and L-glutamine (0.03%, w/v). The cells were
maintained at 37 ◦C and 5% CO2 in a humidified incubator
(310/Thermo, Forma Scientific, Inc., Marietta, OH).

2.3. Preparation of cND–α-BTX and cND–α-BTX-TMR

The standard procedure of cND preparation was according to
a previous study [14]. Briefly, 0.2 g 100 nm nanodiamond
powder was added into a 15 ml acid mixture of H2SO4:HNO3
(3:1) in an ultrasonic bath for incubation of 30 min, and then
heated for 30 min. The treated nanodiamonds were washed
with distilled water and centrifuged several times. After
drying, these cND particles were dispersed in distilled water.
For preparing cND–α-BTX and cND–α-BTX-TMR, the cND
particles (50 mg ml−1) were mixed with α-BTX (500μg ml−1)
or α-BTX-TMR (500 μg ml−1) in the shaker for 2 h at room
temperature. The mixtures were centrifuged at 12 000 rpm
for 5 min, and the pellets were washed twice with isotonic
PBS (pH 7.4). Finally, the pellet was dissolved in PBS. These
cND–protein complexes need to be freshly prepared. To avoid
aggregation, the samples were ultrasonicated for 20 min at
room temperature before use.

2.4. Measurement of particle sizes of α-BTX, cND, and
cND–α-BTX

The particle size distributions of α-BTX, cND and cND–
α-BTX were analyzed with a laser light scattering go-
niometer, BI-200 SM with Brookhaven BI-9000AT software
(Brookhaven Instruments, Holtsville, New York, USA).

2.5. Bio-atomic force microscopy (Bio-AFM)

To examine the morphology and size of cNDs and cND–
α-BTX complexes, these particles were dropped on a mica
slice and were analyzed with a Bio-AFM (NanoWizard, JPK
Instruments, Berlin). The Bio-AFM was mounted on an
inverted microscope, TE-2000-U (Nikon, Japan). A silicon
nitride non-sharpened cantilever was used with a nominal force
constant of 0.06 N m−1 (DNP-20, Veeco). The images were
scanned by using the contact mode. Line scan rates were varied
from 0.5 to 2 Hz.
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Figure 1. Size distributions of cND, α-BTX, and cND–α-BTX. (A) cND particles and (B) cND–α-BTX complexes were dropped on a mica
slice and were analyzed with a Bio-AFM. The deflection image of the Bio-AFM shows the contour and size of cND particles and
cND–α-BTX. (C) The particle size distributions of α-BTX, cND and cND–α-BTX were analyzed by a laser light scattering goniometer. The
upper right image was amplified by the size distribution of α-BTX. The average sizes of molecules were calculated as shown in the figure.

2.6. Sodium dodecyl sulfate-polyacrylamide gel (SDS-PAGE)
analysis

Briefly, the suspensions of cND, α-BTX, and cND-BTX were
separately subjected to electrophoresis by 12% SDS-PAGE.
The indicated molecular weight was loaded by a protein marker
reagent (Cambrex, Maine). After electrophoresis, the gel was
stained with the coomassie blue buffer (0.1% coomassie blue,
10% acetic acid, and 45% methanol) for 1 h.

2.7. MALDI/TOF-MS spectrometry

The cND–α-BTX particles were extensively washed with
Milli-Q-filtered water. The supernatant obtained from
every washing procedure was analyzed by MALDI/TOF-MS.
MALDI/TOF-MS spectra were acquired using an Autoflex
time-of-flight mass spectrometer (Bruker Daltonic, Germany)
equipped with a 337 nm nitrogen laser (10 Hz, 3 ns pulse
width). Spectral data were obtained in the linear mode with

an acceleration voltage of 25 kV. Each mass spectrum was
derived from 50 summed scans. Ferulic acid was used as a
MALDI matrix, which was prepared by dissolving 12.5 mg of
ferulic acid in 1 ml of solvent mixture of 17% formic acid/33%
MeCN/50% H2O. An aliquot of the sample solution (0.5 μl)
was mixed with an equal volume of the matrix solution and
then applied on the target plate and dried before MALDI/TOF-
MS analysis.

2.8. Expression of a human α7-nAChR in Xenopus laevis’s
oocytes

Stage V and VI oocytes from Xenopus laevis were harvested
and maintained in the modified ND96 buffer (96 mM NaCl,
2 mM KCl, 1 mM MgCl2, 1.8 mM CaCl2 and 5 mM HEPES,
pH 7.6) at 18.5 ◦C. The human α7-nAChR plasmid was
kindly provided by Dr Barry J Hoffer (National Institute on
Drug Abuse, NIH, Baltimore). The mMessage mMachine kit
(Ambion Inc.) was adopted to synthesize capped α7-nAChR
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Figure 2. Detection of α-BTX by SDS-PAGE analysis and
MALDI/TOF-MS spectrum. (A) The cND particles, α-BTX, and
cND–α-BTX were subjected to electrophoresis by SDS-PAGE. Each
well was loaded with 100 nm cNDs (500 μg ml−1), α-BTX (20 μg),
and 750 μg cND–α-BTX (containing 20 μg α-BTX), respectively.
After electrophoresis, the gel was stained with the coomassie blue
staining. The left lane indicates the protein marker. (B) The α-BTX
protein was detected by MALDI/TOF-MS from the dissociation of
cND–α-BTX particles. The peak at m/z 8005 corresponds to the
α-BTX protein ion.

RNAs in vitro. Oocytes were injected with the α7-nAChR
RNA by using a nanoinjector (Drummond, Inc., Broomall,
PA).

2.9. Confocal microscopy

A549 cells were cultured on coverslips, which were kept in
a 35 mm Petri dish for 16–20 h before treatment. After
treatment with 100 μg ml−1 cNDs or cND–α-BTX for 4 h, the
cells were washed twice with isotonic PBS (pH 7.4) and then
were re-cultured in complete medium for 20 h. At the end
of incubation, the cells were fixed in 4% paraformaldehyde
solution in PBS for 1 h at 37 ◦C. Then the coverslips were
washed three times with PBS, and non-specific binding sites
were blocked in PBS containing 10% normal goat serum,
0.3% Triton X-100 for 1 h. The cytoskeleton of β-tubulin
protein was stained with anti-β-tubulin Cy3 (1:50) for 30 min
at 37 ◦C. Finally, the samples were examined under a Leica
confocal laser scanning microscope (Mannheim, Germany)
that was equipped with a UV laser (351/364 nm), an Ar laser
(457/488/514 nm), and a HeNe laser (543 nm/633 nm).

The oocytes from Xenopus laevis were injected with
human α7-nAChR RNA and then incubated for 2–7 days.
After incubation, the vitelline membrane of oocytes was

carefully removed. Thereafter, oocytes were carefully washed
twice with the ND96 buffer before treatment with 100μg ml−1
cNDs or cND–α-BTX for 10 min. At the end of treatment,
the oocytes were washed with the ND96 buffer and then fixed
with in 4% paraformaldehyde solution for 2 h. Subsequently,
the oocytes were analyzed with a confocal laser scanning
microscope.

2.10. Flow cytometry

A549 cells were plated at a density of 7× 105 cells per 60 mm
Petri dish in complete medium for 16–20 h. Thereafter, the
cells were treated with 100 μg ml−1 cND or cND–α-BTX for
4 h. After treatment, the cells were washed twice with PBS and
were re-cultured in complete medium for two days. The cells
were collected and fixed with ice-cold 70% ethanol overnight
at −20 ◦C. To avoid cell aggregation, the cell solutions were
filtered through nylon membrane (BD Biosciences, San Jose,
CA). Finally, the samples were analyzed with a flow cytometer
(BD Biosciences). Ten thousand cells were analyzed, and the
fluorescence intensity was quantified by a CellQuest software
(BD Biosciences).

2.11. Two-electrode voltage-clamp recording

The main procedure of two-electrode voltage-clamp recording
was described in a previous study [28]. Membrane currents
were recorded 2–7 days after the injection. During recording,
the oocyte was continuously perfused with the ND96 buffer
at a rate of 7 ml min−1. Choline (0.3 mM) was then applied
for 1 s directly onto the oocyte. For examining the effects
of cND, α-BTX, or cND-BTX on choline-induced responses,
these molecules were dissolved in the ND96 buffer and flowed
continuously into the bath chamber for 5 min. Choline
responses were examined during treatments. After these
molecules were ‘washed off’, the response to choline alone
was repeated to obtain an additional control. Two-electrode
voltage-clamp recording for the whole oocyte was performed
at room temperature by using an OC-725C amplifier (Warner,
Inc., Hamden, CT). The borosilicate glass capillaries (1.5 mm,
outer diameter) (World Precision Instruments, Inc., Sarasota,
FL) were pulled using a P-97 microelectrode puller (Sutter,
Inc., Novato, CA). The electrodes were filled with 3MKCl and
had 0.1–1 M� resistance. The membrane potential was held at
−60 mV. Data acquisition and analysis were performed with
a Digidata 1322A and pClamp 9.0 (Axon instruments, Inc.,
Union City, CA). The traces were filtered at 1 kHz and sampled
at 2 kHz. The maximal negative deflection of the current
was determined as the current amplitude. To compensate
the difference in the α7-nAChR expression level, the data
were normalized to the current amplitudes before the drug
administration and presented as percentages of the choline-
induced response.

2.12. Statistical analysis

Data were analyzed using Student’s t test, and a p value
of <0.05 was considered as statistically significant in each
experiment.
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cND–α

Figure 3. Detection of cND–α-BTX-TMR complexes by laser scanning confocal microscopy. The cND particles (750 μg) were incubated
with α-BTX-TMR (15 μg). After incubation, the cND–α-BTX-TMR complexes were subjected to laser scanning confocal microscopy. The
green fluorescence from the cNDs was excited with wavelength 488 nm and the emission was collected in the range of 510–530 nm. Arrows
indicate the location of cND particles. The red fluorescence of TMR was excited by the wavelength of 543 nm and then the emission at
560–580 nm was detected. The yellow color in the merged pictures shows cND–α-BTX-TMR complexes.

3. Results

3.1. Morphology and size of cND and cND–α-BTX

As shown in figure 1(A), the nominal size of 100 nm cND
particles was∼100 nm. The morphology of cND particles was
oblong under Bio-AFM observation (figure 1(A)). However,
the size of the cND–α-BTX complex was increased to
∼300 nm (figure 1(B)). Moreover, a laser light scattering
goniometer was used to measure the size distribution of α-
BTX, cND, and cND–α-BTX. The average sizes of α-BTX and
cND were 3.7 and 134.7 nm, respectively (figure 1(C)). The
cND particles conjugated with α-BTX and formed the cND–
α-BTX complexes with average size 298.9 nm (figure 1(C)).

3.2. α-BTX conjugated with cND but not covalently binding

To examine the interaction of α-BTX and cNDs, suspensions
of α-BTX, cND, and cND–α-BTX were loaded onto SDS-
PAGE analysis. The amino acid sequence and molecular
weight of α-BTX were shown as a 7.983 kD protein, which
contained 74 amino acids [29]. After electrophoresis using
SDS-PAGE, the molecular weight of α-BTX was ∼8 kD in
the gel (figure 2(A)). The cND particles did not present on
the SDS-PAGE gel (figure 2(A)). The sample of cND–α-
BTX also presented the α-BTX protein band (figure 2(A)). In
addition, we manipulated α-BTX released from cND–α-BTX
complexes. The molecular weight of α-BTX was obtained by
MALDI/TOF-MS analysis. Figure 2(B) shows that the peak at
m/z 8005 was the pattern of the α-BTX protein ion from the
α-BTX separated samples.

3.3. Dual fluorescence imaging of α-BTX

The tetramethylrhodamine-labeled alpha-bungarotoxin (α-
BTX-TMR) was incubated with cND particles and then
subjected to laser scanning confocal microscopy. The
cND particles exhibited green fluorescence at 510–530 nm
after 488 nm excitation (figure 3, left pictures). The
red fluorescence of TMR (excitation wavelength: 543 nm;
emission wavelength: 560–580 nm) represented the location
of α-BTX proteins (figure 3, middle pictures). Moreover, the
merged pictures showing yellow color indicate the formation
of cND–α-BTX-TMR complexes (figure 3, right pictures).

3.4. α-BTX binding on the cell membrane of lung A549
cancer cells

To determine the cND–α-BTX-TMR binding on targeting
cells, the human A549 lung cancer cells were treated with
these particles and were subjected to confocal microscopy.
Both cND and cND–α-BTX-TMR particles were detected on
cells that exhibited the green fluorescence from cND signals
(figures 4(A) and (B)). The cND particles were taken up into
cells but cND–α-BTX-TMR located on the cell membrane
of A549 cells (figure 4(A)). The red fluorescence of TMR
from cND–α-BTX-TMR indicated that α-BTX bound on the
cell membrane of A549 cells. The black spots of cND–α-
BTX-TMR complexes were also observed by phase contrast
image (figure 4(B), left). The yellow color also indicated that
the cND–α-BTX-TMR complexes were located on the cell
membrane of A549 cells (figure 3, right picture).
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(A)

(B)

Figure 4. Detection of cND and cND–α-BTX-TMR in A549 cells by laser scanning confocal microscopy. (A) and (B), A549 cells were
treated with 100 μg ml−1 cND or cND–α-BTX-TMR for 4 h and then had 20 h recovery. After cell fixation, the nuclei were stained with
Hoechst 33258, which displayed blue fluorescence. The cND particles exhibited the green fluorescence at 510–530 nm after 488 nm
excitation. The red fluorescence of TMR was excited with wavelength 543 nm and the emission was collected in the range of 560–580 nm.
The black spots of cND–α-BTX-TMR complexes were observed by phase contrast. The yellow color in the merged pictures indicated the
location of cND–α-BTX-TMR.

3.5. Quantification of cND and cND–α-BTX in A549 cells by
flow cytometry

To quantify the level of cNDs and cND–α-BTX binding to
A549 cells, the cells were treated with these particles and
analyzed by flow cytometry. The fluorescence intensities were
increased in A549 cells following treatment with 50 μg ml−1
cND or cND–α-BTX (figure 5(A)). The fluorescence intensity
was significantly increased ∼2-fold after treatment with cNDs
and cND–α-BTX (figure 5(B)). However, the fluorescence

intensity of cND was similar to that of cND–α-BTX in A549
cells (figure 5(B)).

3.6. cND–α-BTX-TMR binding to α7-nAChR on cell
membrane of Xenopus laevis’s oocytes

The human α7-nAChR was expressed on Xenopus laevis’s
oocytes as described in Experimental Details section. The
cND particles or cND–α-BTX-TMR bound to oocyte were
observed by confocal microscopy. As shown in figure 6, the
green fluorescence indicated nanodiamond’s signal presenting
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Figure 5. Quantified fluorescence intensities of cND and cND–α-BTX in A549 cells by flow cytometry. (A) A549 cells were treated with or
without 100 μg ml−1 cND or cND–α-BTX for 4 h and then had 20 h recovery. At the end of treatment, the cells were trypsinized and then
subjected to flow cytometry analyses. (B) The fluorescence intensity was quantified by a CellQuest software of the flow cytometer. The bar
represents mean±S.E. ∗ p < 0.05 indicates significant difference between untreated and treated samples.

Figure 6. Observation of cND–α-BTX binding on the α7-nAChR-expressed oocytes. The oocytes from Xenopus laevis were injected with the
α7-nAChR RNA using a nanoinjector. After incubation with cNDs or cND–α-BTX, the oocytes were fixed with 4% paraformaldehyde and
were examined under laser scanning confocal microscopy. The green spots indicate the location of cND particles after 488 nm excitation and
exhibited emission at 510–530 nm. The red fluorescence of TMR was excited with wavelength 543 nm and the emission was collected in the
range of 560–580 nm. The yellow spots indicate the location of cND–α-BTX-TMR.

on the α7-nAChR-expressed oocytes. A few cND particles
were located on the cell membrane of oocytes following
incubation with 100 μg ml−1 cND for 10 min (figure 6, left).
However, treatment with 100 μg ml−1 cND–α-BTX-TMR for
10 min caused high fluorescence intensities of cND and TMR
(figure 6, right).

3.7. cND–α-BTX inhibits the choline-evoked inward currents
by α7-nAChR on Xenopus laevis’s oocytes

The effects of cND and cND–α-BTX on the α7-nAChR
expressed in oocyte were measured by two-electrode voltage-
clamp recording. The apparatus of two-electrode voltage-

clamp recording is shown in figure 7(A). Representative
tracings from a continuous recording showed choline-induced
inward currents before, during (filled bars) and after 5 min
administrations of cND or cND–α-BTX treatment. Treatment
with 12μg ml−1 cND did not affect the inward current induced
by choline at 0.3 mM; however, 12 μg ml−1 cND–α-BTX
(containing 30 nM α-BTX) significantly inhibited α7-nAChR-
mediated current (figure 7(B)). The inhibition of choline-
induced inward currents by cND–α-BTX binding on α7-
nAChR was irreversible after the addition of fresh choline
solution (data not shown). Quantification of current signals
showed that cND had little effect on the choline-evoked inward
currents (figure 7(C)). In contrast, cND–α-BTX reduced the
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Figure 7. Effect of cND and cND–α-BTX on the choline-evoked inward current in the α7-nAChR-expressed oocytes. (A) The apparatus of
the choline-evoked inward current in the α7-nAChR-expressed oocytes. (B) Oocytes were injected with the α7-nAChR RNA by using a
nanoinjector. After microinjection, the effects of choline, cND, and cND–α-BTX on the α7-nAChR-expressed oocytes were measured by
two-electrode voltage-clamp recording. Representative tracings from a continuous recording showing choline-induced inward currents before,
during, and after 5 min administrations of cND or cND–α-BTX (12 μg ml−1) treatment. (C) Summary of recordings showing normalized
nicotinic responses after 5 min administrations of varied concentrations of cND or cND–α-BTX (0, 1.2, 4, 12 μg ml−1). Data points were
means±S.E from 3–4 successive recordings. ∗ p < 0.05 indicates significant difference between cND and cND–α-BTX. (D) A model
presenting the choline-binding to α7-nAChR for evoking inward currents with Ca2+ influx into oocyte. The green color indicates a cND
particle. The red color indicates the α-BTX protein. Choline evoked the inward current (Ca2+ influx into oocyte) by binding to the protein
subunits of α7-nAChR on the cell membrane. The choline-evoked α7-nAChR-mediated inward current was blocked by cND–α-BTX.

α7-nAChR-mediated responses in a concentration-dependent
manner (figure 7(C)).

4. Discussion

This is the first report to indicate that cND-conjugated α-
BTX displays the biological activity to block the function of

α7-nAChR on targeting cells. Importantly, the imaging of
α-BTX revealed by conjugated nanodiamonds on target cells
can be detected and quantified by laser scanning confocal
microscopy and flow cytometry. This study provides a visual
system by cND conjugation with a biological molecule, which
is promising for biological applications.
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Manipulation of biological molecules by conjugation with
nanoparticles is a useful tool for both bio-imaging and drug
delivery [1, 2, 5, 6]. Qdots emit fluorescent properties without
photobleaching, which have been used in bio-imaging and
bio-detection [1, 3, 6]. However, Qdots usually consist of
heavy metals such as cadmium, which is well-known to cause
a human carcinogen that is of serious concern for medical
applications. Previously, we reported that cND particles
did not induce cytotoxicity or alter the protein expression
profile in human lung cells [8]. Moreover, these particles
can be detected by their intrinsic fluorescence and without
obvious photobleaching [7, 9]. Therefore, cND provides an
ideal alternative nanomaterial because of its biocompatible and
spectroscopic detectable properties.

The surface of nanodiamonds provides a unique platform
for conjugation of biological molecules after chemical
modifications [10, 11]. These cND particles have a high
appetence for protein binding [7, 12]. It has been reported
that proteins can be adsorbed by cND via electrostatic
interaction, which is strong and suitable for MALDI/TOF-
MS analysis [12]. Indeed, cND particles have shown to
possess high affinity for binding with α-BTX proteins. The
average size of cND–α-BTX complexes is ∼300 nm. The
green fluorescence of cND particles combining with the red
fluorescence of TMR-labeled α-BTX presented a yellow color
at the same location, which that indicated α-BTX proteins
were conjugated with cND particles. However, α-BTX can
be dissociated from cND–α-BTX complexes presenting on
the SDS-PAGE gel and MALDI/TOF-MS spectrum. The
PI (isoelectric point) value of α-BTX is 8.38 in pH 7.4–
7.6 (physiological condition used in this study) carrying
positive charge. The negative charge of cND particles
from the carboxyl group (–COO−) is electrostatic with the
positive charge of α-BTX from the amino group (–NH+

3 ) in
physiological pH condition. Therefore, the conjugation of cND
and α-BTX is due to the electrostatic force but not the covalent
bonding. In general, electrostatic bonding is very strong.
Furthermore, cND–α-BTX reduced the α7-nAChR-mediated
responses in a concentration-dependent manner. Therefore, the
binding affinity of α-BTX and cND is strong and suitable for
bio-applications in those physiological conditions. Although
the binding stability of the alpha-BTX-cND complex was not
studied in this work, the bonding between cND and α-BTX
under different pH and buffer conditions is currently under
investigation.

It has been shown that α7-nAChR regulates a wide
range of physiological functions [17, 26–28]. The α7-
nAChRs located on the cellular membrane to mediate cation
influx, particularly Ca2+ in flux [22–25]. The specific α7-
nAChR is expressed in several human lung cancer cell lines,
including A549 cells [19–21]. Moreover, the neuronal α7-
nAChR displays neuroprotection [17, 27]. α-BTX is a
polypeptide composed of 74 amino acids (∼8 kDa) [29].
It is a neurotoxin that binds α7-nAChR to induce neuronal
damages [17, 18]. Furthermore, α-BTX can block α7-nAChR-
mediated downstream signaling pathways [18, 19, 28, 30]. We
provided two models of the exogenously expressed α 7-nAChR
in Xenopus oocyte and the endogenous α7-nAChR in A549

cells and performed cND–α-BTX complexes binding to α7-
nAChR of target cells. Interestingly, cND-conjugated α-BTX
preserves the biological activity in blocking choline-evoked
inward currents in the α7-nAChR-expressed oocyte.

In conclusion, we propose a model of a visual system
by cND-conjugated α-BTX that preserves the physiological
activity of blocking the function of α7-nAChR on targeting
cells (figure 7(D)). Although this study provides the model
of cND–α-BTX for imaging in human cancerous cell and
oocyte in vitro, it is expected that the biological applications of
nanodiamond-conjugated bio-molecules will be widely used in
a variety of systems including bio-imaging, bio-detection, and
bio-sensing.
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11.1  Introduction and Background

The field of nanostructures has grown out of the lithographic 
technology developed for integrated circuits, but is now much 
more than simply making smaller transistors. In the early 1980s, 
microstructures became small enough to observe interesting 
quantum effects. These structures were smaller than the inelas-
tic scattering length of an electron so that the electrons could 
remain coherent as they traversed them, giving rise to interfer-
ence phenomena. Studies on the Aharonov–Bohm effect and 
universal conductance fluctuations led to the field of “meso-
scale physics”—between macroscopic classical systems and fully 
quantized ones.

Now the size of the structures that can be produced is 
approaching the de Broglie wavelength of the electrons in 
the solids, leading to stronger quantum effects. In addition to 
interesting new physics, this drive toward smaller length scales 
has important practical consequences. When semiconductor 
devices reach about 100 nm, the essentially classical models of 
their behavior will no longer be valid. It is not yet clear how to 
make devices and circuits that will operate properly on these 
smaller scales. The replacement for the transistor, which must 
carry the technology to well below 100 nm, has not been identi-
fied. It is anticipated that the semiconductor industry will run 
up against this “wall” within about 10 years.

The current very large-scale integrated circuit paradigm based 
on complementary metal oxide semiconductor (CMOS) technol-
ogy cannot be extended into a region with features smaller than 
10 nm.1 With a gate length well below 10 nm, the sensitivity of 

the silicon field-effect transistor parameters may grow exponen-
tially due to the inevitable random variations in the device size. 
Therefore, an alternative nanodevice concept of molecular cir-
cuits was proposed that was a radical paradigm shift from the 
pure CMOS technology to the hybrid semiconductor.2 The con-
cept combines the advantages of nanoscale components, such 
as the reliability of CMOS circuits, and the advantages of pat-
terning techniques, which include the flexibility of traditional 
photolithography and the potentially low cost of nanoimprint-
ing and chemically directed self-assembly. The major attraction 
of this concept is the incorporation of the richness of organic 
chemistry with the versatilities of semiconductor science and 
technology. However, before this, one needs to bring directed 
self-assembly from the present level of single-layer growth on 
smooth substrates to the reliable placement of three-terminal 
molecules on patterned semiconductor structures.

While physics and electrical engineering have been evolv-
ing from microstructures, to mesoscopic structures, and now 
to nanostructures, molecular biologists have always worked 
with objects of a few nanometers, or less. A DNA molecule, for 
example, is very long (when stretched out), but it is about 2.5 nm 
wide with base pairs separated by 0.34 nm. Since the technol-
ogy has not existed to directly fabricate and manipulate objects 
this small, various chemical techniques have been developed for 
cutting, tagging, and sorting large biological molecules. While 
enormously successful, these methods utilize batch processing 
of huge numbers of the molecules and rely on statistical inter-
pretations. It is not possible, in principle, to sequence one partic-
ular DNA molecule with these techniques, for example. Ideally, 
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one would like to stretch the DNA straight and simply read the 
sequence of the base pairs. While we are still far from this goal, 
nanofabrication techniques promise to bring us much closer.

During recent years, self-assembly has become one of the most 
important strategies used in biology for the development of com-
plex, functional structures. Self-assembly on modified surfaces is 
one of the approaches to self-assemble structures that are particu-
larly successful. By the coordination of molecules to surfaces, the 
molecular systems form ordered systems—self-assembled mono-
layers (SAMs). The SAMs are reasonably well understood and are 
increasingly useful technologically. A thin film of diblock copo-
lymers can be self-assembled into ordered periodic structures at 
the molecular scale (∼5–50 nm), and have been used as templates 
to fabricate quantum dots,3,4 nanowires,5–7 and magnetic storage 
media.8 More recently, in epitaxial assembly of block-copolymer 
films, molecular level control over the precise size, shape, and 
spacing of the order domains was achieved with advanced litho-
graphic techniques.9 The development of methods for patterning 
and immobilizing biologically active molecules with microm-
eter and nanometer scale control has been proven integral to 
ranges of applications such as basic research, diagnostics, and 
drug discovery. Some of the most important advances have been 
in the development of biochip arrays that present either DNA,10 
protein,11 or carbohydrates.12 The use of patterned substrates for 
components of microfluidic systems for bioanalysis is also pro-
gressing rapidly.13–15 Surface modification and patterning at the 
nanoscale to anchoring protein molecules is an important strat-
egy on the way of obtaining the construction of new biocompat-
ible materials with smart bioactive properties. In fact, surfaces 
patterned by protein molecules can act as active agents in a large 
number of important applications including biosensors capable 
of multifunctional biological recognition. In particular, physical 
adsorption of proteins onto semiconductor surfaces makes pos-
sible to combine the simplicity of the method with the versatility 
of chemical and physical properties of proteins.

In recent years, there has been substantial attention focused 
on the reactions of organic compounds with silicon surfaces. 
The major attraction is the incorporation of the richness of 
organic chemistry with the versatilities of semiconductor sci-
ence and technology. More recently, it has been demonstrated 
that TEMPO,2,2,6,6-tetramathylpiperidinyloxy can bond with 
a single dangling bond on hydrogen-terminated Si(100) and 
Si(111) surfaces.16 Functional organic molecular layers were 
found to self-assemble on metal2 and semiconductor surfaces.17 
The technique of self-assembly is one of the few practical strate-
gies available to arrive at one to three-dimensional ensembles of 
nanostructures. There are many different mechanisms by which 
self-assembly of molecules and nanoclusters can be accom-
plished, such as chemical reactions, electrostatic and surface 
forces, hydrophobic and hydrophilic interactions.

In this chapter, we present most recent advances in the devel-
opment of techniques in immobilizing a single nanostructure 
and producing arrays of 3D magnetic protein nanostructures 
with high throughput on surface modified semiconductor sub-
strates. Well-characterized test nanostructures were prepared 

using current state-of-the-art nanofabrication techniques. Both 
nanoimaging and scanning probe microscopy studies (AFM, 
SEM, and TEM) on semiconductor nanostructures and these 
molecular self-assembly systems were performed. The combina-
tion of e-beam lithography, scanning probe microscope imag-
ing, spectroscopy, and self-assembly approaches provide not 
only the high throughput of producing arrays of protein nano-
structures but also with highest precision of positioning single 
nanostructure and/or single molecule.

11.2  Preparation of Molecular Magnets

11.2.1  Folding of Magnetic Protein Mn,Cd-MT

Metallothionein (MT) is a metal binding protein that binds 
seven divalent transition metals avidly via its twenty cysteines 
(Cys).18 These Cys’ form two metal binding clusters located at the 
carboxyl (α-domain) and amino (β-domain) terminals of MT.19 
The two clusters were identified as α-cluster (M4S11)3−, and the 
β-cluster (M3S9)3− (Figure 11.1),20–22 where M denotes metal ions 
(Zn2+, Cd2+, or others), according to both x-ray crystallographic 
and NMR studies.3 MT binds to metals ions via metal-thiol link-
ages.19 As shown in Figure 11.1, the (M3S9)3− and (M4S11)3− have 
the zinc-blende like structure that is similar to the “diluted mag-
netic semiconductor (DMS)” compounds.23

In general, semiconductors are not magnetic. However, a 
diluted magnetic semiconductor exhibits magnetic properties 
by doping with Mn and Cd or other II–VI metal ions in cer-
tain ratio. The doped metal clusters among the semiconductors 
are in zinc-blende structures. Meanwhile these semiconductors 
possess magnetic property only in low temperatures.23 The mag-
netic properties may be the result of the d-sp3 orbital hybridiza-
tion and the alignment of the electron spins. The bridging sulfur 
atoms may also contribute to the alignment of the spins of the 
Mn2+ ions. Thus, by chelating the Mn2+ and Cd2+ with MT (i.e., 
Mn,Cd-MT), a “magnetic protein” may be obtained.

Recently, the single molecule magnets (SMMs) have attracted 
much attention.24 However, the Curie temperature of these mol-
ecules has to be as low as 2–4 K24–26 to avoid the thermal fluc-
tuation among the electron spin within the molecules.27 To be 
of practical utilization, it is highly desirable to create a room 
temperature molecular magnet.28 With this intention in mind, 
one has to construct and investigate a new metal binding protein, 
metallothionein, which sustained characteristic magnetic hyster-
esis loop from 10 to 330 K. The protein backbone may restrain 
the net spin moment of Mn2+ ions to overcome the minor ther-
mal fluctuation. The magnetic-metallothionein (mMT) pre-
sented may reveal a possible approach to create high temperature 
molecular magnet. In order to prepare the Mn,Cd-MT magnetic 
proteins, the folding mechanism of protein should be introduced.

11.2.2  Protein: A Mesoscopic System

Protein is a complex biomolecule that contains a large number 
of basic residues—amino acids. Therefore, it is not possible to 
analyze it completely by macroscopic approaches. Meanwhile, it 
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is not feasible to describe the dynamics of its polypeptide chain 
behavior by using conventional statistical approaches either. 
Thus, a protein can be thought of as a mesoscopic system.29 
However, the conformational transition from unfolded state 
to the native state of a protein may be similar to the conven-
tional phase transition model. In physics, a phase transition is 
the transformation of a thermodynamic system from one phase 
to another. In a folding process, proteins follow the thermody-
namic theories and transform from the unfolded state to the 
folded state, where the state is defined as a region of configura-
tion space with minimal potential.30 Therefore, we named this 
conformational change as “state transition.”31 Due to the com-
plexity of a protein folding system, a single experimental study 
may reveal only a part of the fact of protein folding. Therefore, 
we should examine the protein-folding problem with multidi-
mensional approaches and integrate the findings to reveal the 
true mechanism of protein folding.

Protein folding may follow a spontaneous process29 or a 
 reaction-path directed process30 in vitro. A choice between the 
two may be determined by the intrinsic properties of  proteins, 
for example, the varying folding transition boundaries. 
However, a general model, named “first-order-like state transi-
tion model,” in which the aggregated proteins exist within finite 
boundaries can encompass both processes without any conflic-
tions.31–36 According to this model, the folding path of the pro-
tein may not be unique. It can be folded, without being trapped 
in an aggregated state, via a carefully designed refolding path 
circumventing the transition boundary, that is, via an overcriti-
cal path.31–36 The intermediates, following an overcritical path, 
are in a molten globular state,37 and their behavior is consistent 
with both a sequential38 and a collapse model.39 However, both 
soluble (folded) and precipitated (unfolded) proteins can be 
observed in the direct folding reaction path in vitro. In terms 
of the “first-order-like state transition model” language, this 
can be described as stepping across the state transition line in 

the protein folding reaction phase diagram.31,32 Since in protein 
refolding it is important to prevent protein aggregation in vitro, 
similarly, in biomedical applications, the revelation of the mech-
anism of the formation of the two states (unfolded and folded) 
becomes significant.

Previous studies have indicated that chemical environment,40 
temperature,41 pH,42 ionic strength,43 dielectric constant,44 
and pressure49—considered as solvent effects collectively—
could affect the fundamental structure, thermodynamics, and 
dynamics of polypeptides/proteins. The reaction ground state 
can be expressed as a dual-well potential according to the two-
state transition model. The conformational energy, in general, 
of the unfolded state is relatively higher than that of the native 
state (Figure 11.1). When the system reaches thermal equilib-
rium most protein molecules are found in their native state. 
No unfolded or intermediate states are observable. However, as 
described previously,31–36 if a denaturant is added the reaction 
potential may change accordingly as indicated in Figure 11.1. 
Then, an unfolded protein may be stable, as it is now at the low-
est energy under the newly established equilibrium. The energy 
of the system can be expressed as follows:

 H H HT p s= + λ  (11.1)

where HT, Hp, and Hs denote the potential energy of the inter-
acting protein-solvent total system, the protein, and the solvent, 
respectively. The factor, λ, is a weighting factor of the solvent 
environment (0 ≤ λ ≤ 1). It approaches unity when a denaturant 
is present as pure solvent, and decreases in value as the concen-
tration of the denaturant is reduced.

When λ of the system is changed drastically, direct folding 
ensues and leads to the release of some of the bound denaturant. 
According to the Donnan effect in a macromolecule-counter 
ions interactive system, the diffusion of the bound denaturant 
can be expressed by Fick’s first law:
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�
J D n= − ∇  (11.2)

where
n denotes the concentration of the denaturant that is dissoci-

ated from the protein
D denotes the diffusive constant
vector J denotes the flux, respectively, of the solute

According to the Einstein relation

 
D kT

R
=

6πη H
 (11.3)

where
k is the Boltzmann constant
T is the temperature in Kelvin
η is the viscosity of the solvent
RH is the hydration radius of the solutes

Due to the intrinsic diffusion process, the solute exchange pro-
cesses are not synchronous for all protein molecules. Therefore, 
the folding rate of protein may not be measured directly by a 
simple spectral technique, that is, the stopped-flow CD,45 
 continuous-flow CD,46 or fluorescence.47 However, the reaction 
interval of protein folding can be revealed by the autocorrelation 
of reaction time from these direct measurements. The detailed 
mechanism and an example will be discussed later.

If we look at the energy landscape funnel model of protein 
folding,48 it appears that proteins can be trapped in a multitude 
of local minima of the potential well in a complicated protein 
system. The native state, though, is at the lowest energy level. 
When thermal equilibrium is reached, most of the protein mol-
ecules are located in the lowest energy state, with a population 
ratio as low as e−ΔE/kT, according to the Maxwell–Boltzmann dis-
tribution in thermodynamics. The ΔE denotes the energy dif-
ference between the native state and a local minimum; k and T 
denote the Boltzmann constant and temperature in Kelvin, 
respectively. At high concentration (>0.1 mg/mL), however, 
 considerable amount of insoluble protein has been observed in 
protein folding,31,33–37,48 indicating that insoluble proteins are at 
an even lower energy state than the native protein. Therefore, by 
considering the intermolecular interactions during the protein 
folding process the reaction energy landscape may be expressed 
as a three-well model (Figure 11.2). As shown in Figure 11.2, the 
unfolded protein (U) is in the highest energy state; the native 
protein (N) is in the lower energy state. However, the intermedi-
ate (I) that may cause further protein aggregation/ precipitation 
is in the lowest energy state. Although the energy state of the 
intermediate/aggresome is the lowest energy state, the con-
formational energy of the individual proteins composing the 
aggresome may not be lower than the native protein. Namely, 
in single molecular simulation this extra potential well of 
intermediate (I) is nonexistent. Therefore, in the conventional 
energy landscape model (the single molecule simulation model), 

the lowest energy state “I” cannot be observed. According to 
the Zwanzig’s definition of state, the protein molecules in the 
intermediate (I) belong to an unfolded state.13 Hence, in a direct 
folding reaction, the soluble (N) and the insoluble parts (U) can 
coexist and they can be observed simultaneously, which is simi-
lar to the situation where the phase transition line is crossed in 
reactions congruent to the “first-order phase transition” model. 
Therefore, we named the protein folding reaction as “first-order 
like state transition model” (as shown in Figure 11.3).

The Φ(n1, n2,…) in Figure 11.3 denotes the folding status of 
protein, where n1, n2,… represent the variables affecting the fold-
ing status, such as, temperature, concentration of denaturants, 
etc. The reaction curve indicates an overcritical reaction path of 
a quasi-static folding reaction. The gray area in Figure 11.3 indi-
cates the state transition boundary of protein folding. The gray 
line and dash line indicate the reaction path of direct folding. 
By combining the three-well model (Figure 11.2) and the direct 
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folding reaction of the “first-order like state transition model” 
(Figure 11.3), we realized that those folded protein molecules 
along the direct folding path might fold spontaneously or form 
aggregates. Spontaneous folding may be driven by enthalpy–
entropy compensation.

As indicated previously, the conformation of protein changed 
with changes of the solvent environment. It seems that the pro-
tein may fold spontaneously, such as in Anfinsen’s experiment44 
and direct folding reactions. The protein folding reaction, simi-
lar to all chemical reactions, reaches its equilibrium by follow-
ing the fundamental laws of thermodynamics. Although protein 
folding has been studied extensively in certain model systems for 
over 40 years, the driving force at the molecular level remained 
unclear until recently.

It is known that polymers and macromolecules may self-
assemble/self-organize into a wide range of highly ordered 
phases/states at thermal equilibrium.49–52 In a condensed solvent 
environment, large molecules may self-organize to reduce their 
effective volume. Meanwhile, the number of the allowed states 
(Ω) of small molecules, such as buffer salt and other counter-
ions in solution, increases considerably. Therefore, the entropy 
of the system, ΔS = R ln(Ωf/Ωi), becomes large, where i and f 
denote the initial and final states, respectively. Meanwhile, the 
enthalpy change (ΔH) between the unfolded and native pro-
tein is around hundreds kcal/mol.53 Therefore, the Gibbs free 
energy of the system, ΔG = ΔH − TdS, becomes more nega-
tive in this system when the large molecules self-organize.54 A 
similar entropy–enthalpy compensation mechanism has been 
used to solve the reaction of colloidal crystals that self-assemble 
spontaneously.55,56

According to our studies,31,33–37 the effective diameter of the 
unfolded protein is about 1.7 to 2.5 fold larger than the folded 
protein. Therefore, with the same mechanism, those macro-
molecules (proteins) may tend to reduce their effective volumes 
and increase the system entropy when thermal equilibrium is 
reached. The increase in entropy may compensate for the change 
of the enthalpy of the system and enable the reaction to take 
place spontaneously. This may be the reaction molecular mech-
anism of spontaneous protein folding reactions. Meanwhile, a 
similar mechanism can be adopted into the self-assembly pro-
cess of magnetic protein in nanopore arrays.

11.2.3  Quasi-Static Thermal Equilibrium 
Dialysis for Magnetic Protein Folding

Due to the intrinsic diffusion process, the solvent exchange rate 
is slow and thus the variation of λ is slow and can be thought of as 
quasi-static. Therefore, we named this buffer exchanging process 
as a quasi-static process. We manipulated the reaction direction 
of the protein folding through this process. Meanwhile, we can 
obtain stable intermediates in each thermal equilibrium state. 
These intermediates may help us reveal the molecular folding 
mechanism of protein that is to be discussed in Section 11.3. The 
following is an example of the stepwise folding method,31,33–37 
and the buffers used were described in these studies.

Step 1: The unfolded protein (U) was obtained by treating the 
precipitate or inclusion body with denaturing/unfolding 
buffer to make it 10 mg/mL in concentration. This solu-
tion was left at room temperature for 1 h. This process 
was meant to relax the protein structure by urea and 
pH (acidic or basic) environments. The disulfide bridges 
were reduced to SH groups and the protein was unfolded 
completely.

Step 2: The unfolded protein (U) in the denature/ unfolding 
buffer was dialyzed against the folding buffer 1 for 72 h to 
dilute the urea concentration to 2 M, producing interme-
diate 1, or M1.

Step 3: M2 was obtained by dialyzing M1 against the folding 
buffer 2 for 24 h to dilute urea concentration to 1 M.

Step 4: M3, an intermediate without denaturant (urea) in 
solution, was then obtained by dialyzing M2 against the 
folding buffer 3 for 24 h.

Step 5: M3 was further dialyzed against the folding buffer 4 
for 24 h, and the pH changed from 11 to 8.8 to produce M4.

Step 6: Finally, the chemical chaperonin mannitol was 
removed by dialyzing M4 against the native buffer for 8 h 
to yield M5.

It should be noted that all the equilibrium time of each step 
is longer than the conventional dialysis time. In general, for the 
free solvent case the solute may exchange with the buffer com-
pletely within hours. However, it is known that the denaturant 
molecules interact with protein, similar to the Donna effect, 
and the solute exchange may be slow and needs more time for 
the system to reach thermal equilibrium, especially for the first 
refolding stage. The folding time of each process is relatively 
longer than the regular solvent exchange process. Therefore, we 
can obtain the magnetic protein that follows a similar process. 
Protein microenvironment protects the net electron spin of mol-
ecules from thermal fluctuation.

The bridging ligands (i.e., sulfur atom, S) between the mag-
netic ions may be responsible for aligning the electron spin of 
magnetic ions. As indicated in Figure 11.4, the valance bond-
ing electrons of the bridging Cys may hop between the bonded 
metal ions, such as Mn2+ and Cd2+; whereas the Cd2+ in the β 
metal cluster is rather important in restraining the orienta-
tion of the electron spins of the bridging sulfurs and in align-
ing the spins of Mn2+ in the metal binding clusters. Therefore, 
this electron hopping effect may turn the Mn,Cd-MT into a 
magnetic molecule. However, the protein backbone surround-
ing the β metal cluster may provide a strong restraining effect 
to overcome the thermal fluctuations from the environment. 
Therefore, the magnetization can be observed in room tempera-
ture. However, the geometrical symmetry of the spin arrange-
ment in all Mn-MT may cause partial or complete cancellation 
of detectable magnetization. These results also indicated that 
the threshold temperature of the molecular magnet might rise 
to room temperature if the proper prosthetic environment, such 
as protein backbone, can be linked against the thermal fluctua-
tion of the temperature.
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Therefore, we have successfully constructed a molecular mag-
net, Mn,Cd-MT, that is stable from 10 to 330 K. The observed 
magnetic moment can be explained by the highly ordered align-
ment of (Mn2CdS9)3− clusters embedded in the β-domain in 
which sulfur atoms serve as key bridging ligands. The discovery 
of magnetic-metallothionein (mMT) may allude to new schemes 
in constructing a completely different category of molecular 
magnets.

11.3  Nanostructured Semiconductor 
Templates: Nanofabrication 
and Patterning

The rapidly developing of interdisciplinary activity in nano-
structuring is truly exciting. The intersections between the 
various disciplines are where much of the novel activity 
resides, and this activity is growing in importance. The basis 
of the field is any type of material (metal, ceramic, polymer, 
semiconductor, glass, and composite) created from nanoscale 
building blocks (clusters of nanoparticles, nanotube, nanolay-
ers, etc.) that are themselves synthesized from atoms and mol-
ecules. Thus, the controlled synthesis of those building blocks 
and their subsequent assembly into nanostructures is one 
fundamental theme of this field. This theme draws upon all 
of the material-related disciplines from physics to chemistry 
to biology and to essentially all of the engineering disciplines 
as well.

The second and most fundamental important theme in this 
field is that the nanoscale building blocks, because of their 
size being below about 100 nm, impart to the nanostructures 
that are created from them new and improved properties and 
functionalities that are still unavailable in conventional mate-
rials and devices. The reason for this is that the materials in 
this size range can exhibit fundamentally new behavior when 
their sizes fall below the critical length scale associated with 

any given property. Thus, essentially any material property 
can be dramatically changed and engineered through the 
controlled size-selective synthesis and assembly of nanoscale 
building blocks. The present juncture is important in the 
fields of nanoscale solid-state physics, nanoelectronics, and 
molecular biology. The length scales and their associated 
physics and fabrication technology are all converging to the 
nanometer range.

The ability to fabricate structures with nanometer precision 
is of fundamental importance for any exploitation of nanotech-
nology. In particular, cost effective methods that are able to 
fabricate complex structures over large areas will be required. 
One of the main goals in the nanofabrication area is to develop 
general techniques for rapidly patterning large areas (a square 
centimeter, or more) with structures of nanometer sizes. 
Presently, electron-beam (e-beam) lithography is capable of 
defining patterns that are less than 10 nm. These patterns can 
then be transferred to a substrate using various ion milling/
etching techniques. However, these are “heroic” experiments, 
and can only be made over a very limited area—typically a few 
thousand square microns, at most. While such areas are imme-
diately useful for investigating the physics of nanostructures, 
the applications we would like to pursue will eventually require 
a faster writing scheme, and much larger areas. The time and 
area constraints are determined by the direct e-beam writing. 
It is a “serial” process, defining single small regions at a time. 
Furthermore, the field of view for the e-beam system is typically 
less than 100 nm when defining the nanometer-scale structures. 
One simply cannot position the electron beam with nm preci-
sion over larger areas.

While e-beam lithographic methods are very general, in that 
essentially any shape can be written, we will also make use of 
“natural lithography” (tricks). Similarly, advances in the knowl-
edge of the DNA structure has recently been applied to the fab-
rication of self-organized nm surface structures. There are many 
such “tricks” that could prove crucial to the success of the proj-
ects in allied fields. A list of current methods toward nanofabri-
cation is given below.

11.3.1  Patterned Self-Assembly 
for Pattern Replication

By exploiting e-beam and focused ion beam lithography, self-
assembled monolayers can be patterned into 10–20 nm features 
that can be functionalized with single molecules or small molec-
ular groupings. These patterned areas will then be used as tem-
plates to direct the vertical assembly of stacks of molecules or to 
direct the growth of polymeric molecules. Schematics of the pro-
cesses and the possible templates used are shown in Figure 11.5. 
The initial 2D pattern will thus be translated into 3D nanosized 
objects. With the capability of the full control over the interfa-
cial properties, it will be possible to release the objects from the 
templates and transfer them to another substrate, after which 
the nanopatterned surface can be used again to provide an inex-
pensive replication technique.
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FIGURE 11.4 Proposed electron spin model of Mn2+ in β metal bind-
ing cluster of Mn,Cd-MT-2.
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11.3.2  Fabrication by Direct Inkjet 
and Mold Imprinting

This part of the technique will draw on recent advances in print-
ing techniques for direct patterning of surfaces. This involves 
the use of inkjet printing to deliver a functional material (semi-
conductor or metal) to a substrate, which is then controlled by 
patterning in the surface free energy of the substrate, to allow 
very accurate patterning of the printed material. Currently, 
devices show channel lengths down to 5 μm, but indications are 
that geometries can be reduced to submicron dimensions. The 
method will be concerned with the limits to resolution that can 
be achieved by this process, and also the structure and the asso-
ciated electronic structure at polymer–polymer interfaces, such 
as that between semiconductor and insulator layers in the field-
effect device.

In 1995, Professor Stephen Y. Chou of Princeton University 
invented a new fabrication method in the field of semiconduc-
tor fabrication. It is called nano-imprint lithography (NIL).57 
Briefly speaking, this technique was demonstrated by pressing 
the patterned mold to contact with the polymer resist directly. 
The patterns on the mold will transfer to the polymer resist with-
out any exposure source. Therefore, the diffraction effect of light 
can be ignored and the limitation is dependent only on the pat-
tern size of the mold rather than on the wavelength of the expo-
sure light. In Figure 11.6 we show a nano-grating structure made 
by using the thermal imprinting technique.

Nano-imprint lithography (NIL) technology is a physical 
deformation process and is very different from conventional opti-
cal lithography. This technology provides a different way to fab-
ricate nanostructures with easy processes, high throughput, and 
low cost. Currently, there are three main NIL techniques under 
investigation, namely, hot-embossing nano-imprint lithography 
(H-NIL57), ultraviolet nano-imprint lithography (UV-NIL58), 
and soft lithography.59 Those NIL technologies can be applied to 
many different research fields, including nano-electric devices,60 
bio-chips,61 micro-optic devices,62 micro-fluidic channels,63 etc.

11.3.3  Nanopatterned SAMs as 2D 
Templates for 3D Fabrication

Modern lithographic techniques (e-beam or focused ion beam 
(FIB), SNOM lithography) are able to generate topographic 
(relief) patterns in the 10–50 nm size ranges. As a further step 
toward more complicated and functional 3D structures, chemi-
cal functionalization at a similar size scale is necessary. By 
exploiting e-beam, FIB, and near-field optical lithography, it is 
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FIGURE 11.5 E-beam lithography defined (a) nanopores and (b) 
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FIGURE 11.6 Nanogratings on silicon templates by using thermal 
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possible to pattern self-assembled monolayers directly. Using 
lithography, the SAMs can either be locally destroyed and 
refilled with other molecules, or the surface of the SAMs can 
be activated to allow further chemical reactions. The resulting 
patterned surfaces will be chemically patterned. Patterns can be 
introduced to incorporate H-bonding, pi–pi stacking, or chemi-
cal reactivity. These patterned areas will be used as templates to 
direct the vertical assembly of stacks of molecules or to direct 
the growth of polymeric molecules. Large, extended aromatic 
molecules prefer to stack on top of each other due to pi–pi stack-
ing. These molecules have interesting electronic properties as 
molecular wires. When surfaces can be patterned to incorpo-
rate “seeds” for the large aromatic molecules, the stacking can be 
directed away from the surface. The initial 2D pattern will thus 
be translated into 3D nanosized objects. With the full control 

over the interfacial properties, it will be possible to release the 
objects from the templates and transfer them to another sub-
strate, after which the nanopatterned surface can be used again 
to provide an inexpensive replication technique.

11.4  Self-Assembling Growth of 
Molecules on the Patterned 
Templates

The self-assembling growth of the MT-2 proteins is demon-
strated as follows. One mg/mL magnetic MT in Tris. HCL buffer 
solution was placed onto the patterned surface, and an electric 
field with an intensity of 100 V/cm was then applied for 5 min 
to drive the MT molecules into the nanopores. The sample was 
then washed with DI water twice to remove the unbounded MT 
molecules and salts on the surface (the schematic of the pro-
cess is also shown in Figure 11.7a. Figure 11.8 shows the atomic 
force microscopy (AFM) image of the template surface with 
40 nm nanopores after they were filled by the MT-molecules. 
Keep in mind that most of the Si surface was still protected by 
photoresist after the etching processes, which has prevented the 
MT-molecules from forming strong OH bonds with the Si sur-
face underneath. Therefore, the electrical field-driven MT mol-
ecules were all anchored on those areas that were not covered 
with photoresist. The molecules landing in each pore were then 
self-assembly grown vertically from the bottom of the pore into 
the shape of a rod (as shown in Figure 11.8). These molecular 
nanorods have an average height of ∼120 nm above the template 
surface and a diameter equal to the size of the nanopore.
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FIGURE 11.7 (a) Flowchart of the lithography, etching processes, and 
growth of protein molecules (b) schematics of the patterned templates 
with nanopores. (From Sun, 2007. With permission.)
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FIGURE 11.8 Three-dimensional (3D) AFM image of the patterned 
magnetic molecules. The molecules have self-assembled to grow into a 
rod shape. (From Sun, 2007. With permission.)
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However, experiments on the templates with pore sizes larger 
than 100 nm gave quite different results. Figure 11.9 shows the 
two-dimensional AFM image of the template surface with larger 
pores where we can see that the molecules did not grow verti-
cally above the template surface. Therefore, we were not able to 
generate 3D images of this type of template. However, judging 
from the AFM phase images, the MT molecules did form a more 

dense structure in the larger pores compared with the case of 
the smaller pores. On templates with thinner photoresist and 
smaller pitch sizes (less than 600 nm), we also found that the 
molecules anchored in the pore can grow laterally toward the 
neighboring pores (data not shown).

By increasing both the e-beam exposure and dry etching time 
on the Si surface covered with a thin photoresist layer with a 
thickness of less than 150 nm, we were able to create a ring-type 
area with an exposed Si surface along the periphery of the nano-
pores. The SEM image of this type of template is shown in Figure 
11.10. On this particular template, the molecules not only inde-
pendently grew inside the pores, but they also grew along the 
circumference of the pores to form molecular rings on the tem-
plate. Figure 11.11 shows the two-dimensional (2D) and three-
dimensional (3D) AFM images of such molecular rings.

In order to gain better control of the formation of molecular 
nanostructures, it is important to uncover the underlying self-
assembling growth mechanism. Molecular self-assembly can 
be mediated by weak, noncovalent bonds—notably hydrogen 
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bonds, ionic bonds (electrostatic interactions), hydrophobic 
interactions, van der Waals interactions, and water-mediated 
hydrogen bonds. Although these bonds are relatively insig-
nificant in isolation, when combined together as a whole, they 
govern the structural conformation of all biological macromol-
ecules and influence their interaction with other molecules. The 
water-mediated hydrogen bond is especially important for liv-
ing systems, as all biological materials interact with water. We 
believe that the first layer of proteins anchored inside the nano-
pores was bonded with the Si surface dangling bonds. They have 
provided building blocks for proteins that arrived later. With the 
assistance of spatial confinement from the patterned nanostruc-
tures, the rest of the proteins are able to self-assemble via the van 
der Waals interactions and perform molecular self-assembly.

11.5  Magnetic Properties of 
Molecular Nanostructures

The magnetic properties of the self-assembled molecular nano-
rods were investigated with magnetic force microscopy (MFM). 
We monitored the change of contour of a particular nanorod 
on the template when an external magnetic field was applied. 
Figure 11.12a shows the MFM image of the nanorod without 
the external magnetic field. In Figure 11.12b, a magnetic field of 
500 Oe was applied during the measurement with a field direc-
tion from the right to left. The strength of the field was kept at a 
minimum so as not to perturb the magnetic tip on the instru-
ment. In Figure 11.12 we can see clearly that the contour of the 

nanorod has changed in shape as compared to the case with no 
applied field. It indicates that the molecular self-assembly car-
ries a magnetic dipole moment that interacts with the external 
magnetic field.

11.6  Conclusion and Future Perspectives

Success in the synthesis of the magnetic molecules produced from 
metallothionein (MT-2) by replacing the Zn atoms with Mn and 
Cd has been demonstrated in this chapter. Hysteresis behavior 
in the magnetic dipole momentum measurements was observed 
over a wide range of temperatures when an external magnetic 
field was scanned. These magnetic MT molecules were also 
found to self-assemble into nanostructures with various shapes 
depending on the nanostructures patterned on the Si templates. 
Data from the MFM measurements indicate that these molecu-
lar self-assemblies also carry magnetic dipole momentum. Since 
the pore size, spacing and shape can easily and precisely be con-
trolled by lithography and etching techniques, this work should 
open up a new path toward an entire class of new biomaterials 
that can be easily designed and prepared. The techniques devel-
oped in this particular work promise to facilitate the creation of 
many bio-related nanodevices and spintronics. Magnetic molec-
ular self-assembly may find its use in data storage or magnetic 
recording systems, as an example. They can also act as spin bio-
sensors and be placed at the gate of the semiconductor spin valve 
to control the spin current from the source to the drain. More 
importantly, this work should not be limited to MT-2 molecules 
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FIGURE 11.12 MFM images of nanorods (a) without the magnetic field (b) with a 500 Oe magnetic field applied with a field direction from right 
to left. (From Sun, 2007. With permission.)
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and should be extended to other type of molecules and proteins 
as well. As mentioned in the beginning of this chapter, the vari-
ous surface patterning techniques developed over the years to 
interface organic or biological materials with semiconductors 
have not only provided new tools for controlled 2D and 3D self-
organized assemblies, but have also been essential to the creation 
and emergence of new semiconductor-molecular nanoelectron-
ics as recently discussed by Likharev.64

In the future, it is important to develop techniques for growing 
and characterizing molecular self-assembly, single nanostructure, 
and molecule on semiconductor templates to bring a measure of 
control to the density, order, and size distribution of these molecu-
lar nanostructures. Using self-assembly techniques, one can rou-
tinely make molecular assembly with precise distances between 
them. Recent explorations of molecular self-assembly have sought 
to provide transverse dimensions on the mesoscopic nanometer 
scale. As a general—although not inviolate—rule, these attempts 
have led to very good local ordering (e.g., nearest neighbors).

We can anticipate, (1) the development of new (supra) molec-
ular nanostructures via the self-assembling method (bottom 
up technique) and immobilization of single nanostructure or 
molecule; (2) the design of methods to functionalize molecular 
self-assembly and devices; (3) an integration of bottom-up and 
top-down procedures for the nano- and microfabrication of 
molecularly driven sensors, actuators, amplifiers, and switches; 
and (4) an increased understanding and appreciation of the sci-
ence and engineering that lie behind nanoscale processes. All 
this and more is in the nature of the nanotechnology bonds as 
it impacts on biology and beyond. In the final analysis, however, 
the practice of biological synthesis that relies on molecular rec-
ognition and self-assembling processes within a very much more 
catholic framework than is currently being contemplated by most 
researchers that will dictate the pace of progress in synthesis.

The final goal is to understand this whole notion of what self-
assembly is. One needs to really learn how to make use of the 
methods of organizing structures in more complicated ways 
than we can do now. On a molecular scale, the accurate and con-
trolled application of intermolecular forces can lead to new and 
previously unachievable nanostructures. This is why molecular 
self-assembly (MSA) is a highly topical and promising field of 
research in nanotechnology today. MSA encompasses all struc-
tures formed by molecules selectively binding to a molecular 
site without external influence. With many complex examples 
all around us in nature (ourselves included), MSA is a widely 
observed phenomenon that has yet to be fully understood. Being 
more a physical principle than a single quantifiable property, it 
appears in engineering, physics, chemistry, and biochemistry, 
and is therefore truly interdisciplinary.
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12.1  Introduction

The onset and recurrence of cancer is one of the major biomedical quandaries of 
our time. Currently, surgically removed tumors often leave behind a residual cancer 
cell population. As not all cancer cells can be detected to ensure complete tumor 
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removal, systemic and widespread chemotherapy is usually injected into the 
 bloodstream to attempt to target the remaining cancer cells. This can result in 
 devastating side effects because the cancer drugs flow freely throughout the 
bloodstream with a reduced ability to target-specific regions. This treatment kills 
both healthy and unhealthy cells, and thus the quality of life of cancer patients is 
significantly reduced.

A multiscale anatomy of cancer cell, e.g., the breast cancer cell, reveals that a 
single cancer cell contains a number of characteristic elements including specific 
biomarker receptors (e.g., folic acid ligands) and DNA molecules, as shown 
schematically in Fig. 12.1. If these cancer-specific molecules can be intercalated by 
some functional molecules supplied via an implantable patch, then the patch can be 
envisioned to serve as a complementary technology with current systemic therapy. 
The patch has the potential to enhance localized treatment efficiency, minimize 
excess injections/surgeries, and prevent tumor recurrence, provided that the patch 
is designed such that a quantitative control on the assembly, loading, and release of 
such functional groups are ensured.

The creation of a fully optimized biocompatible device capable of local delivery 
has proven to be very challenging, due to a range of chemical and material problems 

Fig. 12.1 Multiscale anatomy of cancer cell
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to be overcome in addition to the pharmacological and biomedical issues. 
For example, metal-based delivery materials often possess reactive  interfaces that 
can cause cell stress and inflammation, hindering the efficacy of therapy [1, 2]. 
The selected delivery material must be extremely stable to enable localized 
release while resisting attack from the immune system, which commonly 
leads to the breakdown of the device and ultimately to failure of the treatment. 
Furthermore, systemic nanoparticle-mediated administration of anti-inflammatory 
compounds is nonlocalized, indiscriminate, dilutes drug efficacy, and lowers 
drug loading capacities. Therefore, it is important that a technology be devel-
oped that can consistently release the cancer drug in a localized and sustained 
fashion and the fundamental basis of this functionality is understood to drive 
intelligent device design.

Currently, biodegradable strategies are the preferred option for local drug 
delivery. This type of device often dissolves between 20 and 30 days after 
implantation, which is consistent with the timeframe for conclusion of drug 
release. Sustained treatment using this method requires repeated implantation, 
which can cause repeated inflammation and side effects that impede cancer 
treatment [3–5].

Combined imaging/diagnostics and therapy (termed “theranostics”) have 
made important advances over the past several years, and continued work has 
been sought to design transformative materials to accelerate the fruition of this 
roadmap [1–42]. Based on their unique mechanical–chemical properties, it can be 
envisioned that nanocarbons, such as diamond-based nanomaterials, may serve as 
optimal platforms for the integrative imaging and treatment of cancer cells. Much 
of the ongoing research in the emerging field of nanomedicine is based on the use 
of carbon nanotubes and bucky balls, which challenges their underlying 
translational relevance and innate compatibility to drug delivery. On the contrary, 
nanodiamonds (NDs) represent a much more viable alternative, because: (a) they 
have much higher potential for mass production, yet still possess properties 
common to nanotubes and bucky balls such as the ultrahigh surface-to-volume 
ratio, (b) they can improve drug administration efficacy by order of magnitude 
scale (it has been found from some preliminary mouse studies that 20 times 
less drug is needed for cancer therapy when it is bound to the NDs compared 
with administration of the drug alone), (c) they are highly biocompatible 
(noncytotoxic) as opposed to most carbonaceous materials, and (d) they can be 
functionalized to chemically link with almost any materials. In this chapter, we 
outline a framework for the development of an ND-enabled drug delivery system, 
capable of performing both therapeutics and diagnostics functions, via seamless 
integration of simulation-based engineering and science (SVE&S) and experimental 
validations. Our vision is to design a system such that it will be capable of releasing 
drug for prolonged timescale (in the order of months to a year) over a specific 
residual cancer cell region, thereby preventing the recurrence of tumor growth. 
This is a key improvement because widespread/nonspecific drug distribution due 
to material degradation can be avoided, along with the associated medical com-
plications and unpleasant side effects.
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12.2  The Drug Delivery Patch

The fundamental requirements for the proposed drug delivery patch are to efficiently 
detect/diagnose cancer cells and then to deliver therapeutic molecules with a preset dose. 
In this study, a model drug delivery system is proposed that consists of (a) nanodiamonds 
(ND), (b) parylene buffer layer, and (c) doxorubicin (DOX) drugs and biomarkers. In its 
simplest form, an array of self-assembled nanodiamonds is functionalized with DOX and 
biomarker molecules and is contained inside parylene capsule as shown in Fig. 12.2. 
Here, parylene polymers serve as the capsule shell for the ND complex so that the device 
integrity is preserved. It can be seen from Fig. 12.2 that the bottom part of the 
device contains nonporous parylene, and the top part contains porous parylene layers. 
Parylene is chosen because it is highly biocompatible and also Food Drug Administrations 
(FDA) approved. The pore size in the parylene layer is in the order of nanoscale and may 
be fabricated using MEMS-based technology.

It is envisioned that the patch will be implanted in the body after a surgery is 
commenced to remove residual (and otherwise persistent) cancer cells. The physio-
logical conditions in the vicinity of living healthy cells and cancerous cells are 
significantly different and can be quantified by different pH levels. The patch is 
designed such that when it is implanted in the body and comes into contact with 
cancer cells, the drug molecules will detach from the NDs and flow through the 

Fig. 12.2 Schematics of the proposed drug delivery patch. The encircled molecules (biomarkers 
and drug) are the functional elements detached from ND to attach with the cancer specific 
 molecules of cancer cells
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porous parylene toward cancer cells. The characteristic pH level will dictate the drug 
“detachment”, and the degree of porosity in the parylene will control the drug “diffusion 
rate”. Similarly, the ND-biomarker assembly will flow from the device when it comes 
into contact with cancer-specific receptors. As a result, one device will perform both 
therapeutic and diagnostic functionalities as schematically shown in Fig. 12.3.

12.2.1  Number Effect in Nanoparticles

12.2.1.1  What is the Number Effect?

A recent finding suggests that a new attribute of nanoparticles exists, which so far 
has been neglected but could be unique and generally useful for the smaller 
nanoparticles such as the primary particles of detonation nanodiamond that we are 
dealing with in this book. The new attribute is the unexpectedly large number of 
particles in unit volume or unit weight. This was surprising for us because of our 
prejudice that nanoparticles are much larger than molecules. There are many 
reasons for us to acquire this prejudice. Nanoparticles are visible under TEM, 
whereas molecules are not. There are only a few conventional molecules having 
such a large size as 1 nm, but a nanoparticle having a diameter of 1 nm (e.g., C

60
) 

Fig. 12.3 Schematics of the proposed drug delivery patch with therapeutic and diagnostic 
 functionalities
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is the smallest (definition of nanoparticle: 1–100 nm in diameter). Molecules are 
gauged by Ångstrom unit (10−10 m), whereas nanoparticles are by nm (10−9 m). 
The truth is that these differences are not really big.

The impact of overwhelmingly large number associated with nanoparticles, 
especially with single-nano particles, has been noticed by one of the co-authors 
(E. I. sawa) when he spotted a word ‘nanodiamond’ in recent advertisements for 
sharp pencils (Fig. 12.4). It was interesting to find that a major pencil company 
claiming to have improved writing performance of their new brand of sharp pen-
cils by dispersing 400 million particles of nanodiamond into one piece of lead with 
0.5 mm diameter and 60 mm length. Four-hundred million particles in such a tiny 
lead sounded unbelievably large in number. However, the doubt quickly disap-
peared after simple arithmetic. The number density of the added particles is given 
by 400×106/0.0118 = 3.39×1010/cm3 (the volume of one lead is equal to 0.0118 cm3). 
This volume density can be approximately translated into a linear density by taking 
a cube root of 3230/cm, or 310 nm for average center-to-center distance between 
the nearest particles. There is certainly a plenty of room to pack 400 million 
particles in a lead, even if the largest nanodiamond particles with 100 nm diameter 
were used. In other words, this advertized density sounds great but actually is not 
really too much for nanoparticles.

Now, if the number of spherical nanoparticles were a decisive factor for the 
writing performance of lead, how much single-nano buckydiamond (SNBD, the 
primary particles of detonation nanodiamond) will be needed to pack 400 million 
particles of them into a lead? It turned out that only 0.5 mg of SNBD per 1 kg of 

Fig. 12.4 An advertisement of a new 
brand of sharp-pencil lead claiming  
to contain 400 million particles of  
nanodiamond per piece of lead
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graphite would be needed to achieve the advertized volume density! It is quite 
impressive to find how enormous number of particles that tiny amounts of SNBD 
contain. Basic figures necessary to count the number of SNBD particles are 
summarized in Table 12.1. The number of particles contained in 1 g of SNBD, 
which is billion times as large as 5 billion is given in the last line. To be more 
systematic, the number is the order of quintillion (1018).

Actually, such large numbers are beyond our comprehension. We could have 
some idea on the largeness up to millions (106) and billions (109); for example, 
populations of large cities and countries are of these orders of magnitude. Although 
it is difficult to grasp the largeness for numbers beyond trillion (1012), we should 
pay attention to the effects of great numbers when dealing with nanoparticles, of 
which there should be plenty.

Summing up, we learned the following from the above consideration: Nanoparticles 
are larger than conventional molecules by two to three orders of magnitude. 
However, as Avogadro Number A

N
 is so large that small differences in size between 

molecule and nanoparticles is not as significantly as it looks. The number of particles 
per unit weight (=A

N
/PW) still turns out to be an enormous number which is out of 

our sense on the large number. This is the essence of number effect, unique in 
nanoparticles. Number effect does not exist in molecules, nor in microparticles, but 
only in nanoparticles.

In this regard, nanoparticles may be useful for those uses where enormously 
large number of particles is critical. One such example of such “number effect” is 
given below.

12.2.1.2  Nanospacers Lubrication

Ever since industrial revolution, oils have been used as practically the sole means 
for reducing friction between moving parts of all kinds of machines to smoothly 
transmit power. The major and by far the most critical role of lubricant oil is to 
provide oil film between touching planes in order to prevent adhesion of the planes 
by direct or boundary contact under load. However, oil (and grease) film often 
breaks up when their thickness decreased below a few molecular layers to disastrous 

Table 12.1 Basic numbers of SNBD particles

Selected numbers for one SNBD 
particle

Diameter D(=2r) 4.8 nm 100 nmd

Volume v(=4 r3/3) 5.79 × 10–20 cm3 5.23 × 10–16 cm3

Weight w(= v)a 1.74 × 10–19 g 1.64 × 10–15 g
PWb (=wN

A
)c 104,000 9.88 × 108

Number of C atoms 8,660 8.23 × 107

Number of particles in 1 g of SNBD n(=1/w) 5.75 × 1018 6.10 × 1014

a  = sp. gr. of diamond = 2.99 g/cm3 (preliminary results)
b “Particulate weight”, a concept corresponding to “molecular weight”
c N

A
 = Avogadro number

dA model of agglutinated product of detonation nanodiamond
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loss of lubrication. In addition, disposal of the used lubrication oil and grease poses 
a major cause of environmental destruction and increase emission of CO

2
 gas. 

Lubrication oil will be forbidden sooner or later.
An entirely new lubrication method would be to rely on SNBD particles as the 

spacers to prevent direct contact between shearing planes of moving parts 
(Fig. 12.5). While it may seem also possible to use SNBD particles as solid lubricant, 
actually it is not advisable due to very high tendency for these particles to aggregate 
to give much larger effective diameters unsuitable to penetrate and cover rough 
microstructure of surface. We evaluate here colloidal solutions of SNBD dispersed 
in low-viscosity liquid like water.

One of the critical requirements for lubrication by nanospacers is that there must 
always be enough number of spacer particles in the true contact areas whenever they 
were beginning to form themselves under the boundary conditions. We examined the 
prospect of this requirement for SNBD aqueous colloid by using a classical work of 
Borden and Tabor [43] who estimated area and number of true contact points under 
various loads between a pair of polished surface of soft-steel plate having an apparent 
contact are of 2000 mm2 (Table 12.2). To these data, the number effect of dilute 
aqueous colloid solution of SNBD (Table 12.1) was fitted, as shown below.

Another critical requirement for the nanospacers lubrication is that the spacer 
particles stay in a thin space between the approaching pair of true contact area without 
flowing out of the space with the nonviscous solvent. According to our experimental 
and theoretical analysis [45], SNBD particles are most likely deformed polyhedra 
with the facets having high electrostatic potentials and supposed to be tightly hydrated 
in the colloidal solution. Under the boundary lubrication condition, when the tips of 
the true contact area on the steel surfaces approach to each other across thin colloidal 
liquid, the shell of hydrated water on the particle surface in the thin colloidal liquid 
will be attracted to, not repelled by, the steel surface (Fig. 12.5).

If we assume a surface roughness of 100 nm, then boundary friction condition 
will start when the thickness of the colloidal solution pinched between the tipped 

Fig. 12.5 In nanospacers lubrication, colloidal nanoparticles play the role of adhesion preventing 
spacers under boundary condition
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surfaces decreased to about 200 nm. At this point, the number of SNBD particles 
in the true contact area is equal to a liquid column of 0.01% colloidal solution having 
a volume of 200 × A nm3 (Table 12.2). The sum of these values over the true contact 
points are entered in the last column of Table 12.2 in a unit of 108 particles. Even 
in the very beginning of boundary condition, 7 million SNBD particles participate in 
the spacer action (the lowest line of Table 12.2). Number of spacers keeps increasing 
as the load as well as the number and area of true contact points are increased, up 
to 2 billion under the highest load included in Table 12.2, to take over the load to 
prevent adhesion. We feel that these numbers are much more than enough, and in 
practice the concentration of colloid could be reduced to as low as one ten-thou-
sandth % concentration without increasing friction coefficient.

We have already obtained an excellent friction coefficient of 0.02 in our first experi-
ments on nanospacers lubrication, by measuring friction between poly(acrylamide) gel 
immersed in SNBD colloidal solutions and a reprocating sapphire ball under a small but 
constant load [44]. However, at that time we have not noticed ‘number effect’ and 
vaguely thought that low friction should be realized only in considerably high concentra-
tion range of 0.1–5 % based on chemical experience. As clearly shown by the analysis 
of Bowden–Tabor work in the previous section, the tested concentrations were much too 
high. We plan to repeat the experiments using much dilute colloidal concentrations.

12.2.1.3  Remarks on the Number Effect

Discovery of nanospacers lubrication reinforced by the number effect will have 
significantly large impact. In the traditional lubrication oil, the oil itself played dual 

Table 12.2 Area and number of true contact points and number of SNBD spacers present at a true 
contact point (TCP) between a pair of shearing soft-steel surface (Fig. 12.5) polished to a surface 
roughness of 100 nm. Concentration of SNBD is 0.01 wt%a

aApparent contact area = a × b = 2000 mm2, thickness of liquid film filling the contact area = average 
roughness×2 = 200 × 10−6 mm, volume of liquid film in apparent contact area = 0.40 mm3, total number 
of SNBD particles in 0.01% colloid in this volume = 5.75 × 1018×10−2×10−5×0.4 = 2.30 × 1011
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role of adhesion preventive agent and medium. In contrast, nanospacers lubrication 
consists of adhesion preventive agent and medium as separate components. 
The function of medium is to disperse the adhesion preventive agent, and there is 
no need to form liquid film. Therefore, medium can be of low viscosity like water. 
For environmental protection, water is the best medium, even though it will induce 
rust on steel. Rusting consists of a series of electrochemical reactions, wherein Fe 
is oxidized to Fe(OH)

2
 and loose Fe

2
O

3
·×H

2
O. Covering the iron surface with compact 

oxide layer of Fe
3
O

4
 is considered to be the cheapest, and most efficient antirusting 

agent as used in the stainless steel. We would predict that eventually highly diluted 
aqueous SNBD colloid or lubrication water will replace lubrication oil as lubricant, 
and all the iron parts of machines will be made of highly stable stainless steel. 
The lubrication water may contain one more component which replaces the fragile 
hydration shell on the SNBD surface with more durable and tight oil-like layer to 
avoid mechanical damage to the true contact areas.

Small mass of nanoparticles brings about large number effect. In other words, 
each single nanoparticle of SNBD has complex geometric and electronic structure 
which leads to a variety of functions [45], but they come in large numbers; hence, 
in many cases, we need a very small mass of nanoparticles. In the past, when the 
smallest available particles were of the order of microns in diameter, we used to 
prepare microcomposites containing as much reinforcing components as possible. 
However, the same results can be realized in much smaller proportions of nanopar-
ticles as reinforcing components in nanocomposites. It is likely that Hall–Petch 
effect works best for nanocomposites. A logical consequence of number effect is 
that we may wish to design, prepare, and evaluate nanocomposites in terms of the 
number of particles rather than the weight. Then, we will be more used to handle 
large number of like billion-and trillion- like astronomists.

12.3  Materials and Manufacturing

As mentioned, the essential material systems of the patch are nanodiamond, parylene 
polymers, drug and imaging molecules. Among these, nanodiamond plays the key 
role in device performance. In the following sections, nanodiamond manufacturing 
techniques are provided.

12.3.1  High Frequency Plasma-Enhanced Chemical Vapor 
Deposition (PECVD) for ND Particles and Film Synthesis 
and Processing

The Nano Particle Technology Laboratory (NPTL) is engaged in doing research related 
to nanoparticle generation, measurement, and some other related applicable research 
areas such as environment, medical science, energy, new material, element & sensors. 
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Nanoparticles are widely studied as a building block for broad applications. Several 
studies have been performed to generate nanoparticles by liquid- or gas-phase 
synthesis processes. Compare to liquid-phase synthesis, gas-phase synthesis has 
many advantages such as high purity, continuous process, and size/structure 
controllability. However, it is still difficult to manufacture nanoparticles smaller 
than 10 nm due to coagulation.

Recently, NPTL synthesized Si nanoparticles using RF plasma (Fig. 12.6). 
In which, the size, composition, and growth of nanoparticles can be easily controlled. 
The Si nanoparticles synthesized, using inductively coupled plasma, have diameter 
in the range of 3 nm to a few hundred nm and are very uniform in size (relative 
standard deviation is less than 0.2). These particles are being applied to secondary 
battery electrode materials.

Recent research articles [62–76] reveal that nanodiamonds (NDs) in particular 
possess several characteristics including surface functionalization capabilities, 
biocompatibility, and versatile deposition and processing mechanisms that make 
them suitable for advanced drug delivery. NDs have formerly been physically 
immobilized and functionalized in various ways in order to bind with cytochrome c, 
DNA, antibodies, and various protein antigens.

All prior methods of synthesizing diamond are bulk processes. In such processes, 
new atoms of carbon arrive at the growing diamond crystal structure having random 
positions, energies, and timing. Growth extends outward from initial nucleation 
centers having uncontrolled size, shape, orientation, and location. Existing bulk 
processes can be divided into three principal methods – high pressure, low pressure 
hydrogenic, and low pressure nonhydrogenic. The high frequency plasma-enhanced 
chemical vapor deposition (PECVD) is one of the low pressure or CVD hydrogenic 
metastable diamond growth process.

PLASMA technology (PECVD) is widely used to synthesis and alters the 
surface properties of few materials without affecting their bulk properties. Plasma 
deposition involves the addition of a plasma discharge to the foregoing filament 
process. The plasma discharge increases the nucleation density and growth rate and 
is believed to enhance ND and ND film formation. There are three basic plasma 

Fig. 12.6 Plasma System (a) and Synthesized Nanoparticles (b and c)
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systems in common use: a microwave plasma system, a radio frequency of RF 
(inductively or capacitively coupled) plasma system, and a direct current or DC 
plasma system. The diamond growth rate offered by these systems can be quite 
modest, on the order of ~ 1 /h.

In the case of low pressure hydrogenic method, hydrogen gas mixed with methane 
is introduced through plasma (discharge), dissociating the methane molecule to 
form the methyl radical (CH

3
) and dissociating the hydrogen molecule into atomic 

hydrogens (H). Hydrogen is generally regarded as an essential part of the reaction 
steps in forming ND/ND film during CVD and atomic hydrogen must be present 
during low pressure diamond growth to: (1) stabilize the diamond surface, (2) reduce 
the size of the critical nucleus, (3) “dissolve” the carbon in the feedstock gas, 
(4) produce carbon solubility minimum, (5) generate condensable carbon radicals 
in the feedstock gas, (6) abstract hydrogen from hydrocarbons attached to the surface, 
(7) produce vacant surface sites, (8) etch (regasify) graphite, hence suppressing 
unwanted graphite formation, and (9) terminate carbon dangling bonds. Both diamond 
and graphite are etched by atomic hydrogen, but for diamond, the deposition rate 
exceeds the etch rate during CVD, leading to diamond (tetrahedral sp3 bonding) 
growth and the suppression of graphite (planar sp2 bonding) formation. (Note that 
most potential atomic hydrogen substitutes such as atomic halogens etch graphite 
at much higher rates than atomic hydrogen). Similarly, dual DC-RF plasma system 
is used to deposit hydrogenated diamond like carbon (DLC) films form methane 
plasma. It has the advantages of separately controlling ion density and ion energy 
by RF power and DC bias, respectively, over conventional simply capacitive-coupled 
radio frequency PECVD. The sp3 content, hardness, and Young’s modulus of the DLC 
films increased with increasing RF power at a constant DC bias of −200 V and 
reached the maximum values at an RF power of 300 W, after which they decreased 
with further increase of the RF power. The DC bias had a similar but greater effect 
on the structure and properties of the films, owing to a greater influence of the ion 
energy on the characteristics of the films than the ion current density. D. M. Gruen 
group in Argonne National Laboratory has been made ND film w/o hydrogen gas 
using MWCVD Plasma jet method has high deposition rate so that it is considered 
alternative method for Microwave CVD (MWCVD) and High frequency CVD 
(HFCVD). Generally, methane gas is extremely diluted only by 1 vol%. The sub-
strate temperature should be over 700 C for MWCVD & HFCVD film. If we use 
RF plasma system, we can conduct the same process at lower temperature which 
be quite advantage for particle deposition for bio device system.

Apart from synthesis, the capability of high-frequency plasma to modify 
surface physical and chemical properties without affecting bulk properties is 
advantageous for the design, development, and manufacture of biocompatible 
polymers. The plasma treated materials have found various applications in 
automobiles, microelectronics, biomedical and chemical industries. Specific surface 
properties, such as hydrophobicity, chemical structures, roughness, conductivity, etc., 
can be modified to meet the specific requirements of these applications. The major 
effects observed in plasma treatment of polymer surfaces are cleaning of organic 
 contamination, micro-etching, cross-linking, and surface chemistry modification. 
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Biomaterials that have contact with the human body need an optimal combination 
of mechanical properties and surface characteristics that result in superior perfor-
mance in the biological environment. Physicochemical properties of the surface of 
the material, such as surface free energy, hydrophobicity, and surface morphology, 
which influence the cell–polymer interaction, determine the choice of the polymer. 
Since in general all polymers do not possess the surface properties needed for 
biomedical applications, radio frequency (RF) plasma treatment plays a crucial role 
in incorporating them. Surface modification in a controlled fashion, deposition of 
highly cross-linked films irrespective of the surface geometries, formation of 
multilayer films, eco-friendly nature, and the prospect of scaling-up make the RF 
plasma treatment extremely suitable for biomedical applications.

12.4  Device Design Roadmap

Over the past couple of years, multiscale modeling and simulations [46–59] have 
been extensively used to understand properties of solids and structures. We aim to 
establish a seamless integration of multiple scale computational techniques along 
with appropriate experimental validation. The design roadmap is schematically 
shown in Fig. 12.7. In this multiscale analysis, quantum scale (QS) calculation 

Fig. 12.7 Device design roadmap that includes multi-scale simulation and experimental validation
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will predict the structure and surface electrostatics of the functionalized NDs. 
Information from this scale will be utilized in the atomistic calculations at the 
nanoscale (NS) to evaluate the self-assembly process of functionalized NDs, their 
electrostatic interactions with drug molecules/biomarkers as well as their diffusion 
kinetics. Finally, at the continuum scale (CS), the drug delivery process from the 
device to the targeted area will be modeled and simulated with information provided 
from sub scale simulations.

Now, in order for the device to function as an innovative drug delivery system 
with multifunctional capabilities, some fundamental science issues need to be 
solved. These include quantitative understanding of

1. Structure, surface electrostatics and self-assembly of NDs so that their 
packing with functional groups can be efficiently facilitated, under a range of 
conditions.

2. Drug–ND and biomarker–ND interaction process so that they can be controlled 
with the physiological condition of cancer cells.

3. Drug–ND and biomarker–ND diffusion process so that drug dose rate and cell 
imaging efficiency can be identified.

4. Overall design optimization with respect to the integrated patch performance.

In addition, the solutions to these scientific issues need to be verified and validated. 
To do this, a multi-level uncertainty quantification scheme needs to be developed. 
There are two facets to this uncertainty analysis: (1) comparing the experimental and 
theoretical results on each scale (quantum, nano, and continuum), and (2) linking 
these scales such that uncertainty on one scale can realistically propagate into other 
scales. The knowledge of the uncertainty present in modeling allows for a more 
robust and reliable model and patch design.

There are many approaches toward uncertainty analysis on a single scale, 
most involving an iterative process where experiments are repeated and computa-
tional models are refined until a realistic calibration between the two can be made 
(Xiong, 2009; Kennedy and O’Hagan, 2001). However, a multi-level uncertainty 
quantification scheme that allows for reliable error propagation across many scales 
does not currently exist. This is another area of this drug delivery system design 
that needs to be addressed.

12.5  Structure and Surface Electrostatics of Nanodiamonds

12.5.1  Uncertainty Quantification of ND charge

The solutions to these scientific issues also need to be verified and validated to 
ensure model reliability. To do this, a multi-level uncertainty quantification scheme 
needs to be developed. There are two facets to this uncertainty analysis: (1) comparing 
the experimental and theoretical results on each scale (quantum, nano, and continuum), 
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and (2) linking these scales such that uncertainty on one scale can realistically 
propagate into other scales. The knowledge of the uncertainty present in modeling 
allows for a more robust and reliable model and patch design.

For example, the surface charges of the NDs discussed in Sect 5.2 can be approa-
ched in a variety of ways. A strictly linear projection can be done such that the 
charge distribution for the larger NDs looks precisely the same as for the smaller 
NDs. However, this ignores most of the information that is known about the system 
and assumes a behavior that may not be accurate. As experimental data are limited 
on this scale, a better understanding of the accuracy of this estimate is important. 
Errors introduced in this step will propagate throughout the modeled system.

Instead of the this deterministic approach, an estimate of the probability density 
function (PDF), and therefore the cumulative density function (CDF), of each face 
of the ND can be generated statistically. The estimated PDF and CDF are developed 
using a Gaussian-kernel smoothing technique for each of the three truncated 
octahedral NDs with available DFT calculations. A sample of size n, where n is the 
number of atoms present on the respective faces of the next larger ND, is generated 
from the current PDF and the sample PDF is generated. These sample functions are 
used as a projection of the next larger ND.

This projection scheme allows for a good estimate, but it only utilizes data present 
on the closest ND to determine the surface charges for unknown NDs. A more 
rigorous scheme can be developed using a bootstrapped and edgeworth expansion 
[76]. Bootstrapping refers to resampling a data set to estimate the behavior of the 
entire system. This ideology carries over well for the use in data projection because 
of the data sub-steps available (in this case, the surface charge distributions of 
the different sized NDs). More details of the bootstrap method and Edgeworth 
expansion can be found in Hall [78], but the application to the ND charge distribution 
will be outlined here.

Each face of the ND truncated octahedron is considered independently because 
they have dramatically different charge distributions. For example, face 100 can be 
isolated into three readily available data sets: the first set from the largest ND with 
1639 total atoms, the second set from the next largest ND with 1198 total atoms, 
and the third set from the next largest ND with 837 total atoms. The two smallest 
NDs (268 and 548 atoms) will not be considered because their results vary from the 
larger charge distributions that are of interest for this application.

The surface charges for the 100 faces on the three NDs are extracted, and will 
be referred to in decreasing order of size, respectively F

1
, F

2
, and F

3
. A random 

sampling with replacement is done of F
1
, F

2
, and F

3
 to create three more data sets 

to calculate the projection onto a larger ND, and gives a better projection scheme. 
From these six data sets, a nested probability distribution can be estimated, and a 
better understanding of the reliability of the linear projections is available.

The surface charges are only one example of the uncertainty quantification 
needed in this ND model. There are many approaches toward uncertainty analysis 
on a single scale, most involving an iterative process where experiments are 
repeated and computational models are refined until a realistic calibration between 
the two can be made [79, 80]. However, a multi-level uncertainty quantification 
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scheme that allows for reliable error propagation across many scales does not 
currently exist. This is another area of this drug delivery system design that needs 
to be addressed.

12.5.2  Multiscale Analysis of ND charge

The structure of individual nanodiamonds (NDs), described in terms of the degree 
of crystallinity and characteristic surface chemistry, is crucial to all ND-based 
technologies. Both crystallinity and surface chemistry affect particle–particle 
interactions, changing the way individual nanodiamonds self-assembe, and particle–
drug interactions responsible for adsorption and desorption of drug molecules. 
The structure of detonated NDs is still relatively poorly understood, but the past 
decade has seen a number of seminal computational studies upon which the current 
understanding is based. [60] Early work utilized thermodynamic (phase stability) 
theories [63] and first-principles density functional theory (DFT) computer simula-
tions [61] to elucidate the shape of ND, and describe how the shape affects the 
stability of individual surface facets on small particles (< 2 nm in diameter). While 
NDs may assume various nominal shapes, including spherical, octahedral, truncated 
octahedral, cuboctahedral, and cubic morphologies, NDs with truncated octahedral or 
cuboctahedral morphologies are thermodynamically preferred over other alternative 
shapes.[63] Similarly, early DFT simulations demonstrated that the preferential 
graphitization of the (111) surface to form fullerenic sp2-bonded “bubbles” on the 
surface, giving rise to a special (all-carbon) core–shell structure known as a bucky-
diamond.[65] Bucky-diamonds are characterized by a crystalline diamond sp3-bonded 
core, encapsulated by a single- or multi-layer sp2-bonded fullerenic shell that either 
partially or fully covers the particle surface. The localized (surface) sp3 to sp2 phase 
transition is spontaneous at room temperature, but can be eliminated by coating the 
surfaces with suitable passivants [66].

A more recent density functional tight binding (DFTB) study [67] examining 
the crystallinity of somewhat larger NDs (2–3 nm in diameter) confirmed the 
thermodynamic preference for the truncated octahedral shape, and the localized 
graphitization of the octahedral (111) facets. The (100) and (110) surface facets were 
shown to resist graphitization, but exhibited reconstructions containing sp2+x hybridized 
carbon atoms. In addition to this, these new results predicted an anisotropic (facet 
dependent) pattern of charge distributions on ND surfaces. The resultant surface elec-
trostatic potential revealed that the (100) surface facets possess a strong positive 
electrostatic potential, while the (111) facets possess a negative electrostatic potential 
depending upon the degree of surface graphitization. This suggests that Coulombic 
interparticle interactions may be responsible for nanodiamond agglomeration, 
and that a preferred orientation for particle–particle interactions would produce 
self-assembled ND agglutinates. This hypothesis was validated via a systematic DFTB 
study in 2008 [68], which elegantly demonstrated preferred configuration of ND 
interparticle interactions based on strong, long-ranged Coulombic attractions.
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While these studies give some insight into ND electronic structure for ND between 
1–3.3 nm in diameter, experimentally available detonation NDs range in size from 
4–10 nm [81]. Unfortunately, it is not yet possible to determine the equilibrium struc-
ture of charged NDs over this entire size range because of computational constraints. 
Moreover, experimentally results indicate that detonated NDs are heavily functional-
ized with various functional groups including carboxyl (–COOH) and carbonyls 
(CO). As conventional DFT and DFTB calculations will be too computationally 
expensive to treat entire ensembles of structures at experimentally relevant sizes, we 
have implemented a multiscale approach to nanodiamond simulation, building upon 
the ab initio foundation and extending this knowledge to larger systems. In the first 
instance, we have employed a projection method to identify charge distributions for 
larger nanodiamonds, beyond the sizes explored in previous works.

In this method, effective surface electrostatic potentials for smaller NDs that are 
obtained from DFTB calculations [67] are first analyzed. Figure 12.8 shows 
normalized surface potentials for truncated octahedral and cuboctahedral geometry 
[67]. The surface potentials per atom are calculated using the classical Coulomb’s 
law that utilizes the Mullikan charge distributions from DFTB calculation:
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where y is the surface potential, q’s are the atomic charges, e is the dielectric per-
mittivity and r is the distances between atoms. Here, i is a free index and j is the 
dummy index and the relation follows Einstein’s summation convention.

In the case of the truncated octahedral subset, as shown in Fig. 12.8a, it can 
be observed that there is a strong correlation between the particle shape and struc-
ture of the surfaces, and the sign of electrostatic potential. The (100) surfaces, and the 
(100)/(111) edges, exhibit a strong positive potential, whereas (like the octahedral 
particles), some of the graphitized (111) surfaces exhibit a strongly negative potential. 

Fig. 12.8 Normalized surface electrostatic potential for the relaxed structures of the (a) truncated 
octahedral and (b) cuboctahedral subsets. Here C

xxx
 refers to xxx carbon atoms in structure, and 

higher the number the larger is nanodiamond size. The figure is obtained from [67]
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It is interesting that only half of the (111) surfaces exhibit the strong negative V, 
while the remaining (111) surface exhibit much more variation in potential 
(depending on the position relative to the facet center). This is due to some “artificial” 
asymmetry in the overall particle shapes. This asymmetry has been introduced on 
purpose to ensure that the (100) surfaces have the opportunity to form two ideal 
2 × 1 dimer rows, but results in rectangular (100) facets, and some (111) facets 
being slightly larger than others. This is shown in Fig. 12.9.

Since the asymmetry in the (111) surface potentials is not due to cross-linkers, 
or variations in the core–shell structure [66], but due to geometric asymmetry and 
imperfect graphitization alone, it can be anticipated that a symmetric geometry 
would yield a similar potential field on all (111) surfaces if graphitization is 
homogeneous. With this assumption, the charge and potential distribution with 
respect to ND size has been analyzed and the relation between charge and surface 
potential has been explored.

12.5.2.1  Charge and Potential on (100) Surface

Figure 12.10(a) shows the charge distribution on (100) surface of a truncated octa-
hedral nanodiamond. In this figure, the surface atoms of the (100) faces are only 
colorized to identify the charges more clearly. The atoms colored in gray represent 

Fig. 12.9 Charge distribution and corresponding surface potential on truncated octahedral 
nanodiamond. Note the geometric asymmetry in the overall structure induced by 2 × 1 dimer on 
the (100) face that in turn causes two distinct distributions of charges and potentials on (111) faces
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all remaining atoms that do not participate in the (100) terminal atomic layers. It 
can be noted that there are eight (100) facets on this nanodiamond shape. A closer 
look at any particular (100) surface reveals that there are four distinct types of posi-
tive point charges present. Of these charges, the four corner atoms (colored red) 
have negligible charges, partly because they are sitting beneath the (100) surface 
plane. A dramatic reduction in charge is observed for other atoms that are not lying 
on the surface [67]. Conversely, the rows of atoms perpendicular to the 2 × 1 miss-
ing row directions (colored blue) exhibit a considerably higher positive potential. 
These high values are attributed to the reconstruction itself. This charge projection 
scheme, we ignored these two extreme charge values, assuming instead that the 
strong positive charge on the (100) facets of larger (>5 nm) NDs will not be domi-
nated by these atomic-scale reconstructions and negligible charges due to out-of-
plane atom sites. With this assumption, we evaluated the average charge Q

average
 

using the relation:

 
1 N

average i
i

Q q
N

 (12.2)

Now, we employed the same procedure to evaluate the average charge for three 
different nanodiamonds, and the results are plotted in Fig. 12.11a. It can be seen from 
Fig. 12.11a that charge on (100) faces approaches a constant value (+0.4378 ec) as 
ND size increases.

Fig. 12.10 Charge distribution on (a) (100) and (b) (111) faces of a truncated octahedral 
nanodiamond
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12.5.2.2  Charge and Potential on (111) Surface

Using a similar approach to the (100) surface facets, the charge distribution on a 
(111) surface of a truncated octahedral nanodiamond is shown in Fig. 12.10b. 
In this figure, only the surface atoms on the (111) faces are colorized. As before, 
the atoms colored in gray represent all remaining atoms that do not participate 
in the (111) terminal atomic planes. It can be noted that there are six (111) faces 
on this nanodiamond, and it can be identified that the surface geometries of 
all (111) is not identical. In contrast, the half of the graphitized (111) surfaces 
exhibits a strongly negative potential (denoted as a type (111)

a
 facet), and half 

exhibits much more variation in potential (denoted as a type (111)
b
 facet). This is 

due to asymmetry in the overall particle shape introduced to preserve the 
ideal 2 × 1 reconstruction on the [67] facets, but resulting in imperfect graphi-
tization of the (111)

b
 facets (as mentioned in Sect. 5.2.1) [67]. In our charge 

projection analysis, we ignore the contributions from (111)
b
 faces with the 

assumption that the charge distributions of (111)
b
 faces would be similar to (111)

a
 

if the geometric asymmetry in the structure is absent, and graphitization is 
geometrically homogenous.

Employing an identical procedure to evaluate the average charge for all three 
nanodiamonds, and the results are plotted in Fig. 12.11b. It can be seen from 
Fig. 12.11b that the charges on (111) faces approaches a constant value 
(−0.1239 ec) as ND size increases. Using these two approximated constant 
charges on (100) and (111) surfaces, the corresponding surface potential is com-
puted and compared with original DFTB calculated data, as shown in Fig. 12.12. 
In the future, to simulate large nanodiamonds, these constant charges will be 
utilized to extend this work well beyond the modest length scale accessible to 
DFT and DFTB simulations.
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Fig. 12.11 Projected average charge distribution on (a) (100) faces and (b) (111) faces



26912 Design of Nanodiamond Based Drug Delivery Patch for Cancer Therapeutics

12.6  ND–Drug Interactions

12.6.1  Functionalization of Nanodiamonds

The next phase of calculation involves binding of the DOX to the functionalized 
NDs. The understanding the drug absorption and desorption profile to and from NDs 
is the most critical portion of the device design. There is no clear understanding on 
how many or what types of functional group are present on any ND surface. Some 
experimental observations [77–85] suggest that the types of functional groups are 
greatly dependent on the available dangling bonds on ND, whereas the degree of 
functionalization is dependent on functional group size, shapes, and orientations. 
In general, it is extremely difficult to quantitatively predict either the types or the 
number of functional groups present on any surface. It is, however, possible to obtain 
the upperbound estimate of the functional group by counting the number of potential 
sites with respect to nanodiamond size. Moreover, it is also possible to identify 
potential functional elements based on their available valences. For example, it is 
likely that carboxyl [−COOH] functional group that has valence equals one would 
attach on (111)/(111) edges because such edges have one dangling bond. Similarly, 
the carbonyl groups [–CO] with two valence electrons are more likely to attach on 
(100) faces because each site has two dangling bonds. It can be noted that either of 
the functional group are negatively charge implying they both should attract 
positively charged ions. In the future, some phase stability studies will be conducted 
in the future to quantify more on the possible functional groups.

12.6.2  Conjugation With Single-Stranded DNA  
Through p-Stacking

The base of single-stranded DNA (ssDNA) is known to conjugate with sp2 hybridized 
carbon structures through -stacking [84, 85]. A similar mechanism can be adopted 

Fig. 12.12 Comparison of charge distribution and surface potential between the facet dependent 
constant charge approximated and DFTB calculated ND surface
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to attach the base of ssDNA to NDs. Once the ssDNA-carbon nanostructure com-
plex is obtained, these can be used as probes to identify target ssDNA with particu-
lar sequence [86]. Also, biotinylated ssDNA can be conjugated with carbon 
nanostructures to provide a platform to link with a variety of biomolecules, including 
antigen and antibody, through the strong, versatile bioton–avidin interaction [87].

12.6.3  Electrostatic Interactions Between Doxorubicin  
and Functionalized Nanodiamond

Typical functionalized NDs and drug molecules contain opposite charges at their 
surfaces, it has been a natural interpretation that interactions between ND and drug 
molecules should be straightforward – NDs should attract to drugs as they come 
into contact. However, recent experiments, however, suggest that NDs usually do 
not interact with drug molecules in the presence of neutral solutions. The addition 
of NaCl in the solution improves the interaction dramatically. Moreover, some 
experiments [6], without any exhaustive conclusion, suggest that drug loading/
unloading process may be connected to the pH content of the solution. It has been 
observed from Dean Ho’s experiment [6] that ND and DOX in aqua solution do not 
adhere to each other. However, a dramatic change in drug adsorption on ND 
surfaces has been observed with the addition of NaCl (or NaOH) in the solution. 
The process can be explained from electrokinetic theories involving anionic–cationic 
interactions. It can be argued that in aqueous solution, without the addition of any 
other perturbation ions, the repulsive interaction of DOX–DOX and ND–ND is 
greater than the cohesive interaction of ND–DOX and thus an insignificant amount 
of DOX can be adsorbed onto the NDs. With the addition of NaCl, the increase of 
Cl− ions may shift the balanced interactions toward the formation of DOX–ND 
complexes because cationic DOX is also balanced with anionic Cl− ions. The actual 
mechanism can be modeled via molecular dynamics simulations and can be 
contrasted with an electrokinetic theory. A well-validated theory will essentially ease 
the development of a seamless continuum model for drug delivery.

12.6.4  Fundamental Theory of Electrostatic Interactions 
Between Charged Particles

The interactions of charged particles or ions evolve over time, while maintaining a 
self-balanced total charge in the system of interested must be self-balanced. How 
the charges are distributed locally in the system and what factors control the local 
environment are unclear. The Gouy–Chapman double layer model addresses this 
issue [89].

Considering an infinitely spanned planner interface with a surface potential  
y

0
 (V) and a surface charge density s0 (Cm-2), the Gouy and Chapman model 
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attempts to describe the distribution of charge and potential in the solution as a 
function of distance from the surface.

A fundamental result from electrostatics gives the relationship between charge 
density r (Cm-3)  and the potential y

0
 (V) at any point in the domain of interest. 

This is the classical Poisson Equation:
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where e is the permittivity of the medium.
In addition, in an electrolyte solution, the charge density depends on the local 

concentrations of anions and cations, which in turn depends on the location potential 
through the Boltzmann Equation:
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where n
i
 is the number concentration of ion i at a point where the potential is y, n

io
 

is the corresponding concentration in the bulk solution (y = 0), z
i
 is the valence of 

ion i, e is the electron charge, k is the Boltzmann constant. The equation clearly 
suggests that when the potential has a sign opposite to the sign of charge, then the 
location concentrations will be higher than the bulk value and vice versa.

Now combining (12.3) and (12.4), the classical Poisson–Boltzmann Equation for 
electrostatic interactions can be obtained as:

 0. ( ) ( ) exp i
bulk i i

i

z e
r r z en

kT

Y
e Y r  (12.5)

For a one-dimensional system with homogenous dielectric medium, the PB 
equation can be written as
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For a system with small potential:
The sinh term can be expanded and linearized as:
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The linearized approximation makes it easier to solve the PB equation.

12.6.5  pH-Dependent Adsorption–Desorption

At the ionic level, variation in pH simply means variation in anionic–cationic 
concentration. As a result, it should be possible to develop a correlation between 
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pH level and adsorption–desorption criterion. One such approach is described 
in following schematic diagram (Fig. 12.13). The notes on Fig. 12.13 will help 
understand the approach.

12.7  ND-Drug Diffusion Through Porous Parylene

12.7.1  Fundamental Theory

In principle, diffusion of ND–drug system can be modeled using Fick’s Laws of 
Diffusion which states that:
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where, D is the diffusion coefficient. At the continuum level, ND–drug system dif-
fusion through parylene layer should obey this Fick’s Law. As the parylene pore 
radius is at the order of nanometer, it is expected that VDW interaction force will 
impart contribution on the diffusion process. This could be verified by performing 
MD/MC simulation on drug diffusion through parylene layers.

Fig. 12.13 (a) Basic components of ND–DOX–Parylene drug delivery system. (b) Major diffusion 
process involved in the drug delivery system. The basic device consists of a non-porous parylene 
substrate, ND–drug assembly and porous parylene media. Process 1: Drugs are adsorbed on the ND 
surface via pH-mediated electrostatic interactions between ND–drug and solutions. Once adsorbed 
on the surface, the centrifuged-out ND-drug assembly is put on the non–porous parylene bath to 
ensure device integrity. Process 2: Diffusion of ND-drug system is controlled by varying the 
porous parylene thickness. Controlling is possible between the time frame of 10 min and 2 days. 
Process 3: pH-controlled drug release
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Now, once we have the diffusion coefficient determined, we can employ them to 
develop a continuum model using immersed finite element method.

12.7.2  Diffusion Through Porous Parylene  
and Continuum Model

The focus of this section is on the description and numerical modeling of drug 
release from the porous parylene matrices. Polymeric matrices can be thought as 
coherent systems that contain mechanical properties in between those of solids and 
liquids. The delivery system at the continuum is simply a three-dimensional network 
comprised of a liquid medium with embedded high molecular weight molecules, 
similar to that of sponge. Porosity of such matrix systems becomes crucial, as the 
drug diffusion may occur not only through network meshes but also through the pores. 
Drug release kinetics may be affected not only by the physical and chemical 
characteristics of the drug/ND/polymer matrix, but also by many factors including 
polymer swelling and erosion, drug dissolution and diffusion characteristics from 
the ND, drug/ND distribution inside the polymer matrix, drug/ND/polymer ratio, 
and overall system geometry. Upon contact with the release fluids, physiological 
media, the polymer swells, and release can take place. This implies the transition 
process of the polymer from the glassy dry state to the rubbery swollen one, where 
molecular rearrangements of polymetric chains reach a new equilibrium condition. 
This glassy–rubbery transition increases polymer chain mobility, enabling the drug 
to dissolve and diffuse through the gel layer. The time required for this transition 
depends on the relaxation time of the given polymer/solvent system, which in turn 
is a function of both solvent concentration and temperature. If the relaxation time 
is much lower than the characteristic time of diffusion, the solvent absorption may 
be described by means of Fick’s law with a concentration-dependent diffusion 
coefficient. On the contrary, Fickian solvent absorption with constant diffusivity 
takes place. If both the relaxation time and the characteristic time of diffusion are 
about the same, solvent adsorption does not follow Fick’s law of diffusion. Hence, 
drug release becomes non-Fickian where solvent absorption and drug release 
depends on the polymer/solvent viscoelastic properties.

dry glassy core rubbery swollen region

drug concentration profile

Drug release

undissolved drug region

Fig. 12.14 The external fluid update of the drug molecules
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At the continuum level, the drug release mechanism from the ND/polymer 
matrices can be divided into three main fronts: the eroding front separating the 
release environment from the matrix, the swelling front separating the dry glassy 
core from the swollen matrix portion, and the diffusion front, which is found 
between the outer portion of the swollen matrix and the inner part where the drug 
is not yet completely dissolved. It should be noted that at the matrix/release 
environment interface, uniform distribution of drug may lead to a burst effect in the 
release profile followed by a slow release and must be avoided.

Most of the modeling effort at the continuum will be invoked within the 
immersed finite element method (IFEM). IFEM becomes an ideal platform to treat 
these kinds of problems due to its capabilities of solving fluid–structure interaction 
problems. Furthermore, within this framework, new models can be developed to 
describe drug release from the ND/parylene matrices.

Many simple empirical and semi–empirical approaches have been developed to 
describe drug release from matrix systems; among them is the one by Higuchi that 
applies to a planar system:

 0 0(2 )t s s sM A D C C C t C C  (12.9)

where M
t
 is the amount of drug released until time t, A is the release area, D is the 

drug diffusion coefficient, C
0
 is the initial drug concentration in the matrix, while 

Cs is the drug solubility. This model, despite its simplicity, may be extended to 
more complex geometries and porous systems.

Consider an incompressible three-dimensional deformable structure s (as shown in 
Fig. 12.15), i.e., drug delivery system or a cancer tumor, completely immersed in an 
incompressible fluid domain f. Both, the fluid and the solid occupy the domain , but 
do not intersect

 f s  

(12.10)0f s

Fig. 12.15 The Eulerian coordinates in the computation fluid domain fare described with the 
time invariant position vectorx
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With these assumption, Eulerian fluid mesh is adopted which spans the entire 
domain  and a Lagrangian solid mesh is constructed on top of the Eulerian fluid 
mesh. The coexistence of fluid and solid in srequires some deliberation when 
developing the momentum and continuity equations. As we know, the inertial force 
of a particle is balanced with the derivative of the Cauchy stress s and the external 
force f extexerted on the continuum

 ext
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Noting that the solid density r sis different from the fluid density r  f, i.e., p = p s 
in s and p = p f in f , the inertial forces can be divided into two components 
within the solid domain s in the following manner:
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Following the same concept, both the external force f
i
extand the Cauchy stress is 

decomposed as
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It is important to note that the fluid stress in the solid domain in general is much 
smaller than the corresponding solid stress. Furthermore, since the computational 
fluid domain is the entire domain , hydrostatic pressure is ignored. The fluid–
structure interaction (FSI) force within the s is defined as
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The fluid–structure interaction force is naturally calculated with the Lagrangian 
description, where a Dirac delta function d  is used to distribute the interaction force 
from the solid domain onto the computational fluid domain.

 FSI FSI,s( , ) ( , ) ( ( , ))d
s

s s s
i if t f t tdx X x x X  (12.15)

Hence, the governing equation for the fluid domain can be derived by combining 
the fluid terms and the interaction force as:
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As we consider the entire domain  to be incompressible, we only need to apply 
the incompressibility constraint (v

i,i
 = 0) once in the entire domain . To define the 

Lagrangian description for the solid and Eulerian description for the fluid, different 
velocity field variables, v

i
s and v

i 
, are introduced to represent the motions of the 

solid in the domain s and the fluid within the entire domain . The coupling of 
both velocity fields is accomplished with the Dirac delta function

 s ( , ) ( , ) ( ( , ))ds s s
i iv t v t tdX x x x X  (12.18)

The coupling between the fluid and solid domains is enforced via the Dirac delta 
functions. The nonlinear system of equations is then solved using the standard 
Petrov-Galerkin method and the Newton–Raphson solution technique. Moreover, 
to improve the computational efficiency, GMRES iterative algorithm is employed 
to compute the residuals based on the matrix-free techniques.

12.8  Diagnostic Nanodiamonds

12.8.1  Imaging Applications as BioMarkers

Organic fluorophores have been widely used to tag antibodies in typical immuno-
logical assays including an immuno-fluorescent staining. However, photobleaching 
of the chromophore limits the life time and long-term stability, resulting in the 
disability of researchers to investigate specimens repeatedly and over long 
periods. Nanoscale particles, such as NDs, can be employed to overcome this 
hurdle. NDs show persistent, nonphotobleaching Raman scattering enabling the 
detection of the signal from a small amount of molecules. Two distinctive Raman 
modes, so-called D and G modes, correspond to sp3 and sp2 hybridized carbon 
structures. The NDs will be engineered from the synthesis step to optimize these 
Raman signals for better sensitivity. Also, a variety of dopants can be incorporated 
to induce florescence in the visible range. These dopants will be optimized to 
provide high quantum yields.

12.8.2  Imaging Functionality of Nanodiamond

Figure 12.16 shows the confocal fluorescence image of 5 -nm ND and A549 lung 
cancer cell. The fluorescence images shown are after 30 -min incubation with the 
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nonlabeled nanodiamond (a) and growth hormone-labeled nanodiamond (b). 
The right image indicates the labeled nanodiamond can recognized cancer cell 
specifically. Meanwhile, the non-labeled nanodiamond can be uptake freely after 
12 h incubation (data not shown). Therefore, ND may be a good candidate as drug 
or gene delivery shuttle and indicator in biomedical usage.

The right figures are interactions of growth hormone-labeled NDs (ND-GH) 
with A549 cell. The A549 cancer cell contains growth hormone receptors on the 
surface of its cell membrane. Therefore, the NDGHs are located on the cell surface 
and cannot be observed inside the cell. This images indicated that the modified ND 
can be used as cancer cell targeting molecules and the optical properties of ND can 
help us to identify those cancer cells. Namely, functionalized ND can be used in 
bio-image of cancer research [88].

As shown in Fig. 12.17, the topic of this study in ND-related cancer targeting 
and treatment is based on the impurity, nitroso, of ND. The nitroso is the residue of 
the TNT and hexogen during diamonds detonation. This impurity is embedded in 
the structure of nanodiamonds. However, this molecule can be photo activated and 
release NO by LASER irradiation.

These accumulated NO, as depicted in Fig. 12.18, will be heated and increase 
extremely high pressure and facilitate the diamond transform into graphite. This 
process will enlarge the size of ND tenfolds, as a nanoblast. Therefore, this con-
formation transition can be used as nanoknife in nanomedicine. This is model to 
interpret the mechanism of functionalized ND complexes recognize specific target 
of cell membrane and can be triggered blast as nanoknives for nano medicine.

Fig. 12.16 Fluorescence images of (a) ND only and (a) ND–GH on A549 cancer cell. (a) 
The nonlabeled ND can be stripped after 30 -min incubation with A549 cancer cell. (b) However, 
the growth hormone-labeled ND can recognized A549 cancer cell specifically
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Fig. 12.18 Proposed mechanism of nano-surgery

Fig. 12.17 Cancer cell targeting
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12.9  Summary and Conclusions

In this book chapter, a broad range of materials have been explored as candidates 
for the imagery/diagnosis and therapeutic release toward cancer. The development 
of a platform approach toward rationally designed nanocarbon-enabled imagery 
and drug delivery that is broadly applicable would be an important advance 
towards material-driven enhancements in therapy. This research unites an emerging 
global effort towards the application of novel ND platforms, a model nanocarbon 
system, as imaging agents and drug carriers due to their comprehensively and 
quantitatively demonstrated biocompatibility and lack of cytotoxicity, as well as 
their ability to mediate the sustained release of nearly any type of therapeutic. 
It is imperative that in addition to experimental observation, additional work is 
required to fundamentally understand the material properties that govern these 
characteristics so that mechanistic approaches towards optimizing and tuning drug 
release parameters, and defect-based ND fluorescence can be manipulated to 
generate scalable, on-demand performance from these technologies [90–93].  
It is this marriage of modeling/simulation and experimental validation to design 
(modeling) and develop (experimental) a multifunctional microfilm device that 
is simultaneously capable of releasing moeity-functionalized fluorescent NDs for 
targeted cancer cell imagery and drug–ND hybrids for sustained drug delivery to 
these cancer cells.

Over the several sections of this book chapter, we have briefly introduced a 
novel concept to numerically design a multifunctional drug delivery patch system 
for cancer therapeutic and diagnostic applications. New parameters for coulombic 
interactions in nandiamonds have been developed from DFTB calculated 
results. An uncertainty quantification study has also been performed to demonstrate 
the multiscale capability of the charge prediction method. These parameters can be 
employed in large-scale MD simulations to capture the fundamental physics of 
nanodiamond structure and self-assembly. An upper bound estimate for the load-
ing capacity of functional groups on nanodiamonds is outlined. This estimate 
will pave the way to understand drug loading capacity of nanodiamond. Research 
is underway [90–101] to address several fundamental science issues on drug deliv-
ery system. For instance, using the newly developed coulombic interaction param-
eters, the self assembled morphology [95, 99] of ND-clusters will be determined. 
Such morphology will be helpful in designing efficient patch system. Using 
ND-drug charge interactions in various physiological environment (characterized 
by pH), the mechanics of pH-mediated drug loading and unloading from ND will 
be investigated [94, 97]. Using classical Fick’s law of diffusion and van der Waals 
potentials, drug diffusion through parylene nanopores will be investigated [100]. 
Finally, a continuum model based on Immersed Finite Element Techniques will be 
developed to study the overall patch performance.
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Abstract
DNA is a one-dimensional nanowire in nature, and it may not be used in nanodevices due to its
low conductivity. In order to improve the conducting property of DNA, divalent Ni2+ are
incorporated into the base pairs of DNA at pH � 8.5 and nickel DNA (Ni-DNA) is formed.
Conducting scanning probe microscopy (SPM) analysis reveals that the Ni-DNA is a
semiconducting biopolymer and the Schottky barrier of Ni-DNA reduces to 2 eV. Meanwhile,
electrochemical analysis by cyclic voltammetry and AC impedance shows that the conductance
of Ni-DNA is better than that of native DNA by a factor of approximately 20-fold. UV
spectroscopy and DNA base pair mismatch analyses show that the conducting mechanism of
Ni-DNA is due to electrons hopping through the π–π stacking of DNA base pairs. This
biomaterial is a designable one-dimensional semiconducting polymer for usage in nanodevices.

1. Introduction

The structure of double-stranded DNAwas reported byWatson
and Crick in 1953 [1]. The electron transfer properties of
DNA were studied intensively for decades [2–6]. However, the
conclusions on DNA conductivity remained contradictory. For
example, in 1962, Eley and Spivey were the first researchers
who suggested that the π–π interactions between the stacked
base pairs in DNA could serve as a pathway for charge
transportation [2]. Barton et al also reported that fluorescence
quenching could be caused by the charge on an excited donor
leaking to a nearby acceptor [3]. Barton et al and Eley
and Spivey suggested that DNA was a conducting molecular
wire. However, directly measuring the electrical current
through DNA molecules which are absorbed on a mica surface
indicates that DNA is an insulator [4, 5]. Meanwhile, Porath
and Dekker’s study demonstrates that DNA is a semiconductor

6 Address for correspondence: Department of Biological Science and
Technology, National Chiao Tung University, Hsinchu 30050, Taiwan,
Republic of China.

with a wide bandgap [6]. Since intrinsic DNA conductivity
cannot provide a convincing conclusion, a metal-doped DNA,
i.e. metallic DNA (M-DNA) [7–11], may be an alternative
approach to generate a conducting nanowire.

Recently, an electrochemical technique in which a self-
assembled monolayer (SAM) is formed on a metal electrode
has been widely applied to study the electron transfer
properties of polymers [12–17]. This technique can be used
to measure rapid reactions of charge transfer kinetics by
monitoring redox indicators in solutions [18, 19]. Further,
alternating current (AC) impedance spectrum analysis and
equivalent circuit simulation are efficient methods to probe the
interfacial characterization of electrodes [20–24].

In this study, we convert native DNA into Ni-DNA.
We perform conducting scanning probe microscope (SPM)
measurements, and the results reveal that the Ni-DNA is
like a semiconductor which is consistent with Porath and
Dekker’s [6] study and the Schottky barrier of Ni-DNA reduces
to 2 eV. The conducting property of this Ni-DNA is at least
approximately 20-fold higher than that of native DNA in both

0957-4484/08/355703+08$30.00 © 2008 IOP Publishing Ltd Printed in the UK1
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(a) (b)

Figure 1. The electrochemical systems of the bare gold and DNA-modified gold electrodes. (a) Equivalent circuit 1 for the bare gold
electrode and (b) equivalent circuit 2 for the DNA-modified gold electrode in a negative redox probe, [Fe(CN)6]−3, system. Rs is the solution
resistance and Rct is the charge transfer resistance between electrode and electrolyte. The electrical double layer capacitance is Qdl, R is the
resistance through ds-DNA, Qf is the DNA film capacitance and W0 shows the Warburg impedance. Water molecules are represented by (◦),
electrolyte by (•) and (�) shows redox-active species.

the DC and AC modes. UV spectroscopy analysis shows that
the absorption of Ni-DNA has a redshift, and this redshift
indicates the reduction in the bandgap of native DNA by
doping with Ni2+. Further, DNA base pair mismatch analysis
indicates a charge transfer through the π–π interactions of
DNA base pairs and this is consistent with the suggestion by
Eley and Spivey [2].

2. Materials and methods

All chemicals were purchased from Merck (Merck Ltd, Taipei,
Taiwan). Thirty nucleotide primers (the length is about
10.2 nm) comprising poly-CA and 3′-thiol-modified poly-GT
were purchased from Bio Basic Inc. (Markham Ontario,
Canada). Further, we designed poly-CA with a single base
mutation, which caused a base pair mismatch, for example,
G/A and G/T in this duplex.

2.1. Ni-DNA preparation

A Ni-DNA duplex with a final concentration of 10 μM was
formed in a solution with 20 mM Tris-HCl buffer (pH = 9.0)
and 5 mM NiCl2. The excess Ni2+ was removed by dialysis
in the same buffer without Ni2+. A similar approach could be
used to convert DNA into Ni-DNA in the SAM structure.

2.2. Preparation of DNA SAMs

In order to immobilize the DNA duplex on the surface of a
gold electrode, the 3′ end of the poly-GT was thiolated with
SH(CH2)6. DNA with a concentration of 2 μM (containing
0.1 M PB buffer and 1 M NaCl) was deposited on the cleaned

gold electrode surface. The gold electrode was capped tightly
to maintain the gold surface under moist conditions in order
to avoid the problem of solution evaporation. After eight
hours’ incubation a SAM of DNA was formed. In order to
remove the non-covalent bounding physisorbed molecules, the
modified gold electrode was immersed in 0.1 M phosphate
buffered saline buffer (PBS) for 10 min and then dipped twice
in distilled water. This process is relatively harsh than in
previous studies [17, 21–23]. Therefore, we believed that
most of the physisorbed molecules can be removed under
this thorough treatment. The bare gold and DNA-modified
gold electrodes are employed in electrochemical analyses and
these two systems can be described by cartoons and equivalent
circuits, as shown in figure 1.

2.3. Scanning probe microscopy measurements

A scanning probe microscope model JSPM-5200 (JEOL, MA,
USA) was used for measuring the current–voltage curve of
DNA SAMs in the contact mode, and voltage biases were
applied from −4 to 4 V in vacuum (10−3 Pa) at room
temperature. The scan size was 0.5 μm × 0.5 μm and the
scan rate was 0.5 Hz. The tungsten tip curvature radius was
approximately 20 nm.

2.4. Electrophoresis analysis

Native DNA, Ni-DNA and Ni-DNA with EDTA (ethylenedi-
aminetetraacetic acid) were analysed by electrophoresis. In
this experiment, a 2.0% agarose gel containing 3 μl SYBR
Green (an asymmetrical cyanine dye) was used; further, an
electron field of 10 V cm−1 was applied for 15 min in
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0.5× TBE (Tris-Borate-EDTA) buffer. Then, the metal chelat-
ing property of native DNA, Ni-DNA and Ni-DNA with EDTA
was verified by their green fluorescence emission.

2.5. Electrochemical measurements

All cyclic voltammetry (CV) and AC impedance measurements
were performed using a potentiostat/galvanostat model 273A
(EG&G, Gaithersburg, MD, USA) and frequency response
detector model 1025 (EG&G, Gaithersburg, MD, USA), and
the measurements were recorded using a personal computer.
The counter electrode was composed of platinum and the
reference electrode was composed of Ag/AgCl. The modified
gold electrode was used as the working electrode. The
electrolyte was composed of 100 mM KNO3 and 5 mM
K3[Fe(CN)6] (as a redox probe). In order to investigate the
electrostatic interactions among the redox probe, a phosphate
backbone and metal ions in the base pair, a positive redox
probe comprising 5 mM Ru(NH3)6Cl3 in 100 mM KNO3
was used as a reference. During the CV analysis, the
sweeping potential was in the range from −300 to 600 mV
at a scan rate 20 mV s−1, and this potential was reversed for
the K3[Fe(CN)6] redox probe. For the Ru(NH3)6Cl3 redox
probe, the sweeping potential was in the range from −400
to 100 mV at a scan rate of 20 mV s−1, which was reversed
later. During the AC impedance analysis, the impedance was
measured by a sinusoidal potential modulation of ±5 mV over
the frequency range from 100 kHz to 0.01 Hz at a bias potential
of 220 mV versus Ag/AgCl. All electrochemical experiments
were performed at room temperature, and the impedance data
were analysed by ZSimpWin software (Princeton Applied
Research, TN, USA).

2.6. UV–visible spectroscopy measurements

In order to investigate the effect of pH on metallic DNA
formation, 20 mM Tris-HCl with various pH values (pH
8.0, 8.5, 8.8 and 9.0) was used for synthesizing Ni-DNA;
this synthesis was carried out by the approach mentioned in
the previous section. Then, the samples were dialysed in
500 ml buffer solution (5 mM Tris-HCl) for 24 h at 4 ◦C in
order to remove the excess Ni2+ in these samples. The UV
absorptions of the samples were measured using a UV–visible
spectrophotometer (JASCO V-550, Tokyo, Japan) and found to
be in the range from 220 to 320 nm.

3. Results and discussion

3.1. Ni2+ incorporation in DNA base pairs

In order to observe the Ni-DNA formation, a SYBR Green
is used as an indicator which possesses a planar structure
and positive charge and can intercalate into a stacking space
between DNA base pairs, which is similar to ethidium bromide
(EtBr). The gel electrophoresis results (figure 2) show that
the fluorescence of SYBR Green cannot be observed in lane
2. According to the studies of Lee et al [7, 9] and Baro et al
([26]), Zn2+ and some other divalent metal ions bind to duplex
DNA at pHs above 8 and cause a conformational change. This

Figure 2. The fluorescence image of the SYBR Green of DNA gel.
Lane 1, Lane 2 and Lane 3 denote native DNA (30 base pairs),
Ni-DNA and Ni-DNA treated with 25 mM EDTA, respectively.

new structure does not bind ethidium bromide (EtBr), due to
the electrostatic repulsion, thus a ‘fluorescence assay’ in the
presence of EtBr can be used to monitor M-DNA formation.
In our study, SYBR Green, with a similar structure and DNA
binding mechanism to EtBr, shall share the same mechanism.
Therefore, we suggested that the electrostatic repulsion also
exists between SYBR Green and metal ions [7, 9, 26]. This
result indicates the Ni2+ replace the imino protons of G and
T of DNA and form a stable tetrahedral geometry in an
alkali environment (pH � 8.5) which is similar to the previous
study [7–9]. However, the fluorescence of SYBR Green can be
observed in both the native DNA in lane 1 and 25 mM EDTA
(pH = 9.0)-treated Ni-DNA (lane 3). These results indicate
that the Ni2+ can be extracted from base pairing of Ni-DNA by
EDTA treatment, and the behaviour of EDTA-treated Ni-DNA
is similar to that of native DNA. Further, the SYBR Green
dye can again intercalate into EDTA-treated Ni-DNA. These
results also show that the Ni-DNA formation is a reversible
process. Namely, native DNA can be converted into Ni-DNA
by being incubated in the solution with Ni2+, as described
in the methods section. Meanwhile, this Ni2+ intercalating
structure shortens the gap between each base pair. Therefore,
the consequence may change the conductance of DNA.

3.2. Ni-DNA is a semiconducting biopolymer

In order to measure the conducting property of Ni-DNA,
a DNA SAM structure is formed on the surface of the
gold electrode as described previously. Then the electronic
characteristics of the Ni-DNAmonolayer are directly measured
by a conducting SPM in the solid state, and the area-averaged
I–V curves of native DNA and Ni-DNA are shown in figure 3.
The measuring structure including a tungsten probe of SPM,
DNA SAM and a gold electrode is similar to a Schottky
device. Therefore, a semiconductor sigmoid I–V curve with
an approximately 2 V threshold can be observed. However,
we find that no significant current can be observed in the
native DNA. Meanwhile, the conductance of Ni-DNA is
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Figure 3. Current–voltage curves of the native DNA and Ni-DNA
SAMs by conducting SPM.

approximately 20-fold higher than that of the native DNA
(figure 3, inset) at a voltage lower than 2 V. The resistivity of
the Ni-DNA is approximately 2.2× 104 �cm. This resistivity
is similar to the semiconductor. Therefore, we can conclude
that the Ni-DNA is a semiconducting biopolymer.

The resistivity difference between native DNA and Ni-
DNA can be revealed by CV electrochemical analyses.

As shown in figure 4(a), clear redox peaks of [Fe(CN)6]−3
and [Fe(CN)6]−4 can be observed in the bare gold working
electrode owing to the controlling action by CV. The CV
curve of the bare gold electrode (figure 4(a)) shows remarkable
reduction (Ep,c) and oxidation (Ep,a) peaks, and the peak
currents are equal. The difference in the potential (�Ep)
between the redox peaks is approximately 78 mV, and from
the well-known behaviour of the CV curve, this small potential
difference can be recognized as a diffusion-limited reversible
redox reaction [24]. It means that the charge transfer kinetics
of the redox reaction is rapid between the redox probe and the
bare gold electrode.

The modified gold electrode, which is covered with the
SAM of DNA, cannot touch the electrolyte directly. The
redox reaction of [Fe(CN)6]−3 can be observed only under the
condition that the electrons move through the molecules of the
SAM. Therefore, the intrinsic conductance of the molecules
plays an indispensable role for the migration of electrons. In
the case of the SAM of the native DNA, the redox peaks
of [Fe(CN)6]−3 are not observed (figure 4(b)). This result
indicates that the resistance of native DNA is high and that few
electrons or holes move through the native DNA molecules.
This is consistent with the results of the previously performed
conducting SPM measurement. In contrast, in the case of
the Ni-DNA SAM, broad redox peaks of [Fe(CN)6]−3 and
[Fe(CN)6]−4 can be observed clearly (figure 4(c)). The large
peak separation (is approximately 498 mV) and low peak
amplitudes, which are compared to the bare gold electrode,
indicate that the charge transfer kinetics is slow between the
redox probe and the Ni-DNA modified electrode. This result

Figure 4. Cyclic voltammetries of the bare gold electrode and
modified gold electrodes in the [Fe(CN)6]−3 system. (a) Bare gold
electrode, (b) native DNA-modified gold electrode, (c) Ni-DNA at
pH = 9.0, (d) Ni-DNA after 25 mM EDTA treatment.

indicates that electrons can move through the Ni-DNA in the
Ni-DNA SAM-modified gold electrode. This also implies that
Ni-DNA is a better conductor than native DNA. However, these
redox peaks disappear by treating the Ni-DNA SAM-modified
gold electrode with 25 mM EDTA at pH = 9.0 (figure 4(d)).
This result also supports the conclusion that the redox reaction
that occurs may be attributed to the DNA doped with Ni ions.

According to Peterson’s study the surface coverage of
DNA molecules depends on the ionic strength of the solution
and immobilization time [25]. The theoretical density of
a full coverage DNA monolayer should be around 2.5 ×
1013 molecules cm−2. According to a previous study [25],
the maximum probe coverage is achieved (about 2.75 × 1012

probe molecules cm−2) when the concentration of NaCl is 1 M
and after 2 h immobilization. In our study, the DNA was
incubated in 0.1 M PBS buffer (which contains 1 M NaCl),
and immobilized on a gold electrode for 8 h immobilization.
Therefore, the estimated density should be higher than 2.75×
1012 probe molecules cm−2. In theory, the SAM structure
may contain some holes, but according to our CV analysis in
figure 4(b) (no redox peaks), we are sure that the DNA SAM
had blocked the gold surface effectively. However, these holes
may enhance the signal when the redox probes change to the
positive charge. With this density, we are sure that the DNA
SAM had blocked the gold surface effectively.
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Figure 5. Cyclic voltammetries of the bare gold electrode and
modified gold electrodes in the [Ru(NH3)6]3+ system.

In order to reveal the mass transfer effect of the SAM-
modified electrode, which might be affected by the intrinsic
property of the SAM, an additional experiment with the
positively charged redox probe [Ru(NH3)6]3+ is performed in
the electrochemical measurement. It is interesting to note that
remarkable, symmetric and almost identical redox peaks of
[Ru(NH3)6]3+ can be observed for all electrodes in the CV
measurements (figure 5). These results show that the charge
of the backbone molecules of the SAM is negative and that
there is an outflow of positive charge of the redox probe,
[Ru(NH3)6]3+, which penetrates the SAM and moves directly
towards the gold electrode [21, 22, 24].

The charge transfer through the SAM structure may be
affected by the charge type of redox probe and the charge
type of SAM molecules. Therefore, the charge type of SAM
molecules, DNA molecules in this study, can be revealed by
negative and positive redox probe tests. Similar observations
have been reported by Ruach-Nir’s study [27] in the case
of negatively charged silica layers on an Au electrode. The
negative charge of the silica layer blocked the access of
negatively charged [Fe(CN)6]−3 ions completely. However,
the positively charged [Ru(NH3)6]3+ ions had free access
through the non-porous silica layer and directly react with
gold surface. Therefore, we may conclude that it may
contain some nanoholes which may enhance the signal of
reduction/‘non-’reduction current of the positively charged
[Ru(NH3)6]3+ ions. However, the SAM structure is not so
patchy that the negative redox probe cannot penetrate freely.
These experiments also show that the SAM structures of both
electrodes comprise DNA molecules.

3.3. AC impedance analysis of native DNA and Ni-DNA

The SAM of DNA between the electrolyte of the solution
and electrode plays a role similar to a capacitor. After
charging the capacitor at low-frequency alternating current
(AC), the charge transportation pathway may go through π–π

interactions between the stacked base pairs in DNA. Therefore,
the equivalent impedance of these SAMs may be revealed by
applying different AC frequencies, followed by a simulation
using appropriate electron circuits (Randles circuit) [14]. The
simulation may also reveal a possible molecular mechanism of
electron transport through the molecules of the SAM. The AC
impedance analysis (figure 6(a)) indicates that the curve of the
bare gold electrode is an almost straight line for all frequency
ranges (only a very small semicircle at high frequencies,
which is caused by an electrical double layer at the interface
between the gold surface and the electrolyte). This impedance
characteristic indicates that the electrochemical process results
in a diffusion-limited control of the bare gold electrode [22].
However, in the case of the native DNA-modified gold
electrode (figure 6(b)), a large-diameter semicircle is observed
from a high-frequency to a low-frequency (100 kHz to 0.25 Hz)
AC field, which indicates that the impedance of the DNA SAM
is controlled by the rate of charge transfer [17, 22]. This large-
diameter semicircle of the native DNA SAM (figure 6(b)) is
transformed into a smaller semicircle of the Ni-DNA SAM
(figure 6(c)), which indicates that the impedance of Ni-DNA
is lower than that of native DNA. Namely, the charge transfer
between the redox probe and the Ni-DNAmodified electrode is
faster than that between the redox probe and the native DNA-
modified electrode.

Detailed parameters can be simulated by equivalent
circuits as follows. The equivalent circuit simulation shows
that the interface between the gold surface and the adjacent
electrolyte might form an electrical double layer (EDL)
(figure 1(a)); the EDL is similar to a simple electrical circuit
composed of resistors and a capacitor (figure 1(a)) [14].
The impedance equations (Rz) of electrical circuit 1 can be
expressed as follows:

Rz = Rs + 1

Q + 1
Rct+W0

(1)

Q = Qdlω
n
(
cos

nπ

2
+ j sin nπ

2

)
(2)

W = 1

W0
(2�)−1/2 (1− j) (3)

where the Rs is the solution resistance and Rct is the charge
transfer resistance between the electrode and the electrolyte.
Qdl is a constant phase element (CPE) that represents the
behaviour of a non-ideal capacitor in an electrical double layer
system. W0 (Warburg impedance) is the diffusion impedance.
In equation (2), ω is the angular frequency; for n = 0, Q
is the resistance with R = Q−1

dl , and for n = 1, Q is
the capacitance with C = Qdl. Further, electrical circuit
2 (figure 1(b)) might reveal the conductive behaviour of the
DNA-modified gold electrode. The DNA SAM structure on
the gold surface can be considered as a polymer-coated metal
surface. A report by Janek et al reveals that the Randles circuit
should be modified further to describe the electron transfer
behaviour of the SAM of a conjugated π system [14]. The
electrical properties of this coating film (DNA SAM) can be
described as a resistor (R), and the equivalent circuit is shown
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(a) (b)

(c)

Figure 6. AC impedances of the bare gold electrode and modified gold electrodes. (a) Bare gold electrode (circle symbol). (b) Native
DNA-modified gold electrode (square symbol) and Ni-DNA modified gold electrode treated with 25 mM EDTA (down-triangle symbol).
(c) Ni-DNA modified gold electrode (up-triangle symbol). The straight line indicates the fitting result of a bare gold electrode by equivalent
circuit 1 and the dashed lines show the fitting results of modified gold electrodes by equivalent circuit 2.

in figure 1(b). The impedance equations (Rz) of electrical
circuit 2 can be expressed as follows:

Rz = Rs + 1

Q + 1
R + 1

Rct+W0

(4)

Q = Qfω
n
(
cos

nπ

2
+ j sin nπ

2

)
. (5)

In equations (3) and (4) the Rct is the charge transfer
resistance between the electrode and electrolyte, and the W0

(Warburg impedance) is the diffusion impedance. These two
parameters in equivalent circuit 2 had been defined as the
impedance caused by the DNA SAM impeding the redox probe
directly diffusing to the gold surface and reacting with gold. In
other words, the ‘leakage resistance’ shall be included in these
two parameters of DNA SAM. This leakage resistance may
be caused by the holes in the SAM, where R is the resistance

through DNA and Qf is the DNA film capacitance. These two
electrical circuits can effectively simulate the AC impedance
data, as shown in figure 6, and the simulation results are listed
in table 1. From these results, we find that both the native
DNA and Ni-DNA film are non-ideal capacitors (n = 0.8–0.9),
and the resistance (R) through native DNA is approximately
20-fold higher than that through Ni-DNA (table 1). Namely,
Ni-DNA has better conductivity than native DNA, which is
consistent with the results of the SPM measurement shown in
figure 3.

3.4. Base pair stacking distortion of DNA reduces the
conductivity of Ni-DNA

The UV absorption peak of DNA represents the energy
absorption for electron excitation from the π state (HOMO)
to the π∗ state (LUMO) in the conjugated double-bond

6



Nanotechnology 19 (2008) 355703 P-C Jang Jian et al

Table 1. Impedance values for bare gold electrode and modified gold electrodes (the redox probe is K3[Fe(CN)6]).
Rs (�) Qdl (F) Qf (F) n R (�) Rct (�) W0 (� s−1/2)

Bare gold 175.9 1.94× 10−6 0.86 595.6 6.66× 103
Native DNA 162.3 7.98× 10−7 0.95 2.04× 107 1.28× 105 3.37× 105
Ni-DNA 175.3 1.76× 10−6 0.89 9.85× 105 1.52× 104 4.99× 104
EDTA treatment 182.8 6.43× 10−7 0.93 3.86× 107 2.74× 105 3.28× 105

Table 2. Impedance values for mismatched DNA SAM-modified gold electrodes (the redox probe is K3[Fe(CN)6]).
Rs (�) Qf (F) n R (�) Rct (�) W0 (� s−1/2)

G–A mismatch 192.2 8.70× 10−7 0.91 2.27× 106 1.91× 105 1.33× 105
G–T mismatch 192.4 1.05× 10−6 0.89 1.87× 106 1.21× 105 8.35× 104

Figure 7. Ultraviolet–visible spectroscopy of the native DNA and
Ni-modified DNA at different pH values, where �� denotes native
DNA, �, �, �, ◦ denotes Ni-DNA at pH 8.0, 8.5, 8.8 and 9.0,
respectively.

system of purine and pyrimidine bases. Since Ni-DNA has
higher conductivity than native DNA and the Ni2+ ions are
intercalated in the base pairs of DNA, a clear UV absorption
band shift is expected to be observed in Ni-DNA. Therefore,
a redshift from 260 to 275 nm of the UV absorption band
of Ni-DNA is observed when the pH increases to 8.8 and
9.0 (figure 7). This redshift may be caused by the bandgap
reduction between the HOMO and the LUMO of Ni-DNA.
Namely, for Ni-DNA, an electron is excited from the π state
to the π∗ state by less energy. This energy reduction makes
the prospect of reducing the resistance (R) through DNA and
achieving good conduction properties more plausible.

Further, the AC impedance analysis of a single G–A
and G–T base pair mismatch of Ni-DNA, which causes base
pair stacking distortion and hydrogen bonds changing from
3 to 2, reveals that the noticeable difference AC impedance
spectra and the equivalent resistance increases to 2.27 M�

or G–A mismatch and 1.87 M� or G–T mismatch (figure 8
and table 2), which are both higher than that of Ni-DNA
(the resistance of Ni-DNA is approximately 0.98 M�). The
concerted data reveal that the charge transferred through the

Figure 8. AC impedance of Ni-DNA with single G–A mismatch (	)
and Ni-DNA with single G–T mismatch in the sequence (◦).

DNA might be affected by the interaction of the π–π stacking
and the hydrogen bonds of DNA base pairs. Therefore, metals
chelating in the base pairs of DNA provide additional holes to
the base pairs and facilitate the charge transport through the
highly ordered one-dimensional nanowire. Namely, the charge
transport might be caused by the electron hopping between the
base pairs of Ni-DNA and this is consistent with the suggestion
by Eley and Spivey [2].

4. Conclusions

From the SPM, CV and AC impedance analyses, we have
found that Ni-DNA possesses better conductivity than native
DNA. The native DNA effectively self-assembles on the gold
surface, and the charge transfer between the redox couple
and the modified electrode is restrained because of the higher
resistance (R) through the native DNA and negatively charged
phosphate backbone of DNA. When native DNA is converted
into Ni-DNA, the resistance is decreased by approximately 20-
fold magnitude. Although the Ni2+ insertion might cause the
conformational changes of DNA [7, 9], the new conformation
retains duplex formation and the divalent metal ions would
replace the imino protons of G and T in the helix and form
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a stable tetrahedral geometry [7, 9]. Meanwhile, the results
of DNA mismatch experiments have ruled out the structure
influences from unexpected structure formation of DNA and
the charge transport through the base pairs is causing by the
electron–hole effect between base pairs of DNA. Further, the
UV spectroscopy analysis also reveals that the Ni2+ doping
decreases the energy gap between the HOMO and the LUMO
of DNA. The charge transport might be caused by the electron
hopping through the π–π interactions between the base pairs
of Ni-DNA.
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A molecular device fabricated from metallic deoxyribonucleic acid �M-DNA� exhibits a negative
differential resistance �NDR� behavior. When two gold electrodes were connected by Ni2+-chelated
DNA, which was converted from �-DNA, not only was the conductivity of DNA improved, but a
NDR device was formed as a full cyclic voltage sweep was applied to measure its current versus
voltage characteristics at room temperature and in an ambient environment. Such electronic
characteristics of a M-DNA device may have been caused by the redox reactions of Ni ions. This
finding provides a simple way to construct electrical nanodevices from biological molecules.
© 2009 American Institute of Physics. �DOI: 10.1063/1.3074502�

Negative differential resistance �NDR� refers to the elec-
trical behavior of some semiconductors in which the electric
current decreases with increasing applied voltage over a par-
ticular range. NDR is commonly employed in the fields of
low-power memory or logic devices, such as Esaki diodes1

and resonant tunneling diodes.2 Recently, NDR characteristic
have been observed not only in semiconductors but also in
organic molecules.3–5 Various mechanisms of NDR have
been proposed for various molecular device systems. They
include charging �reduction�,3 redox reaction,5 structural
change,6 chemical reaction,7 and the association-dissociation
processes8 of molecules. For example, molecules that contain
a nitroamine redox center �2�-amino-4-ethynylphenyl-4�-
ethynylphenyl-5�-nitro-1-benzenethiol� that is sandwiched
between two metal electrodes exhibit NDR due to a two-step
reduction process.3 Metalloproteins �ferritin� that are embed-
ded in the gap between two single-walled carbon nanotubes
yield reproducible NDR peaks during cyclic voltage sweep
measurements.5 This NDR behavior originates in the redox
reaction of the transition metal ions in ferritin. To exploit
these molecules with NDR properties in nanodevices, de-
tailed knowledge of the molecular electronic characteristics
and reliable fabrication processes are both required.

The fact that aromatic heterocycles of DNAs are highly
organized has been recently utilized in nanodevices.9 In
1962, double-stranded DNA with �-electron cores of well
stacked bases was suggested to be a pathway for charge
transportation.10 However, discrepancies exist among the
measured values of DNA conductivity because of differences
in the measuring methods, conditions, or DNA
sequences.11,12 Although the intrinsic conductivity of DNA
has not been well characterized, metal-doped DNA, metallic
DNA �M-DNA�, has been demonstrated to behave as a con-
ductive nanowire.13 Lee and co-workers discovered M-DNA

formed by the substitution of divalent metal ions �Zn2+, Ni2+,
and Co2+� with the imino protons of G and T of DNA, form-
ing a stable tetrahedral geometry at pH�8.5. M-DNAs also
have better conductivity than the corresponding native
forms.14–16

In this study, NDR was observed in a M-DNA-based
device. Simple lateral metal-molecule-metal �M-M-M� struc-
tures were fabricated after pairs of gold electrodes were
formed with nanometer gaps on a silica substrate. Ni-DNA,
which is derived from �-DNA, was adopted to connect gold
electrodes and act as the active molecule in molecular de-
vices �Fig. 1�a��.

�-DNA was purchased from TOYOBO CO., LTD.
�Osaka, Japan�. It is comprised of 23 130 base pairs �about
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FIG. 1. �Color online� �a� Schematics of the DNA based NDR device �left�
and electrostatic trapping �right�. �b� AFM image of DNA molecules ab-
sorbed on silica oxide after electrostatic trapping process. �c� SEM image of
DNA molecules, which are converted into silver wires and bridge on the gap
between two gold electrodes.
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7.9 �m�, with randomly distributed A, G, C, and T bases.
�-DNA was diluted in 10 mM tris-HCl buffer �pH=9.0� to
yield a final concentration of 12.5 ng /�l. Ni-DNA was then
converted from the diluted �-DNA by adding 10 mM tris-
HCl and 2.5 mM NiCl2 at pH=9.0 and incubation for at least
8 h.

Standard e-beam lithography and lift-off processes were
employed to pattern the nanometer scale electrodes.17 First,
120 nm SiO2 was grown on Si wafers by low-pressure
chemical vapor deposition �LB45 Furnace system, ASM,
Biltnoven, Netherlands�. The nanoscale electrode pattern was
then transferred to SiO2 by evaporating 5-nm-thick titanium
�as an adhesion layer� and 50-nm-thick gold using an e-gun
evaporator �EBX-8C, ULVAC, Kanagawa, Japan�. The re-
sulting electrode gap was 100 nm ��10 nm, n=5�. Electrical
contacts between DNA and the gold electrodes were formed
by electrostatic trapping.18 Both �-DNA and Ni-DNA solu-
tions were dialyzed against with 2 L double-distilled water
for 8 h at 4 °C, twice, to remove the salt and the excess Ni
ions beforehand. Then a drop, around 5 �l, of �-DNA �or
M-DNA� solution was placed on the gap between the elec-
trodes. A voltage of up to 1 V was applied to the electrodes
to trap the DNA. �The mean electric field was approximately
7.85�102 V /m, parallel to the substrate.� After 20 min of
incubation, the samples were dried slowly in nitrogen gas
and their electronic characteristics were measured using a
precision semiconductor parameter analyzer �HP 4156A,
AVALON CA, USA�.

After the electrostatic trapping process, �-DNAs were
observed under an atomic force microscope �AFM� �NanoW-
izard II, JPK, Berlin, Germany� in tapping mode. The DNA
molecules were absorbed on the silicon oxide, stretched, and
oriented toward the electrode �Fig. 1�b��. A similar phenom-
enon was also observed in the case of Ni-DNA. According to
our previous study,16 the Ni-DNA molecules remained nega-
tively charged on the backbone as well as native �-DNA.
These negative charges on the DNA molecules are attracted
by the positive charges of the electrodes. As expected, more
DNA molecules were trapped and some bridged the two
electrodes. To confirm that �-DNAs or Ni-DNAs bridged the
two electrodes by electrostatic attraction, the DNA molecules
were converted into silver wires by ion exchange,19 and the
SEM image �Fig. 1�c�� revealed the silver nanowire between
the 100 nm spaced gold electrodes. Meanwhile, many of the
silver nanoparticles were observed on the surfaces of the
electrodes. DNA molecules were trapped between these sur-
faces, bridging the gap between them.

Electrical tests demonstrated that Ni-DNA molecular de-
vices are very stable and their NDR characteristics are repro-
ducible at room temperature in an ambient environment �Fig.
2�a��. When the voltage applied to M-M-M devices con-
structed from both �-DNA and Ni-DNA was swept from
�10 to 10 V, �-DNA �inset in Fig. 2�a�� exhibited a nonlin-
ear I-V curve with a plateau at low voltage. This semicon-
ductorlike energy gap, which was about 3 eV, has also been
reported upon by Porath et al.,11 who measured directly the
electrical transport through individual short DNA molecules.
This plateau indicates that a contact barrier is present be-
tween the junction of �-DNA and the gold electrodes. When
the applied bias voltage reaches a threshold, electrons �or
holes� can be injected from the electrode to �-DNA by tun-
neling through the contact barrier, and passing through the

DNA molecule.11 After the �-DNA was replaced with Ni-
DNA, the conductivity of the Ni-DNA device exceeded that
of the native DNA device, such that the 3 eV conducting gap
of the native DNA device disappeared �Fig. 2�a��. The in-
serted metal ions may thus support the formation of a d band
that is aligned with the Fermi level of the electrode.14 There-
fore, electrons �or holes� can be injected without a voltage
threshold. The result is comparable with those of previous
studies.14 As well as the improvement in the conductivity of
native DNA by Ni ions doped, an interesting NDR behavior
was observed. Figure 2�b� plots the I-V curves of Ni-DNA
for successive positive voltage sweeps �0–10 V� at room
temperature. An NDR peak was positioned at around 3.50 V
with a peak-to-valley ratio �PVR� of 1.78 for the first scan,
and the peak disappeared during the subsequent sweep over
the same voltage range in the same direction. A negative
NDR peak was also observed at about �4.70 V with a PVR
of 6.21 when the voltage on the device was swept from 0 to
�10 V �Fig. 2�c��. The negative NDR peak also disappeared
upon successive negative sweeps. After the negative NDR
peak had been observed, a positive NDR peak reappeared in
a positive scan, confirming that both of the NDR peaks were
observed when a full cyclic voltage sweep �−10 V→10 V
→−10 V� was applied �Fig. 2�d��. Besides the reproducible
NDR behavior exhibited by the I-V curves, hysteresis was
observed, possibly associated charge trapping.20 These repro-
ducible I-V curves are similar to the reversible redox behav-
ior revealed by the cyclic voltammetry in electrochemical
analyses.16 The DNA-based devices can be reasonably sug-
gested to act as a solid state electrochemical system. Two
gold electrodes are the anode and cathode. The phosphate
backbone of �-DNA is the dielectric layer and the Ni ions
that dope the �-DNA act as the electroprobes. The Ni ions
undergo redox reactions when the applied voltage ap-
proaches the redox potential in the cyclic voltage sweep pro-
cess. The positive NDR peak corresponds to the oxidation
peak of the Ni ions and the negative NDR peak corresponds
to their reduction.5 Namely, the mechanism of NDR in Ni-
DNA involves the redox reactions of the Ni ions �oxidation

FIG. 2. �Color online� �a� Current-voltage �I-V� characteristics of �-DNA
and Ni-DNA, the sweep range from �10 to 10 V. �b� I-V characteristics of
Ni-DNA with positive sweep �0–10 V�. �c� I-V characteristics of Ni-DNA
with negative sweep �0–�10 V�. �d� I-V characteristics of Ni-DNA with
repetitive full cyclic sweeps �−10 V→10 V→−10 V�. The entire scan
rate is 50 mV/s.

043105-2 Jangjian et al. Appl. Phys. Lett. 94, 043105 �2009�

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://apl.aip.org/apl/copyright.jsp



of Ni2+ and reduction in Ni3+�. Additionally, according to
previous studies, Ni-DNA is a decent charge conductor.
These characteristics are responsible for the reproducible and
stable electrochemical redox reactions of Ni ions during the
I-V scan. Relatively stable I-V curves were measured during
the repetitive full cyclic sweep �Fig. 2�d��.

Significant increases in peak currents with the scan rate
were observed �Fig. 3�, similar to those of the classical redox
reaction parameters in the electrochemical system. The rate
of the redox reaction increases with the scan rate increases,
increasing the peak current. The I-V curves are asymmetric
and the peak positions are slightly shifted, indicating that the
redox reactions of Ni ions are quasireversible, because the
charge transfer rate in Ni-DNA molecules varies during a
cyclic voltage sweep. Previous investigations demonstrated
that a DNA conformational change alters the conductivity.21

Therefore, the conformational change in negatively charged
Ni-DNA may occur during voltage sweep and contribute to
the quasireversibility of the Ni redox reaction. Possible
causes of such a DNA conformational change include ap-
plied bias, and the effect of the transformations between Ni2+

and Ni3+ �redox reaction� during the cyclic voltage scan.
In summary, a DNA-based NDR device is implemented

using Ni-DNA molecules, which form a bridge between the
two gold electrodes by electrostatic trapping. Not only does
Ni-DNA serve as a pathway for transporting charges, but
also the chelated Ni ions in Ni-DNA become redox centers.
Reproducible and stable NDR behaviors are revealed by the
I-V characteristics at room temperature and atmospheric

pressure. This NDR behavior originates the active redox re-
actions of transition metal ions in DNA. Furthermore, the
highest achievable PVR is about 6 in this work. Results of
this study demonstrate the potential applications of the above
aforementioned molecular devices.
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ABSTRACT The mechanism underlying DNA charge transport is intriguing. However, poor conductivity of DNA makes it diffi-
cult to detect DNA charge transport. Metallic DNA (M-DNA) has better conducting properties than native DNA. Ni2þ may chelate
in DNA and thus enhance DNA conductivity. On the basis of this finding, it is possible to reveal the mechanisms underlying DNA
charge transport. The conductivity of various Ni-DNA species such as single-stranded, full complement, or mismatched
sequence molecules was systematically tested with ultraviolet absorption and electrical or chemical methods. The results
showed that the conductivity of single-stranded Ni-DNA (Ni-ssDNA) was similar to that of a native DNA duplex. Moreover,
the resistance of Ni-DNA with a single basepair mismatch was significantly higher than that of fully complementary Ni-DNA
duplexes. The resistance also increased exponentially as the number of mismatched basepairs increased linearly after the
tunneling current behavior predicted by the Simmons model. In conclusion, the charges in Ni2þ-doped DNA are transported
through the Ni2þ-mediated p�p stacking corridor. Furthermore, Ni-DNA acts as a conducting wire and exhibits a tunneling
barrier when basepair mismatches occur. This property may be useful in detecting single basepair mismatches.

INTRODUCTION

DNA is one of the most promising one-dimensional nano-
materials because of its adjustable length and self-
assembly properties (1–3). It may be useful as a one-
dimensional nanowire or nanodevice in electronic applica-
tions; however, it is of great interest to reveal the electrical
conduction mechanism of DNA. Recently, both experi-
mental and theoretical studies have demonstrated the con-
ducting behavior of DNA molecules (3–13), yet the
mechanism underlying electrical transport remains unclear
(3,14). Furthermore, the conductivity of DNA increases
dramatically when it is doped with metal ions to form
metallic DNA (M-DNA) (10,15,16). As discovered by
Lee et al. (17), DNA can be converted into M-DNA by
incorporating divalent metal ions (Zn2þ, Ni2þ, and Co2þ)
into DNA basepairs at pH levels >8.5, whereby divalent
metal ions replace imino protons of the bases in the
DNA helix, forming a stable tetrahedral geometry (18).
The higher conductance of M-DNA compared to native
DNA has been demonstrated by fluorescence assays and
electrochemical analyses (18–20). These findings suggest
that metal ions in DNA play a vital role in facilitating elec-
tron transport. Because the conducting behavior of M-
DNA is similar to that of a semiconductor with conducting
barriers (10), it probably can be used in metal-containing
nanowire systems.

Electrochemical analysis combined with a self-assem-
bled monolayer (SAM), which develops on a conducting
surface, has been widely used to directly monitor the
conductivity of organic polymers (21–26). For example,
the kinetics of charge transfer through a polymer can be
analyzed by monitoring redox indicators in solutions
(27,28). In addition, analysis of the electrochemical imped-
ance spectrum (EIS) and the equivalent circuit of electro-
lyte-electrode interface have been widely used to reveal
the interfacial interactions between SAM-modified elec-
trodes (10,15,19,29,30). Because the conformation of the
SAM structure and redox probes may also affect signal
detection (31), suitable detection parameters for metal-
doped DNA are required.

In this study, Ni-doped DNA (Ni-DNA) was used to study
the conducting mechanism of M-DNA. The conductivity of
DNAwas enhanced by doping it with Ni2þ to form Ni-DNA
(17,18). The changes in the conductivity of Ni-DNA with
various double or single strands and basepair mismatches
were studied to investigate the mechanism underlying
charge transport through Ni-DNA. The results indicated
that charge transport within the Ni-DNA occurs through
the Ni2þ-mediated p-p stacking corridor. Further, a single
basepair mismatch of G-A or G-T can be detected.

MATERIALS AND METHODS

Materials

All the oligodeoxyribonucleotides—containing 28 or 30 nucleotidyl

units—used in this study were purchased from Bio Basic (Markham,

Ontario, Canada). These nucleotides had various sequences and a thiol

Submitted July 19, 2010, and accepted for publication January 3, 2011.
6S.-H. Tseng and P.-C. JangJian contributed equally to this study.

Correspondence: ccchang01@faculty.nctu.edu.tw

Editor: David P. Millar.

� 2011 by the Biophysical Society

0006-3495/11/02/1042/7 $2.00 doi: 10.1016/j.bpj.2011.01.005

1042 Biophysical Journal Volume 100 February 2011 1042–1048



group at either the 30 or 50 end for covalent attachment to a gold surface

(Table 1). The nucleotides were purified by polyacrylamide gel electropho-

resis before use. Nickel chloride (NiCl2) and other chemicals were

purchased from Sigma (St. Louis, MO).

Ultraviolet visible spectroscopy

Nickel-chelated single-stranded DNA (Ni-ssDNA) (5 mM) was produced

from ssDNA (both Poly-AC and Poly-TG (Table 1)) by immersing ssDNA

in 20 mM Tris-HCl (pH 9.0) and 5 mM NiCl2 buffer for 8 h. The samples

were dialyzed against 500 mL buffer (20 mM Tris-HCl) for 24 h, and the

buffer was changed every 8 h at 4�C to remove the excess Ni2þ. The ultra-
violet (UV) absorption of the samples was measured from 220 nm to

320 nm using a UV-visible spectrophotometer (V-550, JASCO, Tokyo,

Japan).

To reveal the Ni2þ chelation ratio and Ni2þ-DNA binding affinity,

various concentrations of NiCl2, from 4.9 mM to 5 mM (final concentra-

tion), were incubated with 30-bp DNA (P-fc (Table 1), 10 mg (2.9 mM))

in 20 mM Tris-HCl (pH 9.0) for 8 h. The UV absorption of the samples

was measured by the method mentioned previously. Each spectrum of

Ni-DNA sample was deducted the background absorption of Ni ions buffer

in the same concentration. The red shifts of UV absorption spectra were

analyzed with the peak deconvolution method by Origin 7.5 mathematics

software (Origin Lab, Northampton, MA) and the UV absorption ratios

between 260 nm and 274 nm, the red shifts, were revealed. Furthermore,

the relative Ni ion chelation abundance curve (OD274/OD260) was fitted

with a sigmoid curve by the Gaussian distribution function and the binding

ratio and dissociation constant were revealed. The fitted saturation line was

normalized as 1.

Preparation of DNA-coated gold electrodes

A gold electrode disk of diameter 2 mm (CH101; CH Instruments, Austin,

TX) was polished with alumina powder (0.05–1 mm; Chun Kuang Tech-

nology, Taiwan, Republic of China) to obtain a smooth gold surface, which

was then electrochemically polished by potential cycling scanning (�0.2 V

to 1.5 V) in a 0.5-M H2SO4 solution at a voltage scan rate of 100 mV/s (32).

DNA duplexes, with a thiol group at either the 30 or 50 end, were formed by

hybridization in which the complementary primers were heated to 95�C for

5 min and then annealed at room temperature in a solution containing 0.1 M

phosphate-buffered saline (PBS; pH 7.0). To produce a DNA SAM, the

surface of the previously cleaned gold electrode was covered with 2 mM

DNA solution or ssDNA solution and capped tightly to keep it moist and

to prevent evaporation of the buffer. After incubation with the DNA coating

for 8 h, the modified gold electrode was immersed in 0.1 M PBS for 10 min

and dipped in distilled water twice to remove the physically absorbed

molecules.

To quantify the DNA molecules that bound to the gold electrode and

formed a SAM, a quartz-crystal microbalance (QCM) (QCM922, Ametek,

TN) with a gold electrode (area 0.2 cm2) was used in this study. The DNA

SAM structure was formed by performing an identical procedure mentioned

earlier.

The DNA on the gold surface was converted to Ni-DNA or Ni-ssDNA by

immersing the electrode in a solution of 20 mM Tris-HCl and 5 mM NiCl2
at pH 9.0 for 8 h. The electrode was then washed with 20 mM Tris-HCl

buffer twice to remove excess Ni2þ.

Electrochemical analysis

All electrochemical measurements were performed using a potentiostat/

galvanostat (273A, EG&G, Gaithersburg, MD) and a frequency generator

(1025, EG&G) in an electrolyte made up of 100 mM KNO3 and 5 mM

K3[Fe(CN)6] (as a redox probe). The data were recorded on a personal

computer for later analysis. Platinum and Ag/AgCl were used as the counter

and reference electrodes, respectively. Various Ni-DNA-modified gold elec-

trodes were used as working electrodes. Cyclic voltammetry (CV) was used

to study DNA conductivity. During the CV process, the sweeping potential

ranged from�300 mV to 600 mVat a scan rate of 20 mV/s, and the range of

potential was reversed for the K3[Fe(CN)6] redox probe. All EIS were

measured using a 5-mV sinusoidal driving voltage in the frequency range

of 100 kHz to 0.01 Hz and at a direct-current bias of 220 mV versus the

Ag/AgCl reference electrode.

RESULTS AND DISCUSSION

Ni2D binding to GT bases of ssDNA

The UVabsorption spectra were obtained for native ssDNA
and Ni-ssDNA (Fig. 1, A and B). The absorption peaks in the
spectra represent the excitation energy between the p state
and the p* state in the conjugated double-bond system of
purine (A or G) and pyrimidine (T or C) bases (33). The
maximum absorption peak of native ssDNA (Poly-AC)
was ~260 nm (Fig. 1 A); this peak was formed by the overlap
of the UV absorption peaks of the bases A and C (Fig. 1 A,
inset). There were no differences between the peaks of
native ssDNA and those of Ni-ssDNA. However, in poly-
TG, a red shift of the absorption peak was observed after
native ssDNA was converted to Ni-ssDNA (Fig. 1 B). The
band gap between the highest occupied molecular orbital
and the lowest unoccupied molecular orbital of the ssDNA
molecules was reduced when the ssDNA was doped with
metal ions, consistent with the results of Alexandre et al.
(14). These results indicated that Ni2þ ions can bind only
to the T and G bases in the DNA sequences, as reported
by Lee et al. (11,34), and that the Ni ions replace the imino
protons of the T and G bases to form M-DNA (18). Further-
more, the Ni2þ chelation assay indicates that the saturation
concentration is ~82.36 mM, for the 30-bp DNA (2.9 mM)
(Fig. 1 C). To be specific, each DNA molecule (30 bp)
bound with ~28.4 Ni ions. Each basepair except for those

TABLE 1 Samples of the custom-designed DNA sequences

used in this study

Symbol Oligonucleotide sequence

Poly-AC 50 ACACACACACACACACACACACACACACAC 30

Poly-TG 50 TGTGTGTGTGTGTGTGTGTGTGTGTGTGTG 30

P-ss 50 TGTGTGTGTGTGTGTGTGTGTGTGTGTGTG 30-SH
P-fc 50 TGTGTGTGTGTGTGTGTGTGTGTGTGTGTG 30-SH

ACACACACACACACACACACACACACACAC

R-fc SH-50 ACGTTGTAAAACGACGGCCAGTGAATTG 30

TGCAACATTTTGCTGCCGGTCACTTAAC

R-AC SH-50 ACGTTGTAAAACGACGGCCAGTGAATTG 30

TGCAACATTTCGCTGCCGGTCACTTAAC

R-2AC SH-50 ACGTTGTAAAACGACGGCCAGTGAATTG 30

TGCAACATTCCGCTGCCGGTCACTTAAC

R-3AC SH-50 ACGTTGTAAAACGACGGCCAGTGAATTG 30

TGCAACATCCCGCTGCCGGTCACTTAAC

R-GT SH-50 ACGTTGTAAAACGACGGCCAGTGAATTG 30

TGCAACATTTTGCTGTCGGTCACTTAAC

R-GA SH-50 ACGTTGTAAAACGACGGCCAGTGAATTG 30

TGCAACATTTTGCTGACGGTCACTTAAC
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at both termini of the DNA bound with one Ni2þ. Therefore,
the 5 mMNiCl2 used in this study had reached the saturation
concentration, and this approach made the Ni2þ chelation
more efficient. The dissociation constant for Ni ions bound
to DNA is ~6.36 mM. Results of the Ni ion chelation assay,
which is well fitted with a Gaussian function and the flat
saturation line indicating that the affinity of physical absorp-
tion of Ni ions to the DNA is weak, shall be ignored. There-

fore, washing the samples with excess buffer twice may be
sufficient to remove physically absorbed Ni2þ.

Well-stacked basepairs enhance the conductivity
of Ni-DNA

According to Peterson’s study, surface coverage of DNA
molecules depends on the ionic strength of the solution
and the time of immobilization (35). According to the
previous study (35), maximum probe coverage is achieved
(~2.75 � 1012 probe molecules/cm2) when the concentra-
tion of NaCl is 1 M and the immobilization duration is
2 h. In this study, we determined the DNA density of the
SAM incubated in 0.1 M PBS buffer (containing 1 M
NaCl) and immobilized on a gold electrode for 8 h. The
changes in the resonance frequency (Df) determined by
measuring the QCM and ~�89.89 5 5.06 Hz (n ¼ 3) and
~9.18� 1012 5 5.17� 1011 (n¼ 3) molecules/cm2 accord-
ing to the Sauerbrey equation (36):

Df ¼ �2f 20 Dm

A
�
mqrq

�1=2; (1)

where Df denotes the change in the resonance frequency
(Hz), f0 is the basic resonance frequency, Dm is the mass
of the molecules absorbed onto the gold electrode (g/cm2),
A is the surface area of the electrode (cm2), mq is the shear
coefficient of the quartz crystal of QCM (g/cm � s2), and rq
is the density of the quartz crystal.

After 8 h of incubation, the probe coverage was 9.18 �
1012 molecules/cm2; this is higher than that observed in
a previous study (~2.75 � 1012 molecules/cm2) (35,37)
when the incubation duration was 2 h. This indicates that
a longer incubation time has higher coverage under the
same conditions.

Based on the results of previous studies (8–10,20,34), it
was believed that Ni-DNA would have better conductivity
than the native form and that the doped metal ions play a vital
role in facilitating electron transport. However, themetal ions
not only may enter DNA basepairs but also may bind to the
phosphate backbone by electrostatic attraction (38) during
the metallization process. Thus, both types of Ni2þ doping
may contribute to the improvement in DNA conductivity.
We found that the CV curve of the bare gold electrode
(Fig. 2 A, inset) included the reduction (Ep.c) and oxidation
(Ep,a) peaks of (Fe(CN)6)

�3/�4 (reversible redox reaction)
duringpotential sweeps,whereas the redox peaks disappeared
after the gold surface was coated with native ssDNA (P-ss) or
fully complementary DNA (P-fc) SAMs (Fig. 2, A and B).
This indicated that the native-DNA SAMs acted as barriers
against penetration of the redox probe (10,37) and that the
gold surface was completely blocked by the native DNA.
The native-DNA SAMs may provide an insulating layer to
the gold electrode surface, and thus, less charge transfer
would occur between the redox probe and the gold electrode.

FIGURE 1 Ultraviolet-visible spectroscopic analysis of native ssDNA,

Ni-ssDNA, and Ni-DNA. (A and B) Poly-AC (A) and Poly-TG (B) spectra,

with open squares and circles denoting the ssDNA of poly-AC and poly-

TG, respectively, and solid squares and circles denoting the Ni-ssDNA of

poly-AC and poly-TG, respectively. (Insets) Absorption peaks. (C) Relative

Ni ion abundance of Ni-DNA (P-fc) versus Ni ion concentration. (Insets)

UV absorption peaks from the Ni ion concentration from 4.9 mM to

5 mM (shift from left to right). The saturation line was normalized as 1.

Gray dotted lines denote the trend lines for Ni ions bound to DNA; arrow

denotes the point of saturation concentration of Ni ions.
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After Ni2þ doping, the CV curve of the Ni-ssDNA was
almost the same as it was for the native form (Fig. 2 A),
whereas the oxidation peak of the redox probe was observed
in theNi-DNA (Fig. 2B). Therefore, the charges can be trans-
ferred between the redox probes and the gold electrode
through the Ni-DNA. Although the ssDNA and DNA mole-
cules were incubated in the same Ni2þ solution (pH 9.0),
and the nickel ions might bind to the phosphate backbone
(38) or the nucleotide bases of the ssDNA, there was no
charge transport via Ni-ssDNA (Fig. 2 A). The only reason
for this is that the nickel ions were inserted into the DNA
duplex with well-stacked basepairs, and DNA conductivity
was enhanced (Fig. 2 B) (10,18,20). Meanwhile, there may
be few physically absorbed Ni ions at the phosphate back-
bone of the DNA (38); their binding affinities are weak and
do not affect the electron transport and thus can be ignored.

The insertion of nickel ions, therefore, acts as a bridge to
facilitate the transportation of charge through the ordered
p-electron system of basepair stacking (39) and dominates
the conduction behavior of Ni-DNA. On the basis of the
red shift of UV absorption spectra, we think that the incor-
poration of metal ions may result in a reduction of the orig-
inal DNA band gap and also an increase in the overlap
between the p states of the bases (14). These results indicate

that the incorporation of nickel ions converts double-
stranded DNA into a conducting wire through the improve-
ment in charge transport via the p-p stacking corridor.

Moreover, after the SAM is formed, its structure may
prevent Ni2þ release from Ni-DNA; hence, there are fewer
Ni2þ ions in the solution. The Berliner Blue complex
(Ni3(Fe(CN)6)2) may be formed, but the relative amount is
extremely small and can be neglected. The complex has
very low solubility (Ksp ¼ 1.3 � 10�15) (40), and even
a small amount may precipitate at the bottom of the reaction
chamber. However, the proposed blue precipitate was not
observed in our study. Moreover, the gold electrode is
placed at the top of the reaction chamber and made to
face the bottom of the tube. Therefore, formation of the
Berliner Blue complex may not affect our detection.

Electron tunneling through the discontinuity
of the Ni2D-mediated p-p stacking corridor

To further confirm the conducting mechanism, electric
behavior of Ni-DNA was investigated after introducing
basepair mismatches to avoid nickel ion chelating and create
obstacles in the path of the p-p stacking corridor. The
charge transfer resistance of Ni-DNA was inspected by
EIS, and the electrical behavior of the DNA SAMs on
a gold surface was fitted by a modified Randles equivalent
circuit (Fig. 3, inset) (10,20,24). The EIS of both fully
complementary Ni-DNA and the mismatched sequences
(R-AC, R-2AC, or R-3AC) were well simulated by the
modified Randles equivalent circuit (Fig. 3). Therefore, all
electrical parameters of the DNA-modified gold electrodes
were extracted from the impedance spectrum results and
were based on this model. The calculated conducting resis-
tance (R) of the Ni-DNAs was 0.93, 1.40, 2.66, and 5.34 MU
for fully complementary, single A-C mismatches, two A-C
mismatches, and three A-C mismatches, respectively. In
other words, the resistance of Ni-DNA increased when the

FIGURE 2 CVs of DNA SAMs modified with a gold electrode in the

(Fe(CN)6)
�3/�4 system. (A) ssDNA (dash-dotted line) and Ni-ssDNA (solid

line). (B) Full-complementary DNA (P-fc; dash-dotted line) and Ni-DNA

(solid line). (Inset) CV of the bare gold electrode.

FIGURE 3 EIS of Ni-DNA (R-fc) and its mismatch derivatives R-AC, R-

2AC, and R-3AC. (Inset) Modified Randles equivalent circuit. All

sequences are shown in Table 1. Open circles denote Ni-DNA (R-fc); solid

circles denote Ni-DNA (R-AC); solid triangles denote Ni-DNA (R-2AC),

and solid squares denote Ni-DNA (R-3AC). Lines denote the fitting results.
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number of successive mismatched basepairs increased. This
confirms our findings that the charge transfer in Ni-DNA
goes through the Ni2þ-mediated p-p stacking corridor. If
a basepair mismatch occurs in a DNA sequence, the mis-
matched site may cause distortion of the p-stack (41,42)
and serve as a potential barrier for charge transport
(Fig. 4 A). When F was defined as the barrier height for
the A-C mismatch and the barrier width (d) was estimated
as 6.8 Å, 10.2 Å, and 13.6 Å for one A-C, two A-C, and
three A-C mismatches, respectively, from an x-ray structure
(43), the resistance of the mismatched Ni-DNA increased
exponentially with respect to the barrier width (Fig. 4 B).

Previous theoretical studies indicate that electrons are
transported within the native DNA, and molecular calcula-
tion studies generally accept that DNA conductivity can
be explained by the tunneling model (44,45). We mentioned
in our study that charge transfer in Ni-DNA occurs through
the Ni2þ-mediated p-p stacking corridor and a basepair
mismatch in the DNA sequence; the mismatched site may
cause distortion of the p-stack (41,42) and result in a gap
serving as a potential barrier for charge transport (Fig. 4 A).
Hence, the resistance change in a single-basepair mismatch
can be revealed by the tunneling model. The detailed mech-
anism derived is shown below.

Based on Simmons electric tunnel effect model (46,47),
when two conducting electrodes (Ni2þ chelating in the base-
pairs of DNA) are separated by a sufficiently thin gap (the
span between basepairs of DNA), current can flow between
the two electrodes by means of the electric tunneling effect.
Meanwhile, the potential barriers in tunnel junctions,
current density j, and voltage in a tunnel junction can be
presented as

j ¼ j0

n
F exp

��AF1=2
��ðFþ eVÞ exp

h
�AðFþ eVÞ1=2

io
;

(2)

where F denotes the mean value of the potential barrier in
tunnel junctions, V denotes the voltage across the gap,

j0 ¼ ½e=ð2phÞ� � �1=ðcDdÞ2�; (3)

A ¼ ½ð4pcDdÞ=h�ð2mÞ1=2; (4)

and

c ¼ 1� �
1=

�
8F2Dd

�� Z d2

d1

½4ðxÞ � F�2dx; (5)

m is the mass of the electron, h is Planck’s constant, and Dd
is the distance between two barrier limits at the Fermi level.

In this study, V across the gap is relatively small. There-
fore, Eq. 2 reduces to

j ¼ jLF
1=2Vexp

��AF1=2
�

(6)

where jL ¼ ð2m1=2=DdÞðe=hÞ2,F ¼ ð41 þ 42Þ=2, and Dd¼
d. 41 and 42 are the barrier heights at the interfaces between
electrodes 1 and 2, respectively, and the insulator (the
vacancy in the empty gap between basepairs of DNA; and
d is the gap between the nickel ions (electrodes) at either
side of the mismatched basepairs of DNA.

Therefore,

j ¼ �
e2=dh2

�½2mF�1=2Vexph� ð4pd=hÞðmFÞ1=2
i
: (7)

In Eq. 7, it is assumed that m, 41, and 42 in both electrodes
are constants and independent of energy. Therefore, the
current density, j, is a linear function of V. The resistance,
R, is Ohmic. According to Ohm’s law, for a constant voltage
V, R can be expressed as

Rfj�1

RfexpðbdÞ (8)

where b denotes the constant ð4p=hÞð2mFÞ1=2.
Therefore, when the basepair mismatch increases, the

distance d increases linearly, and consequently, the resistance
of Ni-chelating DNA increases exponentially. This result is
consistent with the Simmons model and our derivation.
Therefore, we may assume that the electric passage through
the vacant space of DNA follows the tunneling model.

FIGURE 4 (A) A schematic illustration of the mismatch-induced poten-

tial barrier in Ni-DNA. (The spheres represent Ni ions.) (B) Charge trans-

port resistances of Ni-DNA increase exponentially with the width of the

barrier induced by basepair mismatches. Numbers after the5 sign are stan-

dard deviations (N ¼ 3).
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Moreover, this tunneling mechanism also indicates that
the gap between each two nickel ions in the space between
basepairs of DNA is small and will be constant. Nickel ions
will bind to all binding sites in Ni-DNA, the basepairs of
which are shown in Fig. 4 A. On the other hand, if the nickel
ions chelate randomly with a lot of vacancy, d of Ni-DNA
varies, and the resistance fluctuates significantly. However,
this phenomenon was not observed in our study. Therefore,
we assume that each basepair chelated one nickel ion in Ni-
DNA. This is consistent with our experiment mentioned
previously (35).

The fitting results are shown by a solid line in Fig. 4 B.
The b value was ~0.30 Å�1, which is consistent with the
findings for the p-stack-mediated charge transfer in native
DNA (44,46). These results also suggest that the sensitivity
of Ni-DNA-mediated charge transfer relies on the stacking
and basepair stability within the DNA helix.

Identification of G-T and G-A mismatches
by Ni-doped DNA

According to the conducting mechanism of Ni-DNA, it is
possible to use Ni-DNA as a biosensor to detect mismatches.
For example, conventional DNA/DNA hybridization
approaches do not facilitate easy detection of a single G-A
or G-T mismatch, because DNA with a single basepair
mismatch has high thermodynamic stability (45,48).
However, such a mismatch can be readily identified in
Ni-DNA by EIS analysis (Fig. 5). The calculated resistances
(R-GA and R-GT) of the single G-A and G-T mismatched
Ni-DNA (2.07 5 0.06 MU and 1.60 5 0.07 MU, respec-
tively) were both higher than those of a fully complemen-
tary sequence (R-fc; 0.94 5 0.04 MU). It is interesting to
note that a G-T mismatch had less effect on conductivity
than a G-A mismatch. It is known that an A-C (49) or
G-T (50) mismatch can form a stable Wobble basepairing
in nature, causing little conformational change in the back-
bone of its DNA, yet allowing intercalation of Ni2þ into this
basepair structure. With intercalated Ni2þ, the electronic

structure of the DNA base-stacking is rather subtly per-
turbed. This perturbation may result in a barrier for DNA-
mediated charge transport, which requires a higher energy
to overcome, as indicated by the increase in charge transfer
resistance. For a homopurine G-A mismatch, carbonyl-
amino, amino-amino, and/or amino-carbonyl basepairs
may be formed (51); the backbone and basepair stacking
may be greatly distorted from their native conformation.
This distortion not only changes the distance between the
flanking nickel ions in the DNA but also blocks the p-p
interactions between the basepairs. Thus, the electrochemi-
cal DNA sensors for detecting mismatches based on
Ni-DNA-mediated charge transport are sensitive to the elec-
tronics of the p-stack.

SUMMARY

In this study, UVabsorption spectra of Ni-immersed ssDNA
and dsDNA confirmed that nickel ions can bind to T and G
bases of DNA. Moreover, CV results indicate that the Ni2þ-
mediated p-p stacking corridor provides a path for electron
transport in Ni-DNA, and the EIS data also demonstrate that
the resistance of Ni-DNA increases when basepair
mismatches exist in DNA, forming an obstacle in the con-
ducting channel; this increased resistance can be explained
by the quantum-mechanical tunneling effect using the
Simmons model. Therefore, the conducting mechanism of
metalized DNA is via the Ni2þ-mediated p-p stacking
corridor. We surmise that the native DNA may also follow
a similar mechanism. This mechanism helps us to design
a simple scheme to detect a single basepair mismatch of
G-A or G-T, as well. In this way, it will be possible to diag-
nose some mutation hot spots in specific genes.
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