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摘要 

知識是企業組織最重要的資產，也是獲取競爭優勢
的來源。在面對快速變動的環境中，組織必須使用
有效的方法來管理知識，以幫助知識工作者找尋工
作之相關知識，促進組織中的知識保存、分享與再
利用。因此本研究主要探討如何根據知識工作者的
歷史工作記錄以發掘知識流，進而了解工作者的工
作需求，以提供相關知識支援。計畫執行進度包
括：(1) 運用資料探勘與資訊擷取技術發掘個人知
識流；(2) 分析知識工作者資訊需求與參考知識文
件的特性，設計以知識流為基礎之文件推薦方法； 
(3)實驗評估驗證所提方法有效發掘知識流與提供
工作相關知識支援。 

關鍵詞：知識流探勘、知識分享、文件推薦、協同
式過濾、序列規則探勘 

Abstract 

Knowledge is a critical resource that organizations use 
to gain and maintain competitive advantages. In the 
constantly changing business environment, 
organizations have to exploit effective and efficient 
methods of preserving, sharing and reusing 
knowledge in order to help knowledge workers find 
task-relevant information. Hence, an important issue 
is how to discover the knowledge flow (KF) of 
workers from their historical work records. The 
objectives are to understand the knowledge workers’ 
task-needs and the ways they reference documents, 
and then provide adaptive knowledge support. The 
research progress of this project includes the 
following. (1) Using data mining and information 
retrieval techniques to discover workers’ knowledge 
flows; (2) Analyzing the information needs and 
referencing behavior of workers, and designing 
knowledge flow-based recommendation methods; (3) 
Empirical evaluations were conducted to demonstrate 
that the proposed methods provide a basis for 
effective knowledge flow discovery and knowledge 
support. 
Keywords: Knowledge Flow Mining, Knowledge 
Sharing, Document Recommendation, Collaborative 
Filtering, Sequential Rule Mining 

1. Background and research objective 

As the most important resource in an organization, 
knowledge can be used to create core competitive 

advantages and achieve commercial success in a 
constantly changing business environment. Hence, 
organizations need to adopt appropriate strategies to 
preserve, share and reuse such a valuable asset, as 
well as to support knowledge workers intelligently 
[10]. Knowledge and expertise are generally codified 
in textual documents, e.g., papers, manuals and 
reports, and preserved in a knowledge database. This 
codified knowledge is then circulated in an 
organization to support workers engaged in 
management and operational activities. Because most 
of these activities are knowledge-intensive tasks, 
knowledge management plays a key role in 
preserving and sharing organizational knowledge. 
Consequently, the effectiveness of knowledge 
management depends on providing task-relevant 
documents to meet the information needs of 
knowledge workers. 

In such task-based business environments, 
knowledge management systems (KMS) can facilitate 
the preservation, reuse and sharing of knowledge, e.g. 
KnowMore system [1] and K-support system [9]. 
However, previous research on task-based knowledge 
support did not analyze and utilize the flow of 
knowledge among various types of codified 
knowledge (documents) to provide effective 
recommendations about task-relevant documents.  

Knowledge flow (KF) research focuses on how KF 
can transmit, share, and accumulate knowledge when 
it passes from one team member/process to another. 
In a workflow situation, work knowledge may flow 
among workers in an organization, while process 
knowledge may flow among various tasks [16]. Thus, 
KF reflects the level of knowledge cooperation 
between workers or processes and influences the 
effectiveness of teamwork/workflow. However, to the 
best of our knowledge, there is no systematic method 
that can flexibly identify KF in order to understand 
the information needs of workers. Furthermore, 
conventional KF approaches do not analyze 
knowledge flow from the perspective of information 
needs and recommend relevant documents based on 
the discovered KF. 

In this work, we propose two KF-based 
recommendation methods for recommending 
task-related codified knowledge. To adaptively 
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provide relevant knowledge, collaborative filtering 
(CF), the most frequently used method, predicts a 
target worker’s preference(s) based on the opinions of 
similar workers. However, the target worker’s 
referencing behavior may change over the period of 
the task’s execution, because his/her information 
needs may vary. Traditional CF methods only 
consider workers’ preferences for codified knowledge. 
They neglect the effect of the time factor, i.e., 
workers’ referencing behavior for knowledge. To 
overcome this limitation, we propose a KF-based 
sequential rule recommendation method (KSR) that 
recommends codified knowledge by utilizing the 
KF-based sequential rules. However, the method is 
based on the target worker’s referencing behavior 
without considering the opinions of his/her neighbors 
who may have similar preference for documents. 
Therefore, to take advantage of the merits of typical 
CF and KSR methods, we propose hybrid 
recommendation methods that combine CF and KSR 
methods to enhance the quality of document 
recommendation. Such hybrid methods not only 
consider a workers’ preferences for codified 
knowledge, but also their knowledge referencing 
behavior in order to predict topics of interest and 
recommend task-related knowledge. 

2. Related work 

2.1. Knowledge flow 

To generate ideas and solve problems, humans 
create knowledge that is both abstract and dynamic. 
Such knowledge can then flow among people and 
processes to facilitate knowledge sharing and reuse. 
The concept of knowledge flow has been applied in 
various domains, e.g., scientific research, teamwork, 
industry, and organizations [4, 12, 15]. To improve the 
efficiency of teamwork, Zhuge [17] proposed a 
pattern-based approach that combines codification 
and personalization strategies to design an effective 
knowledge flow network and develop strategies for 
managing knowledge.  

2.2. Information retrieval and task-based 
knowledge support 

Information retrieval (IR) deals with the 
representation, organization, and storage of 
knowledge, and facilitates access to, information 
items [5]. In the IR domain, the vector space model 
[13] is typically used to represent documents as 
vectors of index terms, where the weights of the terms 
are measured by the tf-idf approach. The tf-idf weight 
is then used to estimate the importance of a term in a 
document stored in the corpus. Information filtering 
with a similarity-based approach is often used to 
locate knowledge items relevant to the task-at-hand. 
The discriminating terms of a task are usually 

extracted from a knowledge item/task to form a task 
profile, which is used to model a worker’s 
information needs [9].   

2.3. Rule-based recommendation 

Association rule mining [2] is a widely used data 
mining technique that generates recommendations in 
recommender systems. An association rule describes 
the relationships between items, such as products, 
documents, or movies, based on patterns of 
co-occurrence across transactions. The Apriori 
algorithm is usually employed to identify association 
rules in transactions. The discovered rules should 
satisfy two user-defined requirements: minimum 
support and minimum confidence.  

Cho et al. [8] proposed a sequential rule-based 
recommendation method that considers the evolution 
of customers’ purchase sequences. The method 
applies sequential rules to keep track of customers’ 
preferences. A sequential rule is expressed in the form 
CT-l+1, …, CT-1 => CT, where CT represents the 
customers’ purchase behavior in period T. If a target 
customer’s purchase behavior prior to period T was 
similar to the conditional part of the rule, then CT is 
used to recommend products to the target customer. 

2.4. Collaborative filtering recommendation 

Collaborative filtering (CF), the most successful 
recommendation approach developed thus far, is used 
in many applications. CF is based on the concept that 
if like-minded users like an item, then the target user 
will probably like it as well [6]. The CF approach 
involves two steps: neighborhood formation and 
prediction. The neighborhood of a target user is 
selected according to user similarity, which is 
computed by Pearson’s correlation or the cosine 
measure. Either the k-NN (nearest neighbor) approach 
or a threshold-based approach is used to choose n 
users that are most similar to the target user. Here, we 
use the k-NN approach. In the prediction step, the 
predicted rating is calculated from the aggregated 
weights of the selected k nearest neighbors’ ratings. 

3. Recommendation process based on 
knowledge flow model 

Our methods consist of two phases, a knowledge 
flow mining phase and a KF-based recommendation 
phase. The first phase identifies the worker’s 
knowledge flow from the large amount of knowledge 
in the worker’s log data. Then, the second phase 
recommends codified knowledge to the target worker 
by using the proposed recommendation methods.  

In the knowledge flow mining phase, KFs are 
identified from the task requirements and the 
referencing behavior of workers recorded in their logs. 
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As tasks are performed at various times, each 
knowledge worker requires different kinds of 
knowledge to achieve a goal or complete a task. The 
phase involves three steps: document profiling, 
document clustering, and knowledge flow mining. 

To enhance the quality of recommendations, we 
propose hybrid recommendation methods that 
combine a KF-based sequential rule (KSR) method 
with collaborative filtering (CF). The KSR method is 
regarded as the core process of the proposed hybrid 
methods. In the KSR method, workers with similar 
KFs to that of the target worker are deemed neighbors 
of the target worker and their knowledge referencing 
behavior patterns are identified by a sequential rule 
mining method. Based on the discovered sequential 
rules and the KFs of the neighbors, relevant topics and 
codified knowledge are recommended to the target 
worker to support the task-at-hand. Moreover, by 
considering workers’ preferences for codified 
knowledge, the CF method makes recommendations 
to the target worker based on the opinions of similar 
workers. Two approaches are used to find similar 
workers to the target worker. The 
preference-similarity-based CF method (PCF) chooses 
workers with similar preferences, while the 
KF-similarity-based CF method (KCF) chooses 
workers with similar KFs. To adaptively and 
proactively recommend codified knowledge, we 
consider workers’ referencing behavior as well as their 
preferences for codified knowledge. Therefore, two 
hybrid recommendation methods are used in the 
KF-based recommendation phase: 1) a hybrid of PCF 
and KSR (PCF-KSR), and 2) a hybrid of KCF and 
KSR (KCF-KSR). Further details are given in Section 
5. Through the hybrid recommendation methods, the 
top-N documents with highest predicted ratings are 
recommended to the target worker.  

4. Knowledge flow model 

A worker’s KF is identified by analyzing a 
worker’s knowledge referencing behavior from 
his/her historical work logs, which contain 
information about previously executed tasks, 
task-related documents and when the documents were 
accessed. Formally, we define knowledge flow as 
follows. 

Definition 1 Knowledge Flow (KF): Let a worker’s 
personal knowledge flow be KFloww={TKFw, CKFw}, 
where TKFw is the topic-level KF of the worker w for 
a task, and CKFw is his/her codified-level KF for the 
task.  

Definition 2. Codified-Level KF: A codified-level 
KF is a time-ordered sequence arranged according to 
the access time of the documents it contains. Thus, it 
is defined as ><= ft

w
tt

w dddCKF ,,, 2
w,

1
w L  and 

fttt <<< L21
 where jt

wd denotes the document that 

the worker w accessed at time tj for a specific task. 
Each document can be represented by a document 
profile, which is as an n-dimensional vector 
containing several terms that indicate the key content 
of the document. 

Definition 3. Topic-Level KF: The topic-level KF is 
a time-ordered topic sequence derived by mapping 
documents in the codified-level KF into the 
corresponding topics. Thus, the topic-level KF is 
defined as ><= ft

w
t

w
t

ww TPTPTP TKF ,,, 21 L , fttt <<< L21  , 
where jt

wTP denotes the corresponding topic of the 
document that worker w accessed at time tj for a 
specific task. Each topic can be represented by a topic 
profile, which is an n-dimensional vector containing 
terms that indicate the key content of the topic. 

The codified-level KF is extracted from the 
documents recorded in the worker’s work log. The 
topic-level KF is derived by mapping documents in 
the codified-level KF into corresponding clusters and 
is represented by a topic sequence. In the previous 
step, documents with similar content were grouped 
into clusters. We use the result of document clustering  
[5] to map the documents in the codified-level KF 
into topics (clusters) to compile the topic-level KF.  

5. KF-based recommendation phase 

The KF-based recommendation phase consists of 
two hybrid recommendation methods: 1) PCF and 
KSR (PCF-KSR), and 2) KCF and KSR (KCF-KSR). 
To adaptively recommend documents, both the 
traditional CF method and the KCF method select 
neighbors based on the similarity of preferences 
(document ratings). The two methods differ in the 
way they compute the similarity between workers’ 
preferences to select the target worker’s neighbors. 
The PCF method (traditional CF) uses preference 
ratings to compute the similarity, while the KCF 
method uses workers’ KFs to derive the similarity. 
However, workers’ referencing behavior may change 
over time, because their information needs may vary. 
These two methods do not consider the neighbors’ 
referencing behavior. Thus, to recommend topics of 
the codified knowledge, we propose a KF-based 
sequential rule recommendation (KSR) method, 
which traces workers’ knowledge referencing 
behavior by using the KF-based sequential rules. 
However, the opinions of the target worker’s 
neighbors who have similar preference on the codified 
knowledge are not considered. To take advantage of 
the merits of the KSR, CF and KF methods, we 
propose two types of hybrid recommendation methods, 
namely PCF-KSR and KCF-KSR, to improve the 
quality of document recommendations.  

5.1. Identifying similar workers based on their 
knowledge flows 
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To find a target worker’s neighbors, his/her 
topic-level KF is compared with those of other 
workers to compute the similarity of their KFs. The 
resulting similarity measure indicates whether two 
workers’ KF referencing behavior is similar. Since the 
KFs are sequences, the sequence alignment method [7, 
11], which computes the cost of aligning one 
sequence with another sequence, can be used to 
measure the similarity of two sequences. Based on 
this concept, we propose a hybrid similarity measure, 
comprised of the KF alignment similarity and the 
aggregated profile similarity, to evaluate the similarity 
of two workers’ KFs, as shown in Eq. 1. 

),()1(),(),( jiPjiaji APAPsimTKFTKFsimTKFTKFsim ×−+×= αα (1)

where sima(TKFi, TKFj) represents the KF alignment 
similarity, simp(APi, APj) represents the aggregated 
profile similarity, and α is a parameter used to adjust 
the relative importance of these two types of similarity. 
By linearly combing these two similarities, we can 
balance the tradeoff between KF alignment and the 
aggregated profile.  

5.2. KF-based sequential rule recommendation 
method 

The KF-based sequential rule recommendation 
method (KSR) considers the referencing behavior of 
neighbors whose KFs are very similar before time T, 
and then recommends documents at time T for the 
target worker. To determine the similarity of various 
topic-level KFs, the target worker’s KF is compared 
with those of other workers by measuring their KF 
similarity, as discussed in Section 5.1. Workers with 
similar KFs to that of the target worker are regarded 
as the latter’s neighbors and their topic-level KFs are 
used to predict the knowledge referencing behavior of 
the target worker by applying sequential rule mining 
techniques. Then, the discovered sequential rules with 
high degrees of rule matching are selected to 
recommend topics at time T.  

Mining knowledge referencing behavior 

The knowledge referencing behavior and 
information needs of knowledge workers may change 
over time. Based on the similarities mentioned in the 
previous sub-section, knowledge workers with similar 
referencing behavior (high similarities) are grouped 
together and regarded as neighbors of the target 
worker. Using the topic-level KF of each group 
member, we modify the association rule mining 
method [2] and sequential pattern mining method [3] 
to discover topic-level sequential rules from the 
neighbors’ KFs. The extracted rules can be used to 
keep track of the referenced topics and the 
relationships among workers with similar referencing 
behavior. Let Ry be an sequential rule, as defined in 
Eq. 2. 

Ry: ry,T-l,…, ry,T-1 => ry,T  (Supporty, Confidencey) 
where ry,T-s∈TKF; s=0 to l (2)

The conditional part of the sequential rule is 
<ry,T-l,…,ry,T-1>, and the consequent part is ry, T. The 
items that appear in the rules are topics extracted from 
the neighbors’ topic-level KFs (TKF). The support 
and confidence values, Supporty and Confidencey, are 
used to evaluate the importance of rule Ry. We use the 
support and confidence scores to measure the degree 
of match between the referencing behavior and the 
conditional part of a rule for a target worker. Note that 
if the knowledge referencing behavior of the target 
worker is similar to the conditional part of Ry, then the 
topic predicted for him/her at T will be ry,T.  

Identifying the knowledge referencing behavior of 
the target worker 

This step identifies the target worker’s knowledge 
referencing behavior by matching his/her KF with the 
sequential rules discovered in the previous step. 
Specifically, the rules are matched with the topic-level 
KF of the target worker to predict the topics required 
at time T. We set a knowledge window on the KF 
before time T. The size of the window is determined 
by the user. Let >=< −+−− 11 ,, T

u
sT

u
sT

uu TPTPTPKW L  be the 
knowledge window for the topic-level KF of a target 
worker u before time T. Note that sT

uTP − is the topic 
referenced by u at time T-s, s=1…l. The knowledge 
window KWu covers several topics previously 
referenced by the target worker and arranged in time 
order. Given the similarity matching scores of all 
topic subsequences extracted from a sequential rule, 
we choose the subsequence with the highest score to 
compute the matching degree of the rule. 

Document recommendation 

The KSR method predicts a document rating based 
on sequential rules derived from the KFs of a target 
worker’s neighbors. Let KNBu be a set of neighbors of 
target worker u, selected according to the KF 
similarity (using Eq. 1). The sequential rules derived 
from KNBu with high degrees of rule matching are 
selected to recommend topics for the target worker at 
time T. However, the referencing behavior of some 
workers in KNBu does not match the selected 
sequential rules. Therefore, we apply the sequential 
rule matching method discussed in Section 5.2 to 
compare the KFs of workers in KNBu with the 
selected sequential rules. Let KNBRu denote the 
neighbors in KNBu whose KFs are highly similar to 
that of the target worker and whose referencing 
behavior matches the selected sequential rules.  

Let RTS be set of recommended topics derived from 
the consequent part of recommended sequential rules, 
and let τ be the topic of a document d. Based on the 
KF in KNBRu, the predicted rating of a document d 
belonging to topic τ for the target worker u is 
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calculated by Eq. 3: 
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where 
τ,uR /

τ,yR is the topic rating of the target 
worker u/worker y, derived from the worker’s average 
rating of documents in topic τ; Ry,d,τ is the rating of 
document d belonging to topic τ and is given by 
worker y; and |KNBRu| is the number of workers in 
KNBRu. If the target worker u does not rate any 
documents in τ, then 

τ,uR is replaced by the average 
rating of his/her complete documents. Note that if τ 
(the topic of document d) ∉RTS, the predicted rating 
of the document d will be 0. 

The KSR method only predicts ratings for 
documents that belong to the recommended topics; 
other documents are rated as 0. Unlike traditional 
recommendation methods, KSR recommends 
documents to the target worker according to the 
selected sequential rules and the document ratings.  

5.3. The hybrid PCF -KSR method  

The hybrid PCF-KSR recommendation method 
linearly combines the preference-similarity-based CF 
method (PCF) with the KSR method to recommend 
documents for a target worker. The PCF method is the 
traditional CF method that makes recommendations 
according to workers’ preferences for codified 
knowledge. To recommend a document, the neighbors 
of a target worker are selected based on the 
similarities of the workers’ preference ratings. 
Pearson’s correlation coefficient is used to find 
similar workers based on the document rating vectors. 
Then, PCF-KSR predicts the rating of a document by 
linearly combining the predicted ratings calculated by 
the two methods. Because a worker’s knowledge flow 
may change over time, the hybrid method considers 
the worker’s preference for documents as well as 
topic changes in the worker’s KF to make 
recommendations adaptively.  

The predicted rating of a document d is derived by 
combining the PCF method with the KSR method, as 
defined in Eq. 4: 
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where uR /
xR is the average rating given by the 

target worker u / worker x for documents; PSim(u, x) 
is the similarity between the target worker a and a 
neighbor worker x, derived from Pearson’s correlation 
coefficient; PNBu is the set of neighbors of target 
worker u, selected by PSim(u, x); Rx,d is the rating of 
document d given by worker x; KSRu,d is the predicted 

rating for document d based on the KSR method; and 
βPCF-KSR is the weighting used to adjust the relative 
importance of the PCF method and KSR method.  

According to Eq. 4, a document in a recommended 
topic has a higher priority for recommendation than 
those documents that are not in the recommended 
topics, since the predicted ratings of those documents 
derived by the KSR method will be zero. Documents 
with high predicted ratings are used to compile a 
recommendation list, after which the top-N 
documents are recommended to the target worker. 

5.4. The hybrid KCF-KSR method 

The hybrid KCF-KSR method linearly combines the 
KF-similarity-based CF method (KCF) with the KSR 
method to recommend documents to the target worker. 
The KCF method is very similar to PCF method (the 
traditional CF method), because it uses the KF 
similarity instead of Pearson’s correlation coefficient 
to derive the similarity and select neighbors. The KCF 
method is based on the referencing behavior of 
neighbors with similar KFs, while the PCF method is 
based on the Pearson correlation coefficients to select 
neighbors with similar preferences. Like the 
PCF-KSR method, the predicted rating of a document 
is also derived by integrating two parts of the ratings. 
One part is obtained by the KCF method, while the 
other is obtained by the KSR method described in 
Section 5.2.  

The KCF-KSR method predicts a document rating 
by using Eq. 5, and then determines which documents 
should be recommended.  
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where uR /
xR is the average rating of documents 

given by the target worker u / worker x; Rx,d is the 
rating of a document d given by worker x; 

uTKF /
xTKF  

is the topic-level KF of the target worker u / worker x; 
),( xu TKFTKFsim is the KF similarity of worker u and 

worker x, which is derived by Eq. 1; KNBu is the set 
of neighbors of the target worker u, selected according 
to their KF similarity; KSRu,d is the predicted rating of 
document d based on the KSR method; and βKCF-KSR is 
the relative weighting used to adjust the importance of 
the KCF method and the KSR method.  

6. Experiment evaluations 

In the experiments, we evaluate and compare the 
performance of three document recommendation 
methods, namely the hybrid PCF-KSR method, the 
hybrid KCF-KSR method, and the traditional CF 
method. We use the Mean Absolute Error (MAE), 
which is widely used in recommender systems, to 
evaluate the recommendation quality of our proposed 
methods. MAE measures the average absolute 
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deviation between a predicted rating and user’s true 
rating [14]. 

The experiment results show that the proposed 
methods improve the quality of document 
recommendation and outperform the traditional CF 
method. Additionally, using KF mining and sequential 
rule mining techniques can increase the accuracy of 
recommendations. The KF-based recommendation 
methods provide knowledge support adaptively based 
on the referencing behavior of workers with similar 
KFs, and also facilitate knowledge sharing among 
such workers.  

7. Conclusions 

The proposed methods integrate the concepts and 
methods of knowledge management, document 
management, information retrieval, and collaborative 
filtering to identify knowledge workers’ KFs from the 
perspective of their information needs. KF reduces 
the difficulties that knowledge workers experience 
when performing unfamiliar tasks, helps other 
workers function more efficiently, and enhances 
knowledge sharing and reuse. In organizations, KF 
facilitates knowledge management by recognizing the 
information needs and referencing behavior of 
knowledge workers, and by providing knowledge 
support proactively and adaptively. The proposed 
methods can contribute to both academic research and 
practical knowledge management applications. 
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