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Signal processing in baseband processor designs plays a key role in wireless communication
system designs—in not only improving overall system transmission performance, but also
providing the capability of multi-mode and multi-standard for cost-effective system realization.
To reach better performance indices in terms of low-cost and low-power, it is necessary to
investigate system design methodologies, covering in-depth exploration of algorithms of key
modules and exploitation of unique features/behaviors of a complete system. As a result, a more
competitive solution can be delivered. In this year (2009/8~2010/7), we have concentrated on the
key modules (LDPC decoder and BCH decoder) of the main-stream OFDM wireless
communication systems. The first issue is the high-speed solution for LDPC decoder. The second
issue is the low-cost solution for soft BCH decoder. In the end, these design techniques and key
modules will be integrated on a design platform, together with synchronization modules, to come

up with a multi-mode, multi-standard, and low-power baseband processor.

Keywords
Baseband Processor, Multi-mode, Multi-Standard, Low-Cost, Low-Power, LDPC Decoder, BCH

Decoder
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A. A 11.5-Gbps LDPC Decoder Based on CP-PEG Code Construction

Low-density parity-check (LDPC) code is a famous error control code with near Shannon
limit performance [A-1] and can be described by its parity-check matrix H. The message
exchanging order between nodes is called scheduling, which will influence the convergence
speed of the decoding algorithm. In standard BP algorithm, simultaneous update of all check
node messages or variable node messages is named as flooding scheduling. Alternatively, the
layered BP algorithm [A-3] performing message update along different check node groups is a
method of check-node-centric sequential scheduling (CSS). Researchers have revealed that CSS
could reduce maximum iteration to approximate half of the standard BP with similar
performance.

Recently, LDPC codes adopted in high-throughput systems have high code-rate property to
increase channel efficiency. However, the introduced large check node degree dc will cause
implementation full of difficulties. Even though the CSS could reduce the iteration number, the
throughput is still degraded due to long critical path of check node unit (CNU).

In this project, the proposed decoder aims at providing a high-throughput and
hardware-efficient solution to the high code-rate LDPC with large check node degrees. In order
to reduce the iteration number, the decoding scheduling is based on the variable-node-centric
sequential scheduling (VSS; also known as shuffled decoding [A-6]), where the messages are
updated along different variable node groups. Since the inputs of CNU operation are also divided
into several subgroups, the complexity and critical path delay of CNU are reduced. Furthermore,
single pipelined approach and modified CNU are proposed to minimize the message storage
memory. Using a(2048,1920) LDPC code constructed by circulant permutation progressive
edge-growth (CP-PEG) algorithm [A-7] as a design example, the overall decoder chip
implemented in 90nmtechnology will show its advantages in terms of throughput, energy

efficiency, and hardware efficiency.



B. An Improved Soft BCH Decoder with One Extra Error Compensation

The Bose-Chaudhuri-Hocquenghen (BCH) [B-1] codes are popular in storage and
communication systems, such as flash device, DMB-T [B-2] and DVB-S2 [B-3] broadcasting
systems. Recently, soft decoding of BCH codes has aroused many research interests. Forney
developed the generalized-minimum-distance (GMD) [B-4] to generate a list of candidate
codewords and choose a most likely codeword from the list. Other algorithms with similar
concept, such as Chase [B-5] and SEW [B-6], are also widely used in many applications.
Moreover, Therattil and Thangaraj provided a sub-optimum MAP BCH decoding method with
Hamming SISO decoder in 2005 [B-7].

In general, the complexity of a soft BCH decoder is much higher than a hard BCH decoder
for decoding an entire codeword. Nevertheless, soft BCH decoders with lower complexity can be
revealed by focusing on the least reliable bits instead of the whole codeword. A soft BCH
decoding algorithm using error magnitudes to deal with the least reliable bits was developed in
1997 [B-8]. However, Fig. 1 shows that there is about 0.25 db performance loss at BER = 10~ in
AWGN channel as compared to hard decision BCH decoder for BCH (255,239) code. For the
existing soft decision algorithms, the soft BCH decoder provides either better error correcting
performance or lower hardware complexity than a traditional hard BCH decoder. In this project, a
soft BCH decoder which has similar concept as [B-8] and enhances the correcting performance
by compensating one extra error while maintaining the low hardware complexity is presented.

10° ! ! ' !

©HARD BCH (255,239)
&SOFT BCH (255,239) [8]

-2

10 7}

BER

10

3 4
Eb/No(db)

Figl. Simulation Result for BCH (255,239)
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A. A 11.5-Gbps LDPC Decoder Based on CP-PEG Code Construction

1. CODE STRUCTURE AND DECODING ALGORITHM
I. CP-PEG LDPC Code Construction
The (2048, 1920) irregular LDPC code, rate-15/6, used in this project was constructed by

CP-PEG algorithm and shown in Fig. 2(a). The constructed parity-check matrix H consists of p*p
circulant permutation (CP) and all-zero matrices. A CP matrix is a cyclic square matrix with
constant row and column weight of one. The number of each CP matrix indicates the cyclic shift
amount and -1 means all zero matrixes. By setting p=32, there are 4*p check nodes and 64*p
variable nodes in bipartite graph, where each check node has uniform degree 46, and 16*p, 24*p,
24%*p variable nodes have degrees of 4, 3, 2 respectively. The performance of this code was
proven to have better performance than other PEG-based LDPC codes [A-7]; nevertheless, the
high check node degree required suitable decoder architecture to overcome implementation

difficulties.
1. Variable-node centric Sequential Scheduling

In VSS approach, the initialization, stopping criterion test, and output steps remain the same
as the standard BP algorithm. The only difference between two algorithms lies in the updating
procedure. The normalized min-sum (NMS) algorithm which compensates the approximation
error in check node In VSS approach, the initialization, stopping criterion test, and output steps
remain the same as the standard BP algorithm. The only difference between two algorithms lies
in the updating procedure. The normalized min-sum (NMS) algorithm which compensates the
approximation error in check node is shown and described in the next page.

In this work, the codeword is divided into G=4 groups, therefore the parity-check matrix H is
divided into 4 sub-matrices (H1 to H4). As shown in Fig. 2(b), each sub-matrix consists of equal
number of variable nodes with the same degree to reduce the hardware cost of variable node unit
(VNU). Moreover, the sub-matrices with the same shift amounts (shaded blue CP matrices) are

arranged in the same position thus the routing and control could be further simplified.



L0) _

1T

1) Initialization:
o

following two steps.

=P,,
) Iterative Decoding: For 0 < ¢ < G — 1, perform the

a) Check node to variable node update step, for g- Ng <
n<(g+1) - Ng—1and each m € M(n), process

SURES H .S-zign.(zf;;,) X H .sign..(zf;n}))
n'eN(m)\n n'eN(m)\n
n'<g Ng—1 n'>g-Na
X min min { 28 } ,  min { 21 } x 3
n'€N(m)\n n'e€N(m)\n
n'<g-Ng—1 n'>g-Ng

(1
b) variable node to check node update step, for g- Ng <
n<(g+1) Ng— 1, process

() _Gi-1)

I == Pn + z = ?n!n (2)
m'eM(n)\m
) _(i—1
"-r(:J - Rl + Z C”E}:Ln ) (3)

méeM(n)

3) Hard Decision: Let X, be the n-th bit of decoded
codeword. If ;:,,(fJ >0, X,, =0, else if ;:T(f) <0, X,=1

L] L) []
L] L] ]

Hl : H2 { H3 i 4
3131 31 31|31 L]0 83031 [31]-1 43131 [#]31]1 'p*
16]29 -1 -136 |27 22131820121 10§16 3 |- 14] -1 4
28119 -1 -1416] 7 -1 -1411] 89 -1 131430 4 -110 P
111 16 2301 [ | -1 -1626(22]-::|27|-143 |12 -1131 *

2 X X

- G64p -
{a) Original matrix

L L] » L]

- Deg—1 dmt  Deg=3 =+  Deg=2 e

ST[SL[3L[5L| 1[I [31[17[31 31|31 [ [BL[-L[31] 0} 4

Hi1 1612013 35 [T5 (T[T [ST{34[ 18] T[T [Tr[31[-1[.1},

38 (1020|1431 4 [ 1 [ 1| 1|26[ 12301 [16]-1[-1} "

T[T 7 [29] 11 [10[30 13|15 1|1 [16]-1|-1[16[D}¥
ST[3L[3L]5L| 1] -L[12]31[31]26[31 1 [31]-L[31] 0

H? B [27[29[15] 25|30 1|23 26[31] 1 e[ [22 51
I S R B B R A B A A
331 [ 2 [39[17]28 1 [ 9[9[ 1|1 15T [21[-1]1
ST[3L[3L3L] T [17] 6 [31]31] 71 3L]-L[31] 1
H3 2921 7 (203t 113 [ 9 [16]31 2[31]-1]0
1100 [31] 63 3115 [3t]-1[30]1[28[-1[31
36 [22[TT[ 24|26 310 [ 4 [1][-T[11]20 1271
31[31[31]31]-1]31[28[20]31[31] 1 311 [31]1
H415339119-1.1312313:.13.1'_-4.1
302 21|27 3L 8 [31]-1[20] 3 [T [30][ T [31]-L]0
3120 e a7 2 [ 7 [1]1]9 3t 22[1 3t
-———— 16p —_

(b) Permuted and divided into four groups

Fig2. Parity-Check Matrix 0f(2048,1920) LDPC Code



2. PROPOSED DECODER ARCHITECTURE

In this section, the complete decoder architecture will be presented, including data path,

scheduling, and VLSI structure of CNU and modified CNU.

I.  Single Pipelined Architecture
The entire decoder depicted in Fig. 3(a) is composed of fully-parallel CNUs and

partial-parallel VNUs, where the VNU2, VNU3, and VNU4 will handle variable node operations

0
with degree 2, 3, and 4 respectively. Let % denote the sorted messages sent from variable nodes

in the g-th group to one specific check node at i-th iteration, which is:

| (4)

a min { | 20
= o~ !
g n'€N(m)\n e
g-No<n'<(g+1)-Ng—1

Then the magnitude part of check node to variable node message in (1) could be computed

by the following equation:

~(7)

“mn

= min {{(_1-5-”} .(_1-5;). {(1-;,5_])} } (5)
T Ji<g k>g

Fig. 3(b) demonstrates the timing diagram of proposed decoder. There are G initialization

0
cycles required to calculate % for 0 < g <G — 1. Since only one subgroup of the message

(M
Zm s updated in g-th cycle of one iteration, the main operation of CNU could be simplified to

(i)
calculate %o (local sorting) in each cycle and then perform global sorting like equation (5).

() (i)
From the propose single pipelined architecture, only messages % and ®m are stored. The

sorted results could be represented by min value, second min value, and the index of min value in

NMS algorithm. Therefore, the proposed decoder only latches two values, one index, and sign

O]
part of messages in each subgroup, while the variable node to check node message Zm s

on-the-fly calculated. The single pipelined architecture is feasible because the CNU could be

updated immediately after VNU’s operations in VSS approach.
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Fig3. Proposed Architecture and Scheduling

Il. Modified CUN

The operation of check node to variable node update could be divided into magnitude part
and sign part. Fig. 4(a) illustrates the magnitude part of CNU, which is an accumulative sorter
composed of a local sorter and a global sorter. The local sorter is used to find the local min and
second min values in each subgroups, and global min and second min values of a check node will
be found by a global sorter. Similarly, the sign operation can be computed in an accumulative
way like the accumulative sorter.

For our proposed CP-PEG LDPC codes with dc = 46, The VSS approach with G = 4 could
divide 46 inputs of the sorter into only 12 inputs. More subgroup number G will result in fewer
inputs of sorter, but increase the storage for min, second min, and index values of each subgroup.

In order to further reduce the storage overhead of each subgroup, we propose a reduced storage



accumulative sorter as shown in Fig. 4(b). The basic idea is to simplify the local min and local
second min from G — 1 subgroups into one group. Some extra control circuits are needed to
open or close the feedback loop in Fig. 4(b). This sorter architecture is beneficial since the
complexity reduction of storage registers and global sorters is higher than the overhead of control

circuits. Section IV will show the performance of this modified CNU is similar to original CNU.

I11. Summary

(i) (i)
In traditional two-stage pipelined architecture, both Zm and Emn messages are kept in

registers or memory. Assume the bit-width of messages is w (= 6) and variable node degree is dv,

then the required memory size (or registers) is as follows:
MEMvyu + MEMconu

= (Z dv) - w +

(N — K) - (Min+ 2ndMin + Index + Sign)
= O _dv)-w+ (N -K)-(2-(w—1)+logy[dc] + dc)
= 5H888.6+ 128 (2-5+ log,[46] + 46) = 43264  (6)
For the proposed single pipelined decoder and modified CNU in Fig.4 (b), the memory size

is reduced to

MEMconu
= (N-K)-

(2 (Min+ 2ndMin + Index + 2ndIndex) + Sign)
= (N=-K)-(4-(w—1)+4-logy[dc] + dc)
= 128-(4-5+4-log,[46] + 46) = 11520 (7)

Therefore the overall register reduction of proposed architecture is 73%, leading to the
following advantages: fewer registers, higher utilization of fuctional units, and reduced
complexity. Since high-rate LDPC codes usually have more VNUs than CNUs (in our case: 512
VNUs and 128 CNUs), the elimination of registers from VNU to CNU not only reduces hardware

cost but also lowers power consumption of clock tree.
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3. PERFORMANCE AND IMPLEMENTATION RESULTS

Under AWGN channel with BPSK modulation, the performance curves are simulated to
determine the required bit-width and maximum iteration number. The simulation parameters of
proposed algorithm are 6-bit input quantization (5-bit integer and 1-bit decimal fraction), scaling
factor 0.75 for NMS algorithm, and 4 or 5 iterations. In Fig. 5, the bit-error rate (BER) curves
indicate that 4 iterations for the proposed algorithm are sufficient to achieve similar performance
of standard BP algorithm with 7 iterations. Furthermore, in the aspect of almost the same
code-rate and better error-correcting capability, our CP-PEG LDPC codes outperforms 1.2 dB
better than the (255, 239) RS code at BER=10", which reveals the potential of CP-PEG LDPC
codes for storage applications and fiber optical communication systems. The overall SNR loss
between this work and Shannon limit is only 1.6dB. The proposed LDPC decoder is implemented
by standard-cell design flow and fabricated in 90-nm 1P9M CMOS technology. The core
occupied 3.84 mm?2 of area with 68% utilization. The die photo is shown in Fig. 6, where the
distribution of CNUs and VNUs is auto-determined by APR tool. Since required decoding cycles
of one LDPC codeword are 4 initialization cycles plus 4 iterations, the throughput is

(1920bit/20cycles)xfrequency. Fig. 7 shows the measured maximum throughput and power



dissipation under different SNR conditions and supply voltages. The measurement result
indicates that the test chip with FF corner can achieve 11.5 Gbps throughput under 1.4V supply
voltage. The throughput could be scaled down to 5.77Gbps with 0.8V supply voltage to meet the
throughput requirement of IEEE 802.15.3¢ standard and the energy efficiency will be 0.033 nJ/bit.
Compared with the state-of-the-art in Table I, the proposed LDPC decoder outperforms others in
the aspects of throughput, hardware efficiency, and power efficiency. Since the LDPC code
specifications of these designs are different, the SNR loss between each work to their Shannon

limit is also listed for reference.

BPSK: AWGN Channel; (2048,1920) LDPC Codes
! I — (255, 239) BS Code
= — Shannon Limit of
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Fig5. Performance

4. CONCLUSION

A high-throughput and power-efficient LDPC decoder is presented. Utilizing the
characteristic of variable-node-centric sequential scheduling, the proposed decoding algorithm
could reduce the maximum iteration number without performance loss. In addition, the single
pipelined architecture and modified CNU can save 73% message storage memory and decrease
the sorter size, resulting in a low-complexity design. After implementation in 90nm technology,
the test chip occupies 3.84 mm” of area and supports maximum 11.5 Gbps data rate under 1.4V

supply voltage.
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Tablel. Comparison with the State-of-The-Art

This work CICCO7 [S] | SOVCOT [9]
Process 90-nm 0.13-ppm 0.13-p0m
Code Spec (2048, 1920) (660,480) Wimax
Code Rate 0.9375 0.73 0.5
Core Area 3.84 mm= 1.3 mm= 4.45 mm*
Gate Count 708K 690k 420Kk
Iteration 4 15 2-8
Input Quantization 6 bhits 4 bits & bits
Clock Frequency 1200 MHz 300 MHz 83.3 MHz
Max. Throughput 11.5 Ghps 2.44 Gbps 222 Mbps
Power 191.2 mW ! 1383 mW = 52 mW
Energy Efficiency 0.033 n/it '] 0.566 nl/bit <] 0.23 nl/bit
Hardware Efficiency * 12.1 33 0.53
SNE loss to
Shannon limit 4 1.6 dB 2.8 dB 29 dB

U'when frequency is scaled to 5.77 Gbps throughput with 0.8V supply
voltage where BER=10—%

> when Eyp, /Ng=5.5dB indicating BER< 10—3

3 Throughput/Gate count (Mbps/K-gate)

* when BER=10—°



B. An Improved Soft BCH Decoder with One Extra Error Compensation
1. PROPOSED COMPENSATION SOFT BCH DECODING

The proposed soft BCH decoder shown in Fig. 8 includes three major steps: syndrome
calculator, error locator evaluator, and compensation error magnitude solver. From the received

polynomial R(x), the syndrome polynomial S(x) = S1 + S2x1 + - - - + S2tx2t—1 is expressed as

v v

S; = R(a’) = Z(t’l‘j)” = Z(.i., )

i=1 i=1 (8)
forj=1,2,---,2t where a is the primitive element over GF(2m). Notice that ei is the i-th

actual error location and Bei = aei indicates the corresponding error locator.

Syndrome [ S(x)

Calculator Compensation
“| Error Magnitude
Error Locator Solver

R(x) > y

Evaluator 69_» C)

FIFO

\

Fig8. Soft Decision BCH Decoding Block Diagram

With soft inputs, error locator evaluator can choose 2t least reliable inputs and evaluate their
corresponding error locators to form the error locator set B = [BI1, BI2, . . ., P12t ]T . Also, the
error location set, L = [11, 12, . . ., I12t]T, can be calculated with B because the error locator of the
li-th location is Bli = ali . The relation between B and the syndrome vector, S = [S1, S2, . . .,

S2t]T, can be formulated as

331 '533 e .";--;(lr-‘}f H.']_ S].
a9 22 . A2 . ~
g2 B2 52 /2 So
2t 22t 32 - <
B -"jil -"35*2 -}f 2¢ 4 L 72t B Sat i
9)
where I' = [y1, v2, . . ., y2t]T is the error magnitude set corresponding to B, and the 2t x 2t

matrix in (9) is defined as f-matrix B. Let A =[0d1, 82, . . ., 02t]T be defined as

A=BxL+25
(10)



From (8) and (9), it is evident that if all the errors are in the error location set, the exact yi
value can be determinated and A will be all zero; otherwise, this decoding approach fails to
correct errors. There are at most 2t error locations can be determined. However, it is very likely
that only one error outside L but the decoder can’t solve any error. To improve the error
correcting ability, we additionally check whether A is a geometrical sequence or not to make a
compensation for an error location outside L. A geometrical sequence A = [Blloss, Blloss2, . . .,
Blloss2t] means an error location loss can be found, where Blloss = alloss . For example, if there
are four errors in Ist, 3rd, Sth and 9th locations for a BCH (255,239) decoder which can correct 2

errors, S is expressed as

By +Bs+08:+08 1%

3 f - .;"_'3% + .;"_':?g + 55
= B34 33+ B3+ Bo”
B+ B3+ B2 + 33

(11)
In the case that the decoder collects B = [B1, B3, B6, f9], and ' =[1, 1, 0, 1], A becomes
G317 B3 B o 1 81+ B3+ Bs + _.."39
A Bt B3 B P Ly Bt + 03 + B2 + B3
== 3 52 o3 g|]o 33 4 53 4+ 52 + 33
gt ptop Bt || 1 G4+ 5% + g4 + g

_th 32 A3 a4
= [0, 85 O5. O5] (12)

Then not only errors at 1-st, 3-rd and 9-th locations but also an error at 5-th location can be
corrected. Therefore, the proposed compensation soft BCH decoder can correct at most 2t+1 error.
The compensation error magnitude solver (CEMS) shown in Fig. 8 is used to solve (9) and (10)
to get I' and A. For those yi equal to 1, the corresponding li and lloss are the exact error locations.
The codeword polynomial C(x) can be obtained by inversing values at error locations in the
received polynomial R(x).

To obtain the yi value in (9), the Gauss Elimination method is the most intuitive way but the
complexity is O(n3). In BCH codes, the valid error magnitude in (9) is either 0 or 1, so the
problem can be formulated into checking all combinations of yi over GF(2) instead of calculating
real error magnitudes. A 2t-bit counter is used to do a heuristic search for all binary combinations.

Since S12=1S2, S22 =84, ..., St2 = S2t in BCH codes, the even part of syndromes check can be



eliminated to simplify (9) as :

= ; - "‘I,l = ~ =
-*'351 8 lo e 51 2t . S1
33 73 23 2 »
-*351 _..352 _let S3
i.-__)?Qt— 1 .."Bgt_l i.-__}Qt—l 12t—1 SQt— |
| 7 o/R P, 1, i i
- T (13)

The complexity can be significantly reduced for only half size matrix, Bodd and Sodd, used
in (13).
Following steps illustrate the details of the efficient Implementation of CEMS.

Input: 5, Spqq and ' = 0

1) Construct the G-matrix Bygq with B
2) Audd = Boaa x L + Sodd
3) if Ayaq 1s a geometrical sequence

Go to 4)
else
if [ ==2%—1
Failed Decoding
else
I=L+1
Go to 2)

4) Find {;,ss with A, gq

Output : [ and Ljyss
By iteratively counting I' value, a heuristic search for all binary combinations can be
completed. At each iteration, the solver can verify whether the geometrical sequence check stands

or not.

2. VLSI ARCHITECTURE FOR THE COMPENSATION SOFT BCH DECODER

I. Error Locator Evaluator

As shown in Fig. 9, error locator evaluator architecture includes the reliability part, the error
locator part and the error location part. The upper part is the reliability part which stores the
reliabilities of 2t least reliable candidates RI1,R12, . . .,RI2t . The medium part is the error locator
part to construct the error locator set B. Because the error locator of the i-th location is ai, the

error locator of (i+1)-th locations is a times the error locator of i-th location. The error locator can



be computed by multiplying a—1 with register REG if the input is serial in from the highest
degree coefficient of R(x).

Thus, the error locator part can use a constant multiplier to calculate the error locator of each
input. Notice that register REG initially contains the error locator of the first input. The bottom
part is the error location part. The decoding method focuses on the least reliable bits instead of
the whole codeword, so the error location part uses a counter to compute the error location li
corresponding to each Rli for serial input. Hence, the Chien search procedure is no longer

required and a lot of redundant decoding latencies can be eliminated.

______________________________________________________
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Fig9. Error Locator Evaluator Architecture for Serial Input

Error locator evaluator classifies the soft inputs to choose 2t least reliable inputs as the
candidate reliabilities RI11,RI2, . . . , RI2t . Their corresponding error locators Pli and error
locations i are also calculated and stored in registers. Error locator evaluator compares the soft
inputs with Rli, and then generates the select signals SELi to control the multiplexers. In the i-th

stage, if the input is smaller than Rli—1 , the i-th stage value is updated with (i-1)-th stage value.



If the input is greater than Rli—1 and smaller than Rli, the i-th stage value is updated with the

input value. Otherwise, the i-th stage holds its current value.

I1. Compensation Error Magnitude Solver (CEMS)

The compensation error magnitude solver (CEMS) in Fig. 10 is employed to evaluate (13)
while given Sodd and B. Totally 2t2 registers are used to store each entry in the Bodd matrix. The
initial value of registers in each row is set as B so that the output of the SQUARE will always be
Bli2 for first t-1 cycles. Iteratively multiplied bypli2, the bottom registers generate pli2j+1 for i =
1 ~2tand j = 0 ~ t-1. Thus, totally only 2t multipliers are used for Bodd calculation. After t-1
cycles, Bodd is constructed and the registers will stop update. Matrix multiplication is evaluated
in the following 22t cycles. By counting I' value, a heuristic search for all binary combinations
can be completed. At each iteration, each Blij value will be calculated with yi, and the solver can
verify whether the geometrical sequence check stands or not. If Aodd is a geometrical sequence,
then o1 x 612 = di+2. CEMS uses t multipliers to check the relation and uses a look up table (LUT)

for looking for lloss from 61.
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Fig10. Compensation Error Magnitude Solver Architecture



I11. Architecture Comparison

The architectures of a hard BCH decoder and the proposed soft BCH decoder are compared
in TABLE II. In finite field operation, the complexity of a multiplier is much higher than a
register. Because of fewer multipliers, the proposed soft BCH decoder with more registers and
additional LUT has similar hardware complexity as the hard BCH decoder with inversionless
Berlekamp-Massey (iBM) algorithm [B-11] Moreover, searching error locations at error locator
evaluator procedure leads to a lot of latency saving. Therefore, the proposed soft BCH decoder
can provide higher throughput with almost the same hardware complexity as compared to the
traditional hard BCH decoder. For example, for BCH (255,239) code, the proposed soft BCH
decoder has 20 registers, 1 LUT and 5 multipliers while the hard BCH decoder has 12 registers
and 9 multipliers. Furthermore, the proposed decoder also has only 53% latency as compared
with traditional hard BCH decoder.

Table II. Comparison Table for A (n, k, t) BCH Code

(n.k.t) (n.k.t) (255,239.2) (255.239.2)
Hard BCH Soft BCH Hard BCH Soft BCH
with iBM Proposed with iBM Proposed
register 5t + 2 2t% + 6t 12 20
multiplier 3t+3 3t—1 9 5
constant _ . a
multiplier 3t t+1 0 i
square 0 2t +1 0 5
LUT 0 1 0 I
n 2.5?.
latency ont2t | MTEF 514 272

3. SIMULATION AND IMPLEMENTATION RESULTS

Simulation and implementation results for our proposed soft BCH decoder are presented in
this section. Fig. 11 shows the performance comparison for 2-error-correcting (255,239) BCH
code under BPSK modulation in AWGN channel. The achieved coding gain is about 0.75dB over
the hard BCH decoder at BER = 10~>. Our proposed decoder can outperform 0.35dB and 0.2dB

coding gain as compared with GMD [B-4] and sub-optimum MAP [B-7] respectively.
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Figl1. Simulation results for BCH (255,239) code

The BCH (255,239) decoder is implemented with hard decision and soft decision methods
and demonstrated in TABLE III. The hard BCH decoder uses iBM algorithm to solve key
equation and needs Chien search to get error locations. Computing error locations without Chien
search, the soft BCH decoder has almost half latency of the hard BCH decoder. Hence, the soft
BCH decoder has much better throughputs than the hard BCH decoder. According to the
post-layout simulations, the soft BCH decoder saves 47.1% clock cycle latency with similar gate
count and operation frequency as compared with the hard BCH decoder in standard CMOS 90nm
technology.

Table III. Summary of Implementation Results

[[ Hard BCH (255,239) (= 2 | Solt BCH (255,239), ( = 2

Technology 90nm 90nm
Architecture 1IBM + Chien Search CEMS w/o Chien Search
Operation 360MHz 360MHz
Frequency (Post Layout) (Post Layout)
Core Area 14400pm= 13225um?
Gate Count 4.38K 4.06K

Latency 514 272
Throughput 167.4Mb/s 316.3Mb/s
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Among this year, we propose two modified FEC decoders for this low-power base-band
processor and describe those contributions as follows:

A high-throughput and power-efficient LDPC decoder is presented. Utilizing the
characteristic of variable-node-centric sequential scheduling, the proposed decoding algorithm
could reduce the maximum iteration number without performance loss. In addition, the single
pipelined architecture and modified CNU can save 73% message storage memory and decrease
the sorter size, resulting in a low-complexity design. After implementation in 90nm technology,
the test chip occupies 3.84 mm® area and supports maximum 11.5 Gbps data rate under 1.4V
supply voltage.

We also provide an improved soft BCH decoder which performs better performance and
comparable hardware complexity as compared to the conventional hard BCH decoder. The
complexity is reduced by dealing with the least reliable bits, and the error correcting ability is
enhanced by compensating an extra error outside the least reliable set. In addition, Chien
search can be eliminated with a counter that evaluates error locations in the proposed error
locator evaluator procedure. Thus, a lot of redundant decoding latencies can be eliminated and
higher throughputs can be achieved without parallelism. From the experimental results of BCH
(255,239) code, the proposed soft decoder can give 0.75dB coding gain over the hard BCH
decoder at BER = 10°. Also, it can achieve 316.3 Mb/s throughputs while reducing 7%
gate-count as be compared with the 167.4Mb/s traditional hard BCH decoder in CMOS 90nm

technology.
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