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Signal processing in baseband processor designs plays a key role in wireless communication
system designs—in not only improving overall system transmission performance, but also
providing the capability of multi-mode and multi-standard for cost-effective system realization.
To reach better performance indices in terms of low-cost and low-power, it is necessary to
investigate system design methodologies, covering in-depth exploration of algorithms of key
modules and exploitation of unique features/behaviors of a complete system. As a result, a more
competitive solution can be delivered. In three year (2008/8~2011/7), we have concentrated on
the key modules (Viterbi decoder, LDPC decoder, BCH decoder and RS decoder) of the
main-stream OFDM wireless communication systems. The first issue is low power solution for
Viterbi decoder. The second issue is the high-speed solution for LDPC decoder. The last issue is
the low-cost solution for soft BCH and RS decoder. In the end, these design techniques and key
modules will be integrated on a design platform, together with synchronization modules, to come

up with a multi-mode, multi-standard, and low-power baseband processor.

Keywords
Baseband Processor, Multi-mode, Multi-Standard, Low-Cost, Low-Power, Viterbi Decoder,

LDPC Decoder, BCH Decoder, RS Decoder
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A. LDPC Decoder

1. A 11.5-Gbps LDPC Decoder Based on CP-PEG Code Construction

Low-density parity-check (LDPC) code is a famous error control code with near Shannon
limit performance [A-1] and can be described by its parity-check matrix H. The message
exchanging order between nodes is called scheduling, which will influence the convergence
speed of the decoding algorithm. In standard BP algorithm, simultaneous update of all check
node messages or variable node messages is named as flooding scheduling. Alternatively, the
layered BP algorithm [A-3] performing message update along different check node groups is a
method of check-node-centric sequential scheduling (CSS). Researchers have revealed that CSS
could reduce maximum iteration to approximate half of the standard BP with similar
performance.

Recently, LDPC codes adopted in high-throughput systems have high code-rate property to
increase channel efficiency. However, the introduced large check node degree dc will cause
implementation full of difficulties. Even though the CSS could reduce the iteration number, the
throughput is still degraded due to long critical path of check node unit (CNU).

In this project, the proposed decoder aims at providing a high-throughput and
hardware-efficient solution to the high code-rate LDPC with large check node degrees. In order
to reduce the iteration number, the decoding scheduling is based on the variable-node-centric
sequential scheduling (VSS; also known as shuffled decoding [A-6]), where the messages are
updated along different variable node groups. Since the inputs of CNU operation are also divided
into several subgroups, the complexity and critical path delay of CNU are reduced. Furthermore,
single pipelined approach and modified CNU are proposed to minimize the message storage
memory. Using a (2048, 1920) LDPC code constructed by circulant permutation progressive

edge-growth (CP-PEG) algorithm [A-7] as a design example, the overall decoder chip
1



implemented in 90nmtechnology will show its advantages in terms of throughput, energy

efficiency, and hardware efficiency.

2. A 2.37-Gb/s 284.8mW Rate-Compatible (491,3,6) LDPC-CC

Decoder

Near the rediscover of LDPC-BCs, LDPC-CCs were proposed in 1999 [A-10]. LDPC-CCs
have the characteristics of convolutional code not found in LDPC-BCs. Continuous encoding
supports any length of input data stream, which is especially suitable for streaming video and
packet-switching network. The puncture scheme applied in LDPC-CCs provides flexible
code-rates by abandoning certain positions of encoded bits according to the puncture table.
Simple encoder circuitry composed by registers, multiplexers and a few XOR gates has lower
hardware cost and power consumption, and can be used in distributed sensor network.
Furthermore, the correlation between codeword symbols of LDPC-CCs is limited to a specific
interval (constraint length mg+1, mg is the memory size of encoder). This locality property lowers
the overall routing complexity of the decoder. Although possessing many advantages, LDPC-CCs
were few chosen by standards. The main reason lies in its bottlenecks of the long decoding
latency, high power consumption, and low-to-moderate decoding throughput.

The throughput of LDPC-CC decoders reported in literatures was only several hundred
Mbps, which is difficult to compete with LDPC-BC decoder with several tens of Gbps
throughput. Cause of lower throughput can be explained by the decoder structure. LDPC-CC
decoder consists of serially concatenated processors, and each processor decoding a sliding
window on the trellis diagram can be taken as one iteration in LDPC-BCs. Increasing processor
number can enhance error-correcting capability but cannot increase throughput. Therefore many
works put efforts on realizing the parallel message passing: analysis of parallelization concepts in
[A-11], single-instruction-multiple-data (SIMD) architecture in [A-12], and joint code-decoder
design in [A-13]. Recently, a high throughput LDPC-CC decoder design was proposed by adding
regularity during code construction [A-14]. However, achieving high throughput is still

challenging for some time-varying LDPC-CC code without regularity.
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B. BCH and RS Decoder

1. Soft BCH Decoder Chip for DVB-S2 System

The Bose-Chaudhuri-Hocquenghen (BCH) [B-1] codes are popular in storage and
communication systems recently. From DMB-T [B-2] and DVB-S2 [B-3] applications shown in
Fig. 1, the BCH codes with long block length are specified to suppress the error floor due to
iterative LDPC decoding. Since BCH codes perform as outer codes in those communication
systems, the soft information from the inner decoder can be employed to further improve the

error-correcting performance.

Source .| BCH | LDPC | Mapping/ N RE
Encoder "l Encoder "] Encoder "] Modulation g
A 4
Channel
Source | BCH | LDPC | De- RE P
Decoder | Decoder | Decoder | mapping h

Fig. 1. Block diagram of DMB-T and DVB-S2 systems

Soft decision decoding of BCH codes has aroused many research interests. Forney
developed the generalized-minimum-distance (GMD) [B-4], which uses algebraic algorithms to
generate a list of candidate codewords and chooses a most likely codeword from the list. Other
algorithms with the same concept of candidate list, such as Chase [B-5] and SEW [B-6], are also
widely used in many applications. This report illustrates a soft BCH decoding method using error
magnitudes [B-7] to deal with the least reliable bits. For example, Fig. 2 shows the results of a
concatenated code with 16-state BCJR [B-8] and BCH (255,239) over GF(2%). Based on the soft
information from previous decoder, the performance gain of the BCH decoder is about 0.73 db at

BER = 10 ¢ when 2t+1 candidate bits within a codeword are chosen to correct errors.



*#=BCJR and HARD BCH(255,239)
HBCJR and BCH(255,239) SOFT with 2t Candidates
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Fig. 2. Simulation results for BCH (255,239) concatenating with a 16-state BCJR under BPSK
modulation and AWGN channel

2. An Improved Soft BCH Decoder with One Extra Error

Compensation

The Bose-Chaudhuri-Hocquenghen (BCH) [B-1] codes are popular in storage and
communication systems, such as flash device, DMB-T [B-2] and DVB-S2 [B-3] broadcasting
systems. Recently, soft decoding of BCH codes has aroused many research interests. Forney
developed the generalized-minimum-distance (GMD) [B-4] to generate a list of candidate
codewords and choose a most likely codeword from the list. Other algorithms with similar
concept, such as Chase [B-5] and SEW [B-6], are also widely used in many applications.
Moreover, Therattil and Thangaraj provided a sub-optimum MAP BCH decoding method with
Hamming SISO decoder in 2005 [B-12].

In general, the complexity of a soft BCH decoder is much higher than a hard BCH decoder
for decoding an entire codeword. Nevertheless, soft BCH decoders with lower complexity can be
revealed by focusing on the least reliable bits instead of the whole codeword. A soft BCH
decoding algorithm using error magnitudes to deal with the least reliable bits was developed in
1997 [B-7]. However, Fig. 3 shows that there is about 0.25 dB performance loss at BER = 10—5
in AWGN channel as compared to hard decision BCH decoder for BCH (255,239) code. For the

existing soft decision algorithms, the soft BCH decoder provides either better error correcting
4



performance or lower hardware complexity than a traditional hard BCH decoder. In this project, a
soft BCH decoder which has similar concept as [B-7] and enhances the correcting performance

by compensating one extra error while maintaining the low hardware complexity is presented.

10° . ! |

©HARD BCH (255,239)
#SOFT BCH (255,239) [8]

BER

3 4 5
Eb/No(db)

Fig. 3. Simulation Result for BCH (255,239)

3. Soft RS Decoder Chip for Optical Communication System

Reed-Solomon (RS) codes are widely used in various communications and digital data
storage systems due to the advantage of overcoming the burst errors. According to
International Telecommunication Union (ITU-T) recommendation, RS (255,239) is
standardized in high speed optical fiber systems and Gigabit Passive Optical Network (GPON)
applications, which demand 2.5 Gb/s throughput for achieving 10-40 Gb/s with 16 RS
decoders or satisfying the maximum up and down link requirement. To resist the increasing
noise induced by higher transmission rate required in optical communication systems, soft RS
decoding algorithms are exploited for achieving considerable performance gain. These
algorithms modify the received sequences to form a list of candidate codewords and choose the
most probable one. Nevertheless, because of high computational complexity, these soft
decoding algorithms are still unsuitable for practical implementation. In this project, a
decision-confined soft decoding algorithm is proposed to enhance performance while
maintaining area efficiency. Instead of decoding all the candidate codewords like other soft

decoding algorithms, our design only decodes the candidate codeword with the degree of
5



error-locator polynomial A(x) less than error correction capability t. The Gray code based

bit-flipping method is also exploited leading to only one suit of hardware requirement.

C. Viterbi Decoder

1.

A Low-Power Viterbi Decoder Based on Scarce State Transition and

Variable Truncation Length

The Viterbi decoder implementing the Viterbi algorithm [C-1] for decoding convolutional
codes is composed of three main blocks: the branch metric (BM) unit, the ACS unit, and the
survivor memory. The BM unit generates branch metrics from the input data. The ACS unit
recursively accumulates branch metrics as path metrics (PM) and makes decisions to select the
most likely state transition sequences, or the survivors. Survivor memory stores the survivors
for retrieving the data sequence.

There are two well-known survivor memory management approaches: the
register-exchange (RE) and the trace-back (TB) [C-2]. The register-exchange is conceptually
the simplest technique that eliminates repeatedly memory access operations. Therefore, this
approach has shorter latency and is suitable for high speed decoder implementations. However,
due to the data movement among registers, the approach is considered to be power inefficient.

Fig. 4 shows the conventional 2v-state Viterbi decoder with the register-exchange
architecture [C-3]. The decisions from ACS units will be shifted within the survivor memory
from left to right. Applying the scarce state transition (SST) technique and the variable
truncation length, we illustrate the proposed low-power Viterbi decoder for the MB-OFDM
UWB system [C-4] in Fig. 5. The SST unit is integrated to reduce state transition activities,
leading to less dynamic power consumption [C-8]. Furthermore, the path merging detector
monitors the merged point for all survivors and adjusts the truncation length to avoid
unnecessary data movement in registers. Many redundant operations in the survivor memory

can be reduced to save power dissipation. Additionally, considering the high throughout

6



requirement, the radix-4 ACS structure is exploited because of a better compromise between

cost and throughput [C-5].
H'. — —

Zl ACSo T H R ' |Output
» ACS

=

[=]5
fETs

()] ()] ()]

= £ =

Input 2 2 2

p BM : & & &
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Tl
» ACS2 ;D>

Fig. 4. The conventional register-exchange architecture
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Path Metric Detection Unit

' '

Input
P LI Pre-decoder Radix-4 |
| ACS_0 g
Re-encoder : _ | survivor  Output
SST Unit Memory
! Radix-4 | | -
BM Unit » | ACS_63

Fig. 5. The proposed Viterbi Decoder Architecture

For the Viterbi decoder, the scarce state transition (SST) algorithm is a low power
technique to reduce the state transition activity significantly under high SNR conditions
[C-6]-[C-8]. In the conventional Viterbi decoding model (see Fig. 6 (A)), u(D) denotes the
information sequence, C(D)=u(D)G(D) is the codeword sequence deriving from the generator

polynomial G(D). From the received sequence r(D), the Viterbi decoder estimates the decoded
7



information o(D).
The SST Viterbi decoding architecture in Fig. 6 (B) includes two additional blocks:
pre-decoder and re-encoder. Assume
r(D) =u(D)-G(D) + ¢(D) = C(D) + ¢(D) (1)
and e(D) is the error sequence from a noisy channel, the pre-decoder directly decode the
information sequence from r(D):
i(D) =1(D)-G"(D) = &(D) (2)
The re-encoder then encodes i(D) to a new codeword z(D).
z(D) =i(D)-G(D) = C(D) (3)
The Viterbi decoder performs maximum likelihood decoding on y(D), which is defined as

follows:
¥(D) = 1(D) + 2(D) = C(D) + (D) + C(D) (4)
In high SNR conditions, e(D) is nearly zero, and the decoded information sequence becomes
o(D) = i(D) + n(D) = 4(D) + n(D) (5)
If the channel condition is good enough, the decoder estimates an approximately zero

sequence; as a result, the dynamic power is reduced as the channel becomes better.

u(D) | Convolutional | €(P) Channel r(D)| viterbi |o(D)
encoder G(D) - | decoder
(A)
r(D) ~_Y(D) " viterbi |n(P)_ o(D)
: decoder CI:

pre-decoder{(®)] re-encoder @r{(»)]

(B)

Fig. 6. (A) Conventional model (B) SST decoding model



2. A Low Power Differential Cascode Voltage Switch with Pass Gate

Pulsed Latch for Viterbi Decoder

In mobile communication systems, and especially in wireless local area networks (WLAN),
information must be transmitted at high data rates. Furthermore, an efficient error-control code is
commonly adopted to enhance system performance. Accordingly, convolution codes have been
exploited extensively in communication systems, as they provide a superior error correction
capacity while maintaining reasonable coding complexity. The Viterbi algorithm is one of the
best algorithms for decoding convolution codes with modest computing resources. However, as
data rates increase, the power dissipation and system complexity also increase. Moreover, as
required transmission rates of wireless systems increase, the error-control mechanism has come
to dominate power dissipation.

Fig. 7 presents the power distribution along a Viterbi Decoder we have proposed in [C-10]
using UMC 90 nm CMOS technology. The survivor memory unit (SMU) is constricted by a
register-array and dissipates most power in a Viterbi Decoder. Therefore, high performance, low
power consumption, and robustness are the basic requirements of the design of clocked storage
elements in a Viterbi decoder. This project presents a low power differential cascade voltage
switch with pass-gate (DCVSPG) pulsed latch for the Viterbi decoder.

5% BM unit
5% PM unit

72%

Survivor Memory Unit
( 52% Flip-Flop, 48% others)

Fig. 7. Power distributions of a Viterbi Decoder
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A. LDPC Decoder

1. A 11.5-Gbps LDPC Decoder Based on CP-PEG Code Construction

a) CODE STRUCTURE AND DECODING ALGORITHM
(1) CP-PEG LDPC Code Construction

The (2048, 1920) irregular LDPC code, rate-15/6, used in this project was constructed by
CP-PEG algorithm and shown in Fig. 8(a). The constructed parity-check matrix H consists of p*p
circulant permutation (CP) and all-zero matrices. A CP matrix is a cyclic square matrix with
constant row and column weight of one. The number of each CP matrix indicates the cyclic shift
amount and -1 means all zero matrixes. By setting p=32, there are 4*p check nodes and 64*p
variable nodes in bipartite graph, where each check node has uniform degree 46, and 16*p, 24*p,
24*p variable nodes have degrees of 4, 3, 2 respectively. The performance of this code was
proven to have better performance than other PEG-based LDPC codes [A-7]; nevertheless, the
high check node degree required suitable decoder architecture to overcome implementation

difficulties.

(2) Variable-node centric Sequential Scheduling

In VSS approach, the initialization, stopping criterion test, and output steps remain the same
as the standard BP algorithm. The only difference between two algorithms lies in the updating
procedure. The normalized min-sum (NMS) algorithm which compensates the approximation
error in check node In VSS approach, the initialization, stopping criterion test, and output steps
remain the same as the standard BP algorithm. The only difference between two algorithms lies
in the updating procedure. The normalized min-sum (NMS) algorithm which compensates the
approximation error in check node is shown and described in the next page.

In this work, the codeword is divided into G=4 groups, therefore the parity-check matrix H is

divided into 4 sub-matrices (H1 to H4). As shown in Fig. 8(b), each sub-matrix consists of equal
10



number of variable nodes with the same degree to reduce the hardware cost of variable node unit
(VNU). Moreover, the sub-matrices with the same shift amounts (shaded blue CP matrices) are

arranged in the same position thus the routing and control could be further simplified.

1) Initialization: zf,?,)l =P,
2) TIterative Decoding: For 0 < g < (G — 1, perform the
following two steps.

a) Check node to variable node update step, for g - No <

n<(g+1) Ng—1and each m € M(n), process
=) o () iy (i—1)
el ~ H sign(z, ) x H sign(z, )
n'EN(m)\n n'€N(m)\n
n'<gNa—1 n'>g-Ng
X 1min min { ziizl, } . min { zf:;,l) } x (3
n'€N(m)\n n'eN(m)\n
n'<gNg—1 n'>g Ng
(h
b) variable node to check node update step, for g- Ng <
n<(g+1)-Ng — 1, process
() (i—1) _
"T(vz)n - pﬂ + Z Emn (2)
m/EM (n)\m
=P+ Y b (3)
meM(n)

3) Hard Decision: Let X, be the n-th bit of decoded
codeword. If z,(:'J >0, X,, =0, else if ,:T(:) <0, X,, = 1.

HI | H2 { H3 | H4

CJ3IT 0331 31 310 43131 [F [31]-1 43131 [+ ]31

31

1p+

4p
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[=] U FUN -]
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-1 -1g16] 7 |- |-1]-1411] @ [ ]-1[31430

2819 -
(|16 09231 |- |-1]-1426)22|- 27143

=z

(a) Original matrix

ST|31|31 (31 (-1 [-1[31[17]31 3131 [-1[31]-1]31
[]1 16203 |25)15(31 -1 (31|24 [18|-1 -1 [11(31[-1]-
28 [16(29)14)31 [ 4 |1 |-1[-1[26[12|30|-1|16]-1]-
< = g

011 10]30]14[15[-1[-T]16]-1]-1]1

-

b Dpg—= dtp  Deg=3  d=r=p Deg=1 4
0
1
1
0

313131031 )-1[-1[12 26(31]-1 0
H2 6 |27 29152530 -1 (232631 |- 1 [-1]28[-1|22]531
16| 7 [10[15]31] 1 [31 S8 (2231131 ]-1]-1
23[1 (22917281 [ & [19|-1(-1[15]-1(21[-1]-1
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26 (2211 24]126[31] 0
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(b) Permuted and divided into four groups

Fig. 8. Parity-Check Matrix 0f(2048,1920) LDPC Code
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b) PROPOSED DECODER ARCHITECTURE

In this section, the complete decoder architecture will be presented, including data path,

scheduling, and VLSI structure of CNU and modified CNU.

(1) Single Pipelined Architecture
The entire decoder depicted in Fig. 9(a) is composed of fully-parallel CNUs and

partial-parallel VNUSs, where the VNU2, VNU3, and VNU4 will handle variable node operations

@)
. . a .
with degree 2, 3, and 4 respectively. Let "¢ denote the sorted messages sent from variable nodes

in the g-th group to one specific check node at i-th iteration, which is:

. . (
all) = min {|,:j';j”; } (4)
’ n'€N(m)\n

g-No<n'<(g+1)-Ng—1

Then the magnitude part of check node to variable node message in (1) could be computed

by the following equation:

~(7)

“mn

= min {{(_1-5-”} .(_1-5;). {(1-;,5_])} } (5)
T Ji<g k>g

Fig. 9(b) demonstrates the timing diagram of proposed decoder. There are G initialization

()
cycles required to calculate % for 0 < g < G — 1. Since only one subgroup of the message

()
Zmn g updated in g-th cycle of one iteration, the main operation of CNU could be simplified to

(i)
calculate %+ (local sorting) in each cycle and then perform global sorting like equation (5).

() (i)
From the proposed single pipelined architecture, only messages % and m are stored. The

sorted results could be represented by min value, second min value, and the index of min value in

NMS algorithm. Therefore, the proposed decoder only latches two values, one index, and sign

()
part of messages in each subgroup, while the variable node to check node message Zmn s

on-the-fly calculated. The single pipelined architecture is feasible because the CNU could be

updated immediately after VNU’s operations in VSS approach.

12
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Fig. 9. Proposed Architecture and Scheduling

(2) Modified CUN

The operation of check node to variable node update could be divided into magnitude part
and sign part. Fig. 10(a) illustrates the magnitude part of CNU, which is an accumulative sorter
composed of a local sorter and a global sorter. The local sorter is used to find the local min and
second min values in each subgroups, and global min and second min values of a check node will
be found by a global sorter. Similarly, the sign operation can be computed in an accumulative
way like the accumulative sorter.

For our proposed CP-PEG LDPC codes with d. = 46, The VSS approach with G = 4 could
divide 46 inputs of the sorter into only 12 inputs. More subgroup number G will result in fewer
inputs of sorter, but increase the storage for min, second min, and index values of each subgroup.
In order to further reduce the storage overhead of each subgroup, we propose a reduced storage

accumulative sorter as shown in Fig. 10(b). The basic idea is to simplify the local min and local

13



second min from G — 1 subgroups into one group. Some extra control circuits are needed to
open or close the feedback loop in Fig. 10(b). This sorter architecture is beneficial since the
complexity reduction of storage registers and global sorters is higher than the overhead of control

circuits. Section IV will show the performance of this modified CNU is similar to original CNU.

(3) Summary

(i) (i)
In traditional two-stage pipelined architecture, both “m and Emn messages are kept in

registers or memory. Assume the bit-width of messages is w (= 6) and variable node degree is dv,

then the required memory size (or registers) is as follows:
MEMvyuv + MEMcny
= (Z dv) - w +
(N — K) - (Min+ 2ndMin + Index + Sign)

= O _dv)-w+ (N -K)-(2-(w—1)+logy[dc] + dc)
= 58886+ 128 (2.5 +log,[46] + 46) = 43264 (6)

For the proposed single pipelined decoder and modified CNU in Fig.4 (b), the memory size
is reduced to

MEMcnp

N-K)-

2 - (Min+ 2ndMin + Index + 2ndIndex) + Sign)
N—-K)-(4-(w—1)+4-log,[dc| + dc)

= 128-(4-5+4-log,[46] + 46) = 11520 (7)

=t
(
(

Therefore the overall register reduction of proposed architecture is 73%, leading to the
following advantages: fewer registers, higher utilization of functional units, and reduced
complexity. Since high-rate LDPC codes usually have more VNUSs than CNUs (in our case: 512
VNUs and 128 CNUs), the elimination of registers from VNU to CNU not only reduces hardware

cost but also lowers power consumption of clock tree.
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Fig. 10. CNU Architecture

¢) PERFORMANCE AND IMPLEMENTATION RESULTS

Under AWGN channel with BPSK modulation, the performance curves are simulated to
determine the required bit-width and maximum iteration number. The simulation parameters of
proposed algorithm are 6-bit input quantization (5-bit integer and 1-bit decimal fraction), scaling
factor 0.75 for NMS algorithm, and 4 or 5 iterations. In Fig. 11, the bit-error rate (BER) curves
indicate that 4 iterations for the proposed algorithm are sufficient to achieve similar performance
of standard BP algorithm with 7 iterations. Furthermore, in the aspect of almost the same
code-rate and better error-correcting capability, our CP-PEG LDPC codes outperforms 1.2 dB
better than the (255, 239) RS code at BER=10- 5, which reveals the potential of CP-PEG LDPC
codes for storage applications and fiber optical communication systems. The overall SNR loss
between this work and Shannon limit is only 1.6dB. The proposed LDPC decoder is implemented
by standard-cell design flow and fabricated in 90-nm 1P9M CMOS technology. The core
occupied 3.84 mm?2 of area with 68% utilization. The die photo is shown in Fig. 12, where the
distribution of CNUs and VNUs is auto-determined by APR tool. Since required decoding cycles
of one LDPC codeword are 4 initialization cycles plus 4 iterations, the throughput is
(1920bit/20cycles)xfrequency. Fig. 13 shows the measured maximum throughput and power

dissipation under different SNR conditions and supply voltages. The measurement result
15



indicates that the test chip with FF corner can achieve 11.5 Gbps throughput under 1.4V supply
voltage. The throughput could be scaled down to 5.77Gbps with 0.8V supply voltage to meet the
throughput requirement of IEEE 802.15.3c¢ standard and the energy efficiency will be 0.033 nJ/bit.

Compared with the state-of-the-art in

Table 1, the proposed LDPC decoder outperforms others in the aspects of throughput,
hardware efficiency, and power efficiency. Since the LDPC code specifications of these designs

are different, the SNR loss between each work to their Shannon limit is also listed for reference.

BPSK; AWGN Channel; (2048,1920) LDPC Codes
! I — (255, 239) BS Code
= — Shannon Limit of
; : i E Rate 0.9375

BP Algorithm,
Floating Point
-0 Iteration=H
IF Iteration=7

w4

et
=
[
I
T

Proposed Algorithm,
Fixed Point (6,1),
Sealing Factor 0.75
< Iteration=4
A Itevation=3

Bit Error Rate
=
I
=N

=
=

|
(:\___

w4 .-

T

Fig. 11. Performance

d) CONCLUSION
A high-throughput and power-efficient LDPC decoder is presented. Utilizing the

characteristic of variable-node-centric sequential scheduling, the proposed decoding algorithm
could reduce the maximum iteration number without performance loss. In addition, the single
pipelined architecture and modified CNU can save 73% message storage memory and decrease
the sorter size, resulting in a low-complexity design. After implementation in 90nm technology,
the test chip occupies 3.84 mm” of area and supports maximum 11.5 Gbps data rate under 1.4V

supply voltage.
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Fig. 13. Measured Maximum Throughput and Power Consumption

Table 1

Comparison with the State-of-The-Art

This work CICC07 [8] | SOVCO7T [9]
Process 90-nm 0.13-pm 0.13-pm
Code Spec {2048, 1920) {660,480} Wimax
Code Rate 0.9375 0.73 0.5
Core Area 3.84 mm* 7.3 mm* 4.45 mm*
Gate Count TO8k 690k 420k
[teration 4 15 2-8
Input Quantization 6 bits 4 bits & hits
Clock Frequency 120 MHz 300 MHz 83.3 MHz
Max. Throughput 11.5 Ghbps 2.44 Gbps 222 Mbps
Power 191.2 mW ! 1383 mW - 52 mW
Energy Efficiency 0.033 nJ/bit '] 0.566 nl/bit =  0.23 nl/bit
Hardware Efficiency * 12.1 35 0.53
SNR loss to
Shannon Limit 1.6 dB 2.8 dB 2.9 dB

voltage where BER=10—"5

when BER=10—"%
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2. A 2.37Gb/s 284.8mW Rate-Compatible (491,3,6) LDPC-CC

Decoder

a) PROPOSED ALGORITHM AND ARCHITECTURE

Fig. 15 demonstrates the algorithm-level optimization to accelerate the decoding
convergence speed by using the on-demand variable node activation (OVA) scheduling technique
[A-15]. The main idea is to change the variable activation location leaving from the processor to
the position right before each check node input. The OVA scheduling is similar to the layered
decoding in LDPC-BCs that check nodes could access the most recent messages. The original
VNU can be disassembled into several sub-VNU (SVNUs) and distributed within a processor.
Since the equation of VN-to-CN messages (e.g. n; and n; in Fig. 15) has two common terms, we
may calculate n, from n; by deducting m; (done by pre-SVNU) and adding m; (done by
post-SVNU). Therefore, the channel values (i.e. u and v) are concealed in VN-to-CN messages
and the storage space of channel values can be removed from processors to save 17% memory.

When the channel values are concealed within the summation values, the bit-width of each
message should be adjusted to avoid truncation error. In the situation of w-bit channel value, the
summation values needs (w + 2)-bit. Since the operations of pre-SVNU and post-SVNU are
independent, they can be retimed such that the messages between them only need (w+1)-bits.
The original critical path from CNU to post-SVNU is also diminished by one adder delay.

Fig. 16 is the bit-error-rate (BER) performance of the rate-compatible (491, 3, 6)
time-varying LDPC-CC proposed in [A-16] under AWGN channel. In contrast to log-BP
algorithm with 10 processors, the proposed algorithm with 5 processors can achieve similar or
even better performance in all code-rates. Therefore, only half processors are required under the
same performance, leading to half decoding latency reduction as well.

In the original structure of Fig. 14, the LDPC-CC decoder can only decode one bit in one
cycle, so the information throughput will be f.x Mb/s at f.x MHz clock frequency. To increase

throughput, the node level optimization duplicates both CNUs and VNUs to p (folding factor)
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units and the decoder throughput becomes (p x f.x) Mb/s. The proposed folding technique
primarily duplicates the combinational logic while the sequential circuits are only slightly
increased. In the meantime, the FIFO structure is also modified accordingly to provide sufficient
input data for operation units. Each FIFO in the conventional processor is segmented by p factor
to support required bandwidth.

For irregular time-varying LDPC-CC with large folding factor, neither register-based FIFO
with high power consumption nor memory-based FIFO with serious memory conflict is suitable.
In order to making trade-off between bandwidth and power, the hybrid-partitioned FIFO structure
is presented. The first step is calculating the length of the longest continuous sectors of every
folded row. Then sectors are to be merged into one memory bank together, where the depth of the
memory bank is the minimum value of the sector lengths. If the original sector is larger than the
memory depth, the excess part is still stored in registers. This procedure continues to merge
sectors until the memory depth is less than a pre-defined parameter. In this work, 50% of
messages in each processor are partitioned into three two-port memories (10.5 Kbits) and the

clock buffers are also reduced by 54%.

[V] variable Node (VN)
Check Node (CN)

Channel Processor #1 Processor #2 Processor #1 Decoder
Value Output

Elchannel Values (u and v)
VN to CN Message
CN to VN Message

B0

. B
| ims g o
A

Code Example:

(1+D°+D")u(D) +
(1+D"+D")v(D)=0

il 122! 22! g i

O
=
cC

w Conventional _
HEHEHE  Processor Architecture

Fig. 14. The (14, 3, 6) LDPC-CC decoder and conventional processor architecture. Note that the
constrain length mg=14, VN degree d,=3, CN degree d.=6 in this example.

19



n1 u+m2+ m;

3H+ sub-vnu (svnu)

[-] Pre-SVNU
Post-SVNU

[-1+]

10°
Log-BP Algorithm
Processor = 5 ;Processor = 10
107 3 820 00044, |- Rate=1/2] A Rate=1/2
Bga
--41-- Rate = 2/3 | --@-- Rate = 2/3
) () Rate = 3/4 | - @ Rate = 3/4
102
3 2 |- Rate =45 | M- Rate = 4/5
g | @~ Rate = 5/6 | ~-@- Rate = 5/6
4
‘1_ 107 Proposed Algorithm
° Processor = 5
ol —— Rate = 1/2
A= 10
L 4~ Rate = 2/3
1
~@- Rate = 3/4
—
[« Iy g ~- Rate = 4/5
~@- Rate = 5/6
10° 4 i '-._:
::: .
107 f i i +— i i T T T
0 1 2 3 5 7 8 g 10

4 6
En/No (dB)
Fig. 16. BER performance of Log-BP algorithm (floating-point) and our proposed scheduling in
Normalized Min-Sum algorithm with scaling factor 0.875 (fixed-point (6,2)) under
AWGN channel.

b) IMPLEMENTATION RESULTS
Fabricated in 90nm 1P9M CMOS process, our test chip integrates the OVA scheduling with

concealed channel values, folding architecture, re-timed SVNU, and hybrid-partitioned FIFOs.

Key features and performance comparison are given in Table 2. The decoder chip occupies
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2.24mm?2 area with 479K gates and 52.5Kb SRAM. Measurement results show that the decoder
draws 284mW under 1.2V supply voltage while running at 198MHz. Since the folding factor
equals 12, the information throughput of the LDPC-CC decoder achieves 2.37 Gb/s. When supply
voltage is scaled down to 0.8V as shown in Fig. 17, the power is reduced to 90.2 mW with an
energy efficiency of 0.0114 nJ/bit/proc. Compared with other LDPC-CC decoders [A-14], [A-17],
this work provides higher throughput, less area, and better energy efficiency. Compared with the
Turbo decoder [A-18], this work achieves much higher throughput with lower power and less die
area. In conclusion, our proposed LDPC-CC decoder outperforms state-of-the-art designs and has
the potential to be one candidate for next-generation communication systems. The chip

micrograph is shown in Fig. 18.

Table 2

Chip summary and comparison with state-of-the-art

This work [B-8] [B-5] [B-9]
FEC Type LDPC-CC LDPC-CC | LDPC-CC | Turbo Code
Constraint Length ) 984 258 960 3200
Code-Rate ”{i},gﬁfgm' 1/2 1/2 1/3
CMOS Technology 90-nm 90-nm 90-nm 0.13-pm
Input Quantization 6 bits 8 bits 6 bits -
Processor @ 5 3 I 5.5
Memory 52.5 kb - 23.04 kb 129 kb
Area (mm?) 2.24 1.5 0.924 3.57
Frequency (MHz) 198 ™ 600 250 302
Data Rate (Gb/s) 237 ® 0.6 2.0 0.39
Power (mW) 284 (™ 368.7 - 788.9
Energy Efficiency 0024 ® | 02048 0.064 037
(nJ/bit/proc)'
Measured Measured Synthesis Measured

) these terms represent block size, iteration, and nJ/bit/iter in Turbo code

(b)

Code Rate = 1/2 @ SNR = 2.5 dB

=

(=]
=

ol

measured at BER=10"" without early-termination at 1.2V supply for rate 1/2

Comparison with Previous Works
[B-8]TCAS-I 2009

_—
)
o
=
Ly 02048 (M t
g o ) IR ] (Measuremen ][B—S] TCAﬁ-I 2010
1 ) thesi
7 25 - 0.064 (ﬂ}n} esis) This Work
ry 2 0.024 (Measured at 1.2V)
@ 20 = 0.011 -~
e — i
> 102 : N ly volta
E' 1.5 E This Work | o rsup?vvo 98
'Ea g (Measured at O.SV); |
3 - — ; i o i
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Fig. 17. Measurement Results and the comparison with previous works.
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B. BCH and RS Decoder
1. Soft BCH Decoder Chip for DVB-S2 System

a) Soft Decision BCH Decoding

Conventional BCH decoding contains syndromes calculation, key equation solver, and Chien
search [B-1]. In general, the complexity of a soft BCH decoder is much higher than a hard BCH
decoder for decoding an entire codeword. Nevertheless, soft BCH decoders with lower

complexity can be revealed by focusing on the least reliable bits instead of the whole codeword.

Syndromes | S(x)
Calculation

—| Error Magnitudes

E L — Solver
R(x) . rror Locators \

y
Evaluator e B Cx)
Y

- FIFO

Fig. 19. Soft Decision BCH Decoding Block Diagram

As shown in Fig. 19, the soft BCH decoding using error magnitudes [B-1] includes three
major steps: syndromes calculation, error locators evaluator, and error magnitudes solver. From
the received polynomial R(x), the syndromes polynomial S(x) = S; + Sox' + + - + S,x™ " are

expressed as

S;=R(a’)=) (o))" =) (B) (1)

Forj=1,2, - - -, 2t, where a is the primitive element over GF(2™). Notice that li is the i-th actual
error location and Bj; = ol indicates the corresponding error locator. With soft inputs, error
locators evaluator can choose 2t least reliable inputs and evaluates their corresponding error
locator values to form a B-vector, [Bei , P2 » - - -, Pe2t ]. Also, the error location set,
{Le1 ,Lea, . . . ,Leat}, can be calculated with B- vector because the  value of the L -th location is

Bei = al¢ . The relation between B¢ and the syndromes can be formulated as
23



O By or oo ] [ e )
BZ, B, - B, Yeo So
: : = : (2)
2t 2t 32t ~
where v, is the error magnitude corresponding to B fori=1, 2, ..., 2t. The left 2t x 2t matrix in

(2) is defined as B - matrix. From (1) and (2), it is evident that if all the errors are in the location
set, the exact y.; value can be determinated; otherwise, this decoding approach fails to correct
errors. The error magnitudes solver shown in Fig. 19 is used to solve (2) to get y.i. For those y.;
equal to 1, the corresponding L; are the exact error locations. The codeword polynomial C(x) can

be obtained by inversing the L; -th values in the received polynomial R(x).

b) Proposed Algorithm and Architecture

(1) Error Locators Evaluator

As shown in Fig. 20, error locators evaluator architecture includes the reliability part, the
error locator part and the error location part. The upper part is the reliability part which stores the
reliabilities of 2t least reliable candidates R ,R¢2 , . . . ,Rco . The medium part is the error locator
part to construct the B-vector. Because the B value of the i-th location is ', the B value of (i+1)-th
locations is ¢ times the B values of i-th location. The P value can be computed by multiplying o ™'
with register REG if the input is serial in from the highest degree coefficient of R(x). Thus, the
error locator part can use a constant multiplier to calculate the error locator of each input. Notice
that register REG initially contains the § value of the first input. The bottom part is the error
location part. The decoding method focuses on the least reliable bits instead of the whole
codeword, so the error location part uses a counter to compute the error location L
corresponding to each R for serial input. Hence, the Chien search procedure is no longer

required and a lot of redundant decoding latencies can be eliminated.
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Fig. 20. Error Locators Evaluator Architecture for Serial Input

Error locators evaluator classifies the soft inputs to choose 2t least reliable inputs as the
candidate reliabilities R¢; ,Rcx , . . . ,Rear . Their corresponding error locators P and error
locations L are also calculated and stored in registers. Error locators evaluator compares the soft
inputs with R , and then generate the select signals SEL; to control the multiplexers. In the i-th
stage, if the input is smaller than R.i-; , the i-th stage is updated with (i-1)-th stage value. If the
input is greater than R.i-; and smaller than R, , the i-th stage is updated with the input value.

Otherwise, the i-th stage holds its current value.

(2) Error Magnitudes Solver (EMS)

To obtain the valid vy value in (2), the Gauss Elimination method is the most intuitive way
but the complexity is O(n3). Two alternative algorithms for improving decoding efficiency under
different error correcting capabilities t are revealed. One uses the characteristic that the valid
error magnitude in BCH codes is either 0 or 1, and the other employs the quick Vandermonde
matrix solution.
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(@) Heuristic Error Magnitudes Solver(H-EMS):

In BCH codes, the valid error magnitude in (2) is either 0 or 1, so the problem can be
formulated into checking all combinations of y.; over GF(2) instead of calculating real error
magnitudes. A 2t-bit counter is used to do a heuristic search for all binary combinations. Since
812 = S,, 822 =S4 ..., Stz = Sy in BCH codes, the even part of syndromes check can be

eliminated to simplify (2) as :

) 1

(&3] Ca i{‘.’.l‘ A,l':('L bI

3 3 3 ~ -]

[ Co Cog fco b3

(3)
A2t—1 2t—1 2t—1 ~
.)’f-'l .-.'3‘_2 _-'\j{__m feat SJ|_|
Table 3

The Proposed Heuristic EMS Algorithm

Input : a2t —bit CNT : {CNT,CN'Ty,...,CNTy} =0
syndromes vector [S1,S3,...,! Sot—1], and B.; matriz
for (k = 1;k < 22t; k++)
for (j = 115 < 2t; j=j+2)
5, =32 ONT: x 3,
if (all 0; == S5j)
Decoding Successes !
else
CNT =CNT +1

Table 3 illustrates details of the proposed H-EMS algorithm. The i-th bit of CNT, CNT;,
performs as the i-th error magnitude, v.;. Thus, by iteratively flipping each CNT; value, a heuristic
search for all binary combinations can be completed. At each iteration, the solver can verify
where the equation (3) stands or not. As shown in Fig. 21, H-EMS uses 2t(t-1) multipliers to
construct the B-matrix. Each B value will be calculated with CNT;, and the solver checks the

results equal to the syndromes or not.
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Fig. 21. Heuristic Error Magnitudes Solver Architecture

(b) Borck-Pereyra Error Magnitudes Solver(BP-EMS)

Table 4
Borck-Pereyra Algorithm

Input : syndromes vector [Sy,Sa2,...,52¢]
Be; vector [Bey, Begy .y Beor)
for (k= 1;k < 2t, k++)
for (i = 2t;1 > k,i- -)
S = Si — By, Si—1
for (k=2t — 1,k > 0,k- -)
for (1 = k+ 1;1 < 2t,i++)
Si =8i/(Be; = Be; 1)
for (i = k;i < 2t,i++)
Si =8 — Sit1
for (k= 1;k < 2t, k++)
Si = Sk /Bey,
Output : S; is error magnitude

Since the B matrix is a Vandermonde matrix, Borck-Pereyra algorithm [B-9][B-10] shown

in Table 4 can calculate the error magnitudes efficiently for large matrix. In Borck-Pereyra

algorithm, the variable S; which initially contains the ith syndrome value is updated iteratively. In

stead of using - matrix to compute (2), Borck-Pereyra algorithm uses 3 - vector to reduce the

27



implementation complexity. After all computations, S; indicates the i-th error magnitude. From
Table 4, Borck-Pereyra algorithm has division, multiplication and addition operations. Notice that
the multiplier can be shared if the divider can be decomposed into an inversion and a multiplier.
Thus, as shown in Fig. 22, BPEMS only contains 1 multiplier, 1 inversion, 3 adders and a control
logic. The control logic determines the computation order of the syndromes and B, and the
computation results will be used to update each S; value. The inversion in the proposed
architecture is carried out in composite field because the finite field inversion over GF(2") is

costly and infeasible with table-lookup implementation for large m.
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= =i+l
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COMPOSITE l
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4 CRSION K/ Pek
™ INVERSION ©
L/
A
Bcik
CONTROL LOGIC

Fig. 22. Borck-Pereyra Error Magnitudes Solver Architecture

Composite field [B-11] is viewed as an extension field of GF(Zk) while given m = kr. The
finite field GF(2™) can be constructed by coefficients from the subfield GF(2"). Operating in
subfield leads to lower implementation complexity and better computation efficiency. For
example, every element in GF(2'°) can be represented by bx+c and inversion of bx+c can be

derived as (4) with the polynomial x* + x + ¢ [B-11], where b and ¢ are over GF(2°).

1

— (h24) , 2y—1 /7. '
bt (b°Y 4+ be+ )" (bx + b+ ¢) (4)

The composite field inversion over GF(2'®) is only 2.1K gate count in CMOS 90nm

technology while the inversion using Look Up Table method is about 186K gate count.
28



c¢) Simulation and Implementation Result in DMB-T and DVB-S2 Systems

In DMB-T and DVB-S2 systems, BCH (762,752) over GF(2'%) and BCH (32400, 32208)
over GF(2'%) are defined to be concatenated with LDPC codes respectively. Fig. 23 shows the
simulation results for DMB-T system with LDPC (7493, 3048) at 20 iterations. Similarly, the
simulation results for DVB-S2 system with LDPC (64800, 32400) at 50 iterations is shown in Fig.
24. The proposed soft BCH decoders have 0.5db gain in DMB-T and similar performance in
DVB-S2 at BER = 10 These two BCH codes are implemented and demonstrated in

Table 5. Each BCH code is implemented in both hard decision and soft decision methods.

. |#*BCH(762,752) HARD

£ BCH(762,752) SOFT with 2t Candidates
10'2_...
10_3 AL R L R L L B G e e
o
w
m .
107t
10'5_...
U S NN S S S U S
15 1.6 1.7 1.8 1 2 2.1 2.2 2.3

9
Eb/No(db)
Fig. 23. Simulation results for BCH (762, 752, 1) in DMB-T system under
BPSK modulation and AWGN channel
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10 F TT[+BCH(32400,32208)HARD
“|-=-BCH(32400,32208)SOFT with 2t Candidates
10 %
107,
o b
w [
o [
1074
107
098 0.85 0.9 0.95 1

Eb/No(db)
Fig. 24. Simulation results for BCH (32400, 32208, 12) in DVB-S2 system under QPSK
modulation and AWGN channel
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Table 5

Summary of Implementation Results

[ Hard BCH (762,752), t = 1 | Soft BCH (762,752), t = 1 [[ Hard BCH (32400,32208), t = 12 | Soft BCH (32400,32208), t = 12

Technology 90nm 90nm 90nm Y0nm
Architecture Look Up Table H-EMS iBM + Chien Search BP-EMS
Operation 500MHz S500MHz 200MHz 333MHz
Frequency (Post Layout) (Post Layout) (Post Layout) (Measurement)
Core Area 14400pm= 4225m= 190497 pm 102400pm >
Gate Count 31K 1.2K 54.0K 26.9K

Latency 763 763 64824 34104
Throughput 492 EMbps 492 8Mbps 99.3Mbps 314.5Mbps

For BCH (762,752), key equation procedure is not needed due to t = 1. To eliminate Chien
search, the hard BCH decoder uses look up table method to solve the error location, and the soft
BCH decoder uses the H-EMS architecture. Calculating all the combination values at one cycle,
the gate-count of the soft BCH decoder is only 38.8% of the hard BCH decoder under the same
latency and operation frequency. For BCH (32400, 32208) with t = 12, the hard BCH decoder
uses iBM algorithm to solve key equation and needs Chien search to get error locations. By
inserting registers in composite field inversion, the operation frequency of the soft BCH decoder
with BP-EMS is enhanced from 166MHz to 333MHz with only 2.5% latency increment in
overall decoding procedure. Computing error locations without Chien search, the soft BCH
decoder has almost half latencies of the hard BCH decoder. Hence, the soft BCH decoder has
much better throughputs than the hard BCH decoder. The measurement result reveals that the soft
BCH decoder saves 50.0% gate-count and 47.4% clock cycle latency as compared with the hard

BCH decoder. Fig. 25 is the chip microphoto of soft BCH (32400, 32208).
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Fig. 25. Microphoto of Soft BCH(32400,32208) Chip
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2. An Improved Soft BCH Decoder with One Extra Error

Compensation

a) PROPOSED COMPENSATION SOFT BCH DECODING

The proposed soft BCH decoder shown in Fig. 26 includes three major steps: syndrome
calculator, error locator evaluator, and compensation error magnitude solver. From the received

polynomial R(x), the syndrome polynomial S(x) =S; + Spx' + - - - + S,x*" ! is expressed as

v v

S;=R(a)) =) (o) = "(8,)

i=1 i=1 (8)
forj=1,2, -, 2t where a is the primitive element over GF(2™). Notice that ei is the i-th

actual error location and P¢; = a.; indicates the corresponding error locator.

Syndrome  |S(x)

Calculator Compensation
“| Error Magnitude
Error Locator Solver

R(x) - Y

Evaluator 69_' Cx)

FIFO

\ i

Fig. 26. Soft Decision BCH Decoding Block Diagram

With soft inputs, error locator evaluator can choose 2t least reliable inputs and evaluate their

corresponding error locators to form the error locator set B = [Py, Pio, . . . , Pt ]T . Also, the error
location set, L = [11, 12, ..., 12t]T , can be calculated with B because the error locator of the li-th
location is Bj; = ay; . The relation between B and the syndrome vector, S =[Sy, Sy, ..., Sx]T, can

be formulated as

G, B, Bl 1 Sq
22 9 22 N 1
-’331 33 2 'jl’ 2t 12 So
A2t A2t A2t ~ 2

| -'3;,1 .-'352 e .-'3;% | f2t Sat

i ) ) N C)
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where I' = [y1, 72, . . ., v2¢|T is the error magnitude set corresponding to B, and the 2t x 2t

matrix in (9) is defined as B-matrix B. Let A =[dy, 02, . . ., 0] T be defined as

A=BxL+3
(10)

From (8) and (9), it is evident that if all the errors are in the error location set, the exact yi
value can be determinated and A will be all zero; otherwise, this decoding approach fails to
correct errors. There are at most 2t error locations can be determined. However, it is very likely
that only one error outside L but the decoder can’t solve any error. To improve the error
correcting ability, we additionally check whether A is a geometrical sequence or not to make a
compensation for an error location outside L. A geometrical sequence A = [PBiioss, Plioss2s - - - »
Bioss2t] means an error location loss can be found, where Bjoss = ouioss - For example, if there are
four errors in 1st, 3rd, Sth and 9th locations for a BCH (255,239) decoder which can correct 2

errors, S is expressed as

By +Bs+08:+08 1%

.;"_'3% + .;"_'3% + .;"_':?g + ﬁé
334+ 83+ 3+ By
Bt + B3+ B2+ 3%

|
|

(11)
In the case that the decoder collects B = [B1, B3, f6, 9], and I' =[1, 1, 0, 1], A becomes
By B3 Bg o 1 B1 + B3+ Bs + _.."39
A 53 32 pE B2 1 N B2 + 062+ 32+ 32
= | B¢ B} pBE 53 0 653+ 65+ 82+ 533
gt gt oo a1 G4+ 344+ B2+ B4

_th 32 A3 a4
= [0, 85 O5. O5] (12)

Then not only errors at 1-st, 3-rd and 9-th locations but also an error at 5-th location can be
corrected. Therefore, the proposed compensation soft BCH decoder can correct at most 2t+1 error.
The compensation error magnitude solver (CEMS) shown in Fig. 26 is used to solve (9) and (10)
to get I' and A. For those y; equal to 1, the corresponding li and lloss are the exact error locations.
The codeword polynomial C(x) can be obtained by inversing values at error locations in the

received polynomial R(x).
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To obtain the y; value in (9), the Gauss Elimination method is the most intuitive way but the
complexity is O(n3). In BCH codes, the valid error magnitude in (9) is either 0 or 1, so the
problem can be formulated into checking all combinations of y; over GF(2) instead of calculating
real error magnitudes. A 2t-bit counter is used to do a heuristic search for all binary combinations.
Since S12 =1S2, S22 =S84, ..., St2 = S2t in BCH codes, the even part of syndromes check can be

eliminated to simplify (9) as :

B I.' |" - y . — ’-\Ir 1 _ , _
B, jgz e B, 7 S,
.;-'_5’?1 3?2 ... 3{’3% /2 Ss
32t-1 ,.-'35*—1 - 3{2t 1 ."2?—1 Sy
’ 7L Tt - -
- (13)

The complexity can be significantly reduced for only half size matrix, Bodd and Sodd, used
in (13).
Following steps illustrate the details of the efficient Implementation of CEMS.

Input: B, S,qq and L = 0

1) Construct the G-matrix Boqq with B
2) Avad = Boda x L+ Sodad

3) if Ayuq is a geometrical sequence

Go to 4)
else
if [ ==2%—-1
Failed Decoding
else
F=L+1
Go to 2)

4) Find ljss with Agqq
Output : I' and Lj,ss

By iteratively counting I" value, a heuristic search for all binary combinations can be
completed. At each iteration, the solver can verify whether the geometrical sequence check stands

or not.
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b) VLSI ARCHITECTURE FOR THE COMPENSATION SOFT BCH DECODER

(1) Error Locator Evaluator

As shown in Fig. 27, error locator evaluator architecture includes the reliability part, the error
locator part and the error location part. The upper part is the reliability part which stores the
reliabilities of 2t least reliable candidates Ryj,Ry, . . .,Rp: . The medium part is the error locator
part to construct the error locator set B. Because the error locator of the i-th location is ai, the
error locator of (i+1)-th locations is a times the error locator of i-th location. The error locator can
be computed by multiplying a—1 with register REG if the input is serial in from the highest
degree coefficient of R(x).

Thus, the error locator part can use a constant multiplier to calculate the error locator of each
input. Notice that register REG initially contains the error locator of the first input. The bottom
part is the error location part. The decoding method focuses on the least reliable bits instead of
the whole codeword, so the error location part uses a counter to compute the error location li
corresponding to each Rli for serial input. Hence, the Chien search procedure is no longer

required and a lot of redundant decoding latencies can be eliminated.
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Fig. 27. Error Locator Evaluator Architecture for Serial Input

Error locator evaluator classifies the soft inputs to choose 2t least reliable inputs as the
candidate reliabilities Ry;,Rp, . . ., Ryt . Their corresponding error locators Bli and error locations
li are also calculated and stored in registers. Error locator evaluator compares the soft inputs with
Rji, and then generates the select signals SELi to control the multiplexers. In the i-th stage, if the
input is smaller than R;i—1 , the i-th stage value is updated with (i-1)-th stage value. If the input is
greater than R;—1 and smaller than Ry, the i-th stage value is updated with the input value.

Otherwise, the i-th stage holds its current value.

(2) Compensation Error Magnitude Solver (CEMS)

The compensation error magnitude solver (CEMS) in Fig. 28 is employed to evaluate (13)

while given Sodd and B. Totally 2t2 registers are used to store each entry in the Bodd matrix. The
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initial value of registers in each row is set as B so that the output of the SQUARE will always be
Bli2 for first t-1 cycles. Iteratively multiplied byBli2, the bottom registers generate py> "' for i = 1
~ 2t and j = 0 ~ t-1. Thus, totally only 2t multipliers are used for Bodd calculation. After t-1
cycles, Bodd is constructed and the registers will stop update. Matrix multiplication is evaluated
in the following 22t cycles. By counting I" value, a heuristic search for all binary combinations
can be completed. At each iteration, each Bj; value will be calculated with v;, and the solver can
verify whether the geometrical sequence check stands or not. If Aodd is a geometrical sequence,
then &; x 612 = diro. CEMS uses t multipliers to check the relation and uses a look up table (LUT)

for looking for lloss from d1.
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Fig. 28. Compensation Error Magnitude Solver Architecture

(3) Architecture Comparison

The architectures of a hard BCH decoder and the proposed soft BCH decoder are compared
in Table 6. In finite field operation, the complexity of a multiplier is much higher than a register.
Because of fewer multipliers, the proposed soft BCH decoder with more registers and additional

LUT has similar hardware complexity as the hard BCH decoder with inversionless
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Berlekamp-Massey (iBM) algorithm [B-15] Moreover, searching error locations at error locator
evaluator procedure leads to a lot of latency saving. Therefore, the proposed soft BCH decoder
can provide higher throughput with almost the same hardware complexity as compared to the
traditional hard BCH decoder. For example, for BCH (255,239) code, the proposed soft BCH
decoder has 20 registers, 1 LUT and 5 multipliers while the hard BCH decoder has 12 registers
and 9 multipliers. Furthermore, the proposed decoder also has only 53% latency as compared

with traditional hard BCH decoder.

Table 6
Comparison Table for A (n, k, t) BCH Code

(n.k.ty (n.k.t) (255,239.2) | (255.239.2)
Hard BCH | Soft BCH Hard BCH Soft BCH
with iBM Proposed with iBM Proposed
register 5t + 2 2t + 6t 12 20
multiplier 3t+ 3 3t—1 9 3
constant , _ .
multiplier 3t t+1 6 N
square 0 2t +1 0 5
LUT 0 1 0 I
; &t
latency on+2t | " j_‘ ) + 514 272

c¢) SIMULATION AND IMPLEMENTATION RESULTS

Simulation and implementation results for our proposed soft BCH decoder are presented in
this section. Fig. 29 shows the performance comparison for 2-error-correcting (255,239) BCH
code under BPSK modulation in AWGN channel. The achieved coding gain is about 0.75dB over
the hard BCH decoder at BER = 10~>. Our proposed decoder can outperform 0.35dB and 0.2dB

coding gain as compared with GMD [B-4] and sub-optimum MAP [B-7] respectively.
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The BCH (255,239) decoder is implemented with hard decision and soft decision methods
and demonstrated in Table 7. The hard BCH decoder uses iBM algorithm to solve key equation
and needs Chien search to get error locations. Computing error locations without Chien search,
the soft BCH decoder has almost half latency of the hard BCH decoder. Hence, the soft BCH
decoder has much better throughputs than the hard BCH decoder. According to the post-layout
simulations, the soft BCH decoder saves 47.1% clock cycle latency with similar gate count and
operation frequency as compared with the hard BCH decoder in standard CMOS 90nm

technology.
Table 7

Summary of Implementation Results

|| Hard BCH (255,239) t =2 | Soft BCH (255,239), t = 2

Technology 90nm 90nm
Architecture iIBM + Chien Search CEMS w/o Chien Search
Operation 360MHz 360MHz
Frequency (Post Layout) (Post Layout)
Core Area 14400pm= 13225pm=
Gate Count 4.38K 4.00K

Latency 514 272
Throughput 167.4Mb/s 316.3Mb/s
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3. Soft RS Decoder Chip for Optical Communication System

a) Proposed Soft RS Decoding Algorithm

First of all, based on the received soft information, n least reliable positions (LRPs), [10,
11, ..., In—1], are defined and S(x) is calculated simultaneously. The candidate sequences are
generated according to Gray code based bit flipping method, leading to only one bit of these
LRPs flipped between each successive candidate. As a result, S(i+1)(x) for the (i + 1)-th
candidate can be updated with the method in step 2. of Algorithm 1. S(i+1) j is the j-th
coefficient of S(i+1)(x) and e’k xalkxj is the compensation value, which can be viewed as the
error pattern induced by the bit-flipping operation of k-th LRP. After updating the syndrome
S(i+1)(x) and calculating the corresponding A(i+1)(x), we set a condition that only the
A(i+1)(x) with degree less than t will be sent to Chien search to find the error locations
because it’s highly possible for the A(i+1)(x) to be in the limit of correction capability. If the
condition is met, the candidate sequence will be decoded as the output message and the
decoding procedure will be terminated. Otherwise, next candidate will be generated to repeat
above-mentioned steps. If no one meets the condition among all 2n—1 candidates, the received
signal will be decoded without the condition, and the error correction capability as hard RS

decoders is guaranteed.

Algorithm 1. : Decision-Confined Algorithm
Input : R(x) and nbit integers 4 =+" = 0.
step 1.
Clalculate syndrome S(a).
Evaluate n LRPs, L = [I'l||.|r|..,..f.l._[:. and
corresponding error values, E' = [¢].¢}. .. ¢ ir]
step 2.
fori=0i<2"—-1,i=i+1:
A=, v =i @ (i == 1) (Gray code)
Find the bit dif ferent between ~ and ~', k=th bit
Update syndrome SUHY () :

ST = 8 p el wali 1< <2t
Calculate A"V (&) from KES with SUHY (&),
if (deg(AUTV () < 1)
go to step 4.
else if (i = 27 — 2 and deg{ A" D)) =1t)
go to step 3.
end for
step 3.
Caleulate A(x) with S(a).
step 4.

Find error locations and

cealuate crror values to obtain ().
Output : C'(r) = R(w) D elr).
End
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b) VLSI Architecture for Soft RS Decoder

For the 2.5 Gb/s requirement of the optical communication systems, a soft RS (255,239)
decoder with three pipelined stages based on our decision-confined decoding algorithm is
presented and the decoding scheme is shown in Fig. 30. The following subsections will show

the unique parts of our proposal in contrast to conventional hard decoders.

(1) Syndrome Updater

According to the method in step 2 of Algorithm 1, the candidate syndrome S(i+1)(x) can
be updated from S(i)(x) by utilizing a look-up table (LUT) instead of recalculating it with
syndrome calculator for further cost efficiency. Note that there are at most 25 candidates for
each received message and 259 computational cycles for each pipelined stage. Thus it has 8
computational cycles for every S(i+1)(x) and A(i+1)(x). As a result, the finite field multipliers
(FFMs) and the squares can be shared to compute 16 compensation values for further hardware
reduction. In our design, it only costs 4 FFMs and 2 squares for the calculation of all

compensation values as shown in Fig. 31.

Received _ & ] & |, Syndrome |, Key
signal o Candidate Updater Equation
Syndrome
Generator
Calculator

A

| Received Data Memory

y Error .
Output = €>< Value |« SCe l;:’cl;l
Evaluator

Fig. 30. Decoding scheme of the proposed soft RS decoder
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(2) Half-iteration RiBM

The conventional KES needs 2t iterations to solve the key equation : Q(x) = S(x)*XA(x)
mod x*'. For RS (255,239), it will cost 16 cycles to calculate A(x). Instead of using two KES to
meet 8 cycles timing constraint, which results in high complexity and difficult signal
controlling, we propose a half-iteration RiBM algorithm on the basis of [B-17] and [B-20] to
shorten the latency of KES. Combining the advantages of homogeneous architecture and half
computation latency, half-iteration RiBM can fully match our desire for KES. According to
half-iteration RiBM algorithm, the structure of the processing element of half-iteration RiBM

(H-PE) is depicted in Fig. 32 and the KES can be implemented with 2t + 1 H-PEs as illustrated

in Fig. 33.

ms

Fig. 31. Syndrome updater
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Fig. 32. The processing element of Half-iteration RiBM (H-PE)

41



CONTROL,|

L4 J

L ‘\i(k) ‘\ik) _\ik)

Sl |t S: [ Sr+l i Sh — 1 !}
La— — - = é: .
1783

- [ - - -0

HPE |l HPE |g...] HPE < HPEun | HPEx |

01}

o [ — - - =0

e [ R o et -

S1 S Se1 S 1 &

Fig. 33. The homogeneous architecture of Half-iteration RiBM

(3) BP-based Error Value Evaluator
Conventionally, after Chien search evaluates the error locators Xi’s, the corresponding
error values ei’s can be calculated with A(x) and Q(x) based on the Forney’s algorithm. From
another approach, the BP based method [B-18] can compute the error values by solving the

Vandermonde relation between the syndrome Si’s and error locators Xi’s as following form.

}Lrl }fg T }fti €1 51
bl ] o -3 —y
X2 X2 ... X2 €5 S.

ol

I

X§oxs o X3 es ;

P
i

Since the Forney’s algorithm and BP-based method consume nearly the same hardware
costs, our half-iteration RiBM method removes the calculation of €Q(x) for further area
efficiency. Based on the BP method, the error value evaluator can be implemented with the

architecture as shown in Fig. 34.
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c) Simulation and Implementation Result
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Fig. 35. Performance of the proposed soft decoding algorithm

Fig. 35 shows the RS (255,239) simulation results for our proposed algorithm with
different 1 under BPSK modulation and AWGN channel. The performance gain at 10™* CER is
0.4 dB with n = 5 over the hard decoding. Compared with Chase algorithm with n = 3, our
proposed method can achieve competitive coding gain with n = 5. Although it needs more
LRPs, the average computation complexity of our proposal is much less than Chase algorithm.
For instance, at E,/No = 7, according to our approach with n = 5, the average computation
times of syndrome updater, KES, Chien search and error value evaluator are 1.07, 1.07, 1 and 1
respectively. However, the Chase algorithm with n = 3 consumes 23 calculation for all the
decoding blocks.
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Table 8

ComparisoN OF TIME AND HARDWARE COMPLEXITY WITH SOFT RS DECODER

Codir GF(28 GF(2F 4 I # of ormalized
Gain Couilan)l Valigxble) {A’:ffﬁ’ s el | et | e piﬁelme lasoy ¥ XOR
@ 10~* CER Multiplier | Multipher “ (bits) | (bytes) (bytes) (bits) stage (cach stage) Gate Counts
Proposed || 04 dB (3 =5 | 32 | 68 | 8 | 988 | 530 | 256x3 | &4 | 3 | 2% | 21313
[CC[e][[ 04dB(y=9) | 8 | 66 | 108 | 1109 | 1024 | 687256x8 | 1606 | 4 | 528 | 3905
* Nomnalized XOR gate counts. Constant multiplier : 20, Variable multiplier : 100, Mux & Memory cell : 1, Register : 3.
Table 9
COMPARISON OF 1IME AND HARDWARE COMPLEXITY WITH HARD DECISION RS DECODER
I Proposed | pRiBM [E-5] | pDCME [E-6] | DCME [E-7]
Code Type Soft RS (255, 239) Hard RS (255, 239) Hard RS (255, 239) Hard RS (255, 239)
Technology 90nm. 90nm 0.13pm 0.25um
Operation Frequency 320MHz (Measurement) | 690MHz (Synthesis) | 660MHz (Synthesis) | 200MHz (Synthesis)
Gate Count 453 K 436 K 532 K 422K
Throughput 2.56 Gb/s 5.52 Gb/s 5.28 Gb/s 1.6 Gb/s
Coding Gain 04 dB @ 10~* CER - - -

Table 8 shows the comparison with LCC-based soft RS decoder. Our proposal can achieve
more than 40% area reduction while the assumption is even not including the cost of decision
making unit consumed in [B-19]. In addition, our design can operate with only half latency for
each pipeline and less pipelined stages. Fig. 36 shows our decoder chip which is the first soft
RS decoder chip in our understanding. Hence,

Table 9 illustrates the implementation results of our soft RS decoder with other hard RS
decoders. Implemented in 90nm CMOS process, our chip with 45.3K gates is comparable with
a conventional hard decoder. Moreover, it can fit well for 10- 40 Gb/s with 16 RS decoders in
optical fiber systems and 2.5 Gb/s GPON applications with 0.4 dB coding gain over hard

decoders at 10—4 CER.

‘it gl g N I ol o il gl

Fig. 36. Microphoto of soft RS (255,239) chip
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C. Viterbi Decoder

l.

a)

A Low-Power Viterbi Decoder Based on Scarce State Transition and

Variable Truncation Length

Power Reduction with Variable Truncation Length

As indicated in the Viterbi algorithm, the decoder output is the codeword that minimizes
the conditional probability of the received sequence. Therefore, the entire received sequence
should be stored and analyzed before any decoding output. Nevertheless, the received sequence
length may be large, and the survivor path should be truncated to reduce storage requirement
and decoding latency. If the truncation length T is large enough, about five times constraint
lengths, the performance can achieve that of maximum-likelihood decoding.

Fig. 37 illustrates the survivor paths stored in a survivor memory. All the 2v survivor
paths will merge with a high probability for a 2v-state Viterbi decoder. Consequently, it is more
efficient to store the merged path rather than the 2v paths after the merged stage. The
truncation lengths depend strongly on the channel conditions as listed in Table 10. Based on
the variable truncation length property [C-9], we design a path merging detection unit to

reduce the power consumption in the survivor memory.

Merge Point

\

- T -
-t

Fig. 37. Survivor paths stored in the survivor memory
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Table 10

Average required truncation length for path merging in different channel condition

Eb/Ny 1.0 2.0 3.0 4.0 5.0

Truncation

33.78 | 26.86 | 23.34 | 21.54 | 20.54
length

(1) VARIABLE TRUNCATION LENGTH

The Viterbi decoder for the MB-OFDM UWB system has 64 states. Fig. 38 illustrates the
survivor memory on the radix-4 trellis. DO to D63 are the decisions provided by the ACS units
for selecting survivor paths. Base on path merging property, the 64 states tend to be equivalent
from the left stages to the right stages, which are more reliable.

The path merging detection unit will find the merge point, or stage in the trellis.
Obviously, if contents of all the 64 survivors are equivalent at the same stage, the 64 survivor
paths have merged. However, it is complex to check all 64 states concurrently. To reduce the
hardware complexity, our proposal detects path merging by dividing 64 states into 16 groups
that are verified separately. The simulation results show that this scheme has no performance
loss. We assume the 64 survivor paths have merged and the value in state O is already reliable
if every group (the circles in Fig. 38) contains equivalent values at the same stage. After
detecting the merged point, we apply clock gating to the registers in the shadow region and
directly shift out the value. The state O path is considered as the correct one, and the others are
dropped.

Fig. 39 illustrates the survivor memory architecture with variable truncation length. The
registers of each stage are connected to the path merging detection unit that decides the merge
point and generates clock gating signals of each stage. Based on the scheme, we can adjust
truncation length dynamically, depending on the channel. In high SNR environments, a shorter
truncation length is required and the clock gating can be applied to more registers, resulting in

a power efficient survivor memory.
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Fig. 38. Path merging detection scheme
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Fig. 39. Survivor memory architecture with variable truncation length

(2) DESIGN PARAMETERS AND PERFORMANCE SIMULATION

The Viterbi decoder, based on the register-exchange approach, combines the SST and the
path merging detection schemes to reduce power dissipation. The design parameters of the
proposed Viterbi decoder are listed in Table 11.

Fig. 40 shows the performance simulation result in the BPSK modulation. Notice that the
performance of the conventional scheme, the SST scheme, and the proposed scheme are

approximately the same. Compared with the floating point case, the performance degradation
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of 8-level soft-decision is less than 0.5dB. The proposed variable truncation length scheme still

preserves the error performance.

Table 11

Design parameters of proposed Viterbi decoder

1.2V 0.13-pm
Technology
1P8M CMOS
State Number 64
Code Rate 1/3
Soft-Decision 8-levels
BM Width 6 bits
PM Width 9 bits
Max. Truncation
64
length
ACS structure radix-4

—e— Floating
—— Conventional

1 i i 1

25 3 3.5 4 45
Eb/N,(dB)

(=]

Fig. 40. Simulation results in AWGN channel, BPSK, 8-level soft decision and code rate=1/3

b) Power Simulation

We analyze the power dissipation of three implementations: the conventional
register-exchange approach, the SST scheme without and with the variable truncation length
scheme. Table 12 lists the gate counts of these implementations. In different channel
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environments, we compare the power consumption of the three structures. Fig. 41(a) and Fig.
41(b) respectively reveal the post-layout power estimation of the whole Viterbi decoder and the
survivor memory. The operating frequency is 250MHz and the corresponding data rate is
500Mbps due to the radix-4 ACS structure.

For the conventional design, the channel conditions are ineffective in the power
dissipation. In the SST only implementation, the decoder power dissipation is reduced in high
SNR environments; however, the power reduction is not obvious due to the complex signal
wire routing. In the proposed design combining the SST and the variable truncation length, the
decoder power has a significantly reduction as shown in the figures. Fig. 41(b) shows survivor
memory power only to highlight the effect of the dynamic truncation length. As the channel
condition is good enough, the variable truncation length scheme lowers more than 60%
SUrvivor memory power.

Fig. 42 shows the power profiling of the conventional register-exchange structure and the
proposed decoder as E,/Nj is 5.0 dB. The corresponding bit error rate in this channel condition
is 2.56¢°. From Fig. 42(a), the survivor memory is a power intensive block in conventional
decoder designs. With SST and variable truncation length schemes, the ratio of survivor
memory power is reduced significantly (see Fig. 42(b)). Furthermore, the SST unit and the

path merging detection unit consume less than 2% of the decoder power.

Table 12

The gate counts of different implementations

) Gate
Implementation
counts
Conventional RE

108.5k

approach
SST scheme 109.0k
Proposed 116.9k
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2. A Low Power Differential Cascode Voltage Switch with Pass Gate

Pulsed Latch for Viterbi Decoder

a) DCVSPG Pulsed Latch

In nano-scale technologies, pulsed latches address some of the challenges associated with
realizing energy-efficiency flip-flops. First, only cascading a pulse generator and a
conventional latch cannot considerably reduce total power consumption. Although the clock
loading of pulsed latches is reduced, the internal node capacitance of the pulse generator is not.
Second, the depth of the inverter chains of a pulse generator is increased to hold the pulse
width since the propagation delay of inverters decreases in advanced technologies.
Nevertheless, increasing the number of inverters would increase the power overhead. Third,
the leakage current of more advanced technologies is higher. In view of the three challenges, a
DCVSPG pulsed latch with a low swing pulse generator is proposed.

A DCVSPG pulsed latch is designed to realize an energy-efficient flip-flop. Fig. 43(a)
presents the proposed DCVSPG pulsed latch, which is constructed using a low-swing pulse
generator and a DCVSPG latch. This low-swing pulse generator generates an inverted clock
using a three-stage inverter chain, a gated NMOS and a gated PMOS. The DCVSPG latch
captures the input datum when both opposite clock and clock signals are high. The details of

the low swing pulse generator and DCVSPG latch are as follows.
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(1) DCVSPG Latch

The DCVSPG latch is implemented using a differential cascode voltage switch with pass
gate logic. Two cross-coupled PMOS transistors, M1 and M2, form the circuit load. Below the
PMOS load, NMOS transistors form the n-channel logic evaluation. The DCVSPG latch
captures input data in a transparent window generated by an implicit-pulse generator. Fig. 43(b)
displays the corresponding waveform that is used to generate a transparent window. An
implicit-pulse generator uses an odd-stage inverter chain to create a delayed signal of the
opposite clock (clkb). According to the signals clk and clkb, an implicit pulse is generated as a
transparent window by turning on NMOS pass transistors (M3 and M4, M5 and M6). The
DCVSPG latch samples input data only in this transparent window. In a transparent window,
the DCVSPG latch captures input data via four pass transistors. When the input datum is logic
1, the node QB is discharged to ground along the pull down path (M5 and M6). Accordingly,
the output Q is changed to logic 1 following one propagation delay associated with an inverter.
After the node QB is discharged, the node QQ is charged by the PMOS, M1. Additionally, the
operation of sampling logic 0 is similar to that of sampling logic 1. When the input datum is

logic 0, the node QQ is discharged to ground along the other pull down path (M3 and M4). M2
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is turned on after the node QQ is discharged. Therefore, node QB is charged to logic 1 by this
PMOS. Then, logic 0 is propagated to the output Q. Hence, capturing of logic 0 dominates the
clock-to-Q delay. The DCVSPG pulsed latch provides high-speed data capturing during a

transparent window using a differential cascode voltage switch.

(2) Low-Swing Pulse Generator

A major advantage of pulsed latches is the low clock load, which is associated with low
power consumption in a clock tree. However, the pulsed latch has a penalty of the pulse
generator. The pulse generator typically utilizes a delay inverter chain to produce the
transparent window. The inverter chain is always switched as the clock switches. Accordingly,
the pulse generator dissipates considerable power, even if the data undergo no transition.
Moreover, in nano-scale technologies, leakage power dominates the overall power
consumption. The inverter chain in a pulsed latch increases the number of leakage paths from
the supply voltage to the ground. This increase causes the leakage of much power, which

dominates the power consumption in a pulse generator.

Pulse

EReduced
Swing

Votlage (v)

an an
Time (s)

Fig. 44. Waveform of DCVSPG pulsed latch
A low-swing pulse generator is proposed for a DCVSPG pulsed latch to generate a
low-swing inverted clock. The proposed low-swing pulse generator reduces the voltage swing
in internal nodes to reduce switching power, and further reduces leakage power by gated
diodes. Fig. 43(a) presents a DCVSPG pulsed latch with a low-swing pulse generator. To

reduce the leakage power and switching power of the pulse generator, a transistor stacking
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scheme is employed in the pulse generator. In the proposed low-swing pulse generator, a gated
PMOS is connected between the supply voltage (Vdd) and virtual Vdd. Furthermore, a gated
NMOS is inserted between the ground and the virtual ground. The purpose of these two gated
transistors is to form a low-swing clock between virtual Vdd and virtual ground. Therefore, the
voltage swing is reduced from Vdd to Vdd — | Vip | —Vu. Fig. 44 displays the corresponding
waveform of the pulse generator and DCVSPG latch. The pulse width determines the hold time
of the proposed DCVSPG pulsed latch. The proposed low-swing pulse generator has two
advantages. First, stack transistors reduce leakage current and increase the propagation delay
time. The delay chain of the DCVSPG pulsed latch is implemented to generate a transparent
window. In advanced technologies, the number of inverters in a delay chain must be increased
in a pulsed latch to guarantee that the width of the transparent window suffices for capturing
the datum. Increasing the number of inverters causes substantial power consumption.
Therefore, stack transistors increase the propagation delay without the need to add inverters.
Second, reducing the voltage swing of the inverter chain reduces the switching power.
However, the low-swing inverter chain decreases the noise immunity. Table 13 lists the static
noise margin (SNM) of 3-stage low-swing and full-swing inverter chains. The average SNM of
the low-swing inverter chain is reduced by 39% compared to that of the full-swing inverter

chain.

Table 13
Static Noise Margin (SNM) of Three-Stage Inverter Chains

Low-Swing Full-Swing
SNMigh 291 mV 548 mV
SNM oy 287 mV 400

b) A Low-Power Radix-4 Viterbi Decoder Based on DCVSPG Pulsed Latch with
Sharing Technique

(1) DCVSPG Pulsed Latch with Sharing Technique
With state number increasing, the truncation length should be longer. In this condition, the
register number will increase rapidly. Moreover, the punctured convolutional codes need
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longer truncation length to maintain performance. Fig. 45 shows the performance of punctured
convolutional code, the result shows that the truncation length should be lengthened with high
code rate punctured code. Last but not least, the path merge phenomenon will appear too late in
low SNR conditions. In noisy channel, the switching activities are not reduced. Based on these
features, it is feasible to optimize the registers. More power saving of register, more power

saving of SMU.

IEEE 802.15.3c; BPSK; AWGN Channel; Fixed Point Simulation
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Fig. 45. Performance of punctured code with different truncation length

To address this issue, the DCVSPG pulsed latch with sharing technique has been
developed. In order to reduce more power dissipation and area cost, the low-swing pulse
generator can be shared by different number pulsed latches. In other words, one low-swing
pulse generator could trigger more than one pulsed latches. However, the CLK-Q delay will
become worse with increasing number of pulsed latches. To achieve a balance between delay
and power consumption, the power-delay analysis plays an important role. With respect to the
SMU of Viterbi decoder, the output loading of analysis and clock frequency are 8.36fF
(loading of flip-flop in the SMU) and 250 MHz respectively. Moreover, we adopt high

switching activity (a =1) input patterns to simulate low SNR conditions of communication
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Fig. 46. Sharing analysis of different number of pulsed latch

(2) Proposed Radix-4 RE-based Viterbi Decoder
In the Viterbi decoder design, two important issues have to be considered carefully: speed
and power. For high-speed applications, the high-radix architecture [C-11] becomes popular, to
perform multi-step of trellis in one cycle. The data rate becomes n times based on radix-2n
architecture, in other words, processing n bits in one cycle. In addition, without loss generality,
the area and power overheads are also n times. Moreover, to achieve high data rate, the

designer usually adopt RE-based SMU. The RE approach is the simplest technique which
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assigns a set of registers to each state. These registers store the decision bits produced by
ACSU. At each time step, these registers change the contents to update new decision bits.
Based on RE approach, the way to trace back the survivor path is neglected and the latency
could be reduced. However, the power consumption of RE method is larger due to exchanging
registers. Based on the previous discussions and UWB system requirement, a radix-4
architecture that two flip-flops required in one basic unit in SMU is suitable for the Viterbi
decoder. A radix-4, RE-based Viterbi decoder process 2 bits at a time, that is, two bit flip-flops
are needed. Hereby, the proposed low-power RE-based Viterbi decoder by the DCVSPG
pulsed latch with sharing technique is implemented for UWB system. The architecture of
proposed RE-based SMU is shown in Fig. 47. To reduce the power dissipation of SMU, the
DCVSPG pulsed latch with sharing technique is adopt to replace the flip-flops which are the
power-hungry components in the SMU.

Flip-Flops Truncation
- Lefgth L

.

0 _ Decoded
bit

Bl L

Decision 0

Decision 1

Decision 2

AR XY X

Decision 3

Fig. 47. SMU architecture design

¢) SIMULATION AND IMPLEMENTATION RESULTS

Simulation and implementation results for our proposed Viterbi decoder are presented in
this section. Table 14 presents the implementation results of two Viterbi decoders with C*°MOS
flip-flops and DCVSPG pulsed latches, respectively. In the Viterbi decoder with DCVSPG
pulsed latches, only the SMU block is implemented via DCVSPG pulsed latches, and other

blocks are still synthesized using C*MOS flip-flops, obtained from the UMC 90nm low power
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cell library. In the Viterbi decoder using C*MOS flip-flops, all the blocks are implemented by
C*MOS flip-flops, including the SMU block. To valid the design of the SMU using DCVSPG
pulsed latches, the output pin of the decoded bit and three by-pass input pins (1 bit for input
data and 2 bits for controlling the exchange of registers) are connected to the SMU to trace all
the paths in SMU. The operating frequency and the throughput are 250 MHz and 500 Mb/s,
respectively, to meet the requirement of UWB systems. The total number of gates and core size
of the Viterbi decoder are 119K and 0.372mm’, respectively. Moreover, the power
consumption is 56.86mW at 0.9V, estimated from the post-layout simulation. By comparison
with C*MOS flip-flops, the DCVSPG pulsed latch not only reduces the power consumption of
the Viterbi decoder by 21% but also reduces the core area by 12%. Fig. 48 presents the power
distributions of the core power with C*MOS flip-flops and DCVSPG pulsed latches. The
power consumption of SMU is 70% of the total power consumption in a C"MOS-based Viterbi
decoder. The DCVSPG pulsed latch can reduce power consumption by 22% by reducing the
power consumed by flip-flops and the clock tree of the SMU. Hence, the proposed DCVSPG

pulsed latch is a power-efficient approach for implementation the SMU in a Viterbi Decoder.
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Table 14

Implementation Results of Viterbi Decoder

C*MOS DCVSPG
Flip-Flop Pulsed Latch

Technology UMC 90nm CMOS Process

Supply Voltage 09v
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State Number 64 States

Truncation length 128-bit
Gate count 126.8k 119.21k
Code rate / ACS )
) (1/3) / Radix-4
architecture
Throughput 500Mbps @ 250 MHz
Core area (mm?) 0.4225 (1) 0.372 (0.88)
Core Power (mW) 57.0 (1) 44.9 (0.788)

The pulse sharing technique is also implemented for a Viterbi decoder, with a radix-4
architecture. In this architecture, two bits must be stored in each time step. The performance of
Viterbi decoder is shown in Fig. 49. According to the BER curves, the performance
improvement will reach a limit when truncation length equal to 64 with 8-level soft-decision,
9-bit PM width and 6-bit BM width. Therefore, we select 64 as maximum truncation length.
Table III lists the implementation results of the proposed Radix-4 Viterbi decoder based on
UMC 90-nm 1P9M CMOS process. The operating frequency and data rate are 250 MHz and
500 Mb/s to meet the requirement of UWB system. Based on the DCVSPG pulsed latch with
sharing technique, the total gate count is 84.35K, and the power consumption is 63.97 mW at
0.9V, estimated by post-layout simulation from the Cadence Ultrasim software. With the
sharing technique, smaller clock tree loading could be realized. Fig. 50 shows the comparison
of proposed decoder with UMC cell-based Viterbi decoders. Compared to cell-based decoder,
the proposed DCVSPG with sharing technique Viterbi decoder can achieve 22.3% power

saving.
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Among three years, we propose three kinds of modified FEC decoders for this low-power
base-band processor and describe those contributions as follows:

A high-throughput and power-efficient LDPC decoder is presented. Utilizing the
characteristic of variable-node-centric sequential scheduling, the proposed decoding algorithm
could reduce the maximum iteration number without performance loss. In addition, the single
pipelined architecture and modified CNU can save 73% message storage memory and decrease
the sorter size, resulting in a low-complexity design. After implementation in 90nm technology,
the test chip occupies 3.84 mm” and supports maximum 11.5 Gbps data rate under 1.4V supply
voltage.

We have presented a LDPC-CC decoder design that targets high-throughput, low-cost and
low-power. The test chip of (491, 3, 6) time-varying LDPC-CC supporting five code-rates is
implemented in 90 nm CMOS technology. The decoder containing 5 processors occupies 2.24
mm?” and provides twice faster decoding convergence speed. Maximum throughput 2.37Gbps
is measured under 1.2 V supply with 0.024 nJ/bit/proc energy efficiency. The power can be
scaled down to 90.2 mW with lowered throughput 1.58 Gbps at 0.8 V supply. The pro-posed
design methodologies would make LDPC convolutional codes more competitive to the other
error-control codes.

In BCH code, we provide soft BCH decoders suitable for digital video broadcasting. From
the simulation, the proposed soft decoders perform much lower complexity with similar system
performance as compared with conventional hard decoders. The proposed soft BCH decoders
can save 61.2% gate-count for BCH (762,752) with H-EMS to correct 1 error. For BCH
(32400, 32208) with BPEMS, which can correct 12 errors, 50.0% gate-count and 47.4% clock
cycle latency are saved compared with traditional hard BCH decoders in CMOS 90nm
technology.

We also provide an improved soft BCH decoder which performs better performance and

comparable hardware complexity as compared to the conventional hard BCH decoder. The
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complexity is reduced by dealing with the least reliable bits, and the error correcting ability is
enhanced by compensating an extra error outside the least reliable set. In addition, Chien
search can be eliminated with a counter that evaluates error locations in the proposed error
locator evaluator procedure. Thus, a lot of redundant decoding latencies can be eliminated and
higher throughputs can be achieved without parallelism. From the experimental results of BCH
(255,239) code, the proposed soft decoder can give 0.75dB coding gain over the hard BCH
decoder at BER = 107 Also, it can achieve 316.3 Mb/s throughputs while reducing 7%
gate-count as be compared with the 167.4Mb/s traditional hard BCH decoder in CMOS 90nm
technology.

A novel decoding algorithm and its area-efficient architecture for soft RS codes is
provided in this project. By confining the degree of error-locator polynomial, our approach has
only one candidate sequence to be decoded. For RS (255,239) codes, our method can achieve
0.4 dB coding gain at 10~ CER over hard decoders. Unlike Chase-type methods using several
hard RS decoders and determining the most probable candidate, our proposal only demands
one, leading to significant hardware complexity reduction. According to the measurement
results, the proposed soft RS decoder can achieve 2.56 Gb/s throughput with 45.3 K gate. As a
result, our proposal can provide more powerful correcting ability with a high-speed and area
efficient solution for optical communications applications.

A low-power Viterbi decoder combining the SST and the variable truncation length
scheme is presented. Reducing the state transition activities, the SST approach reduces the
dynamic power in the decoder. The variable truncation length scheme provides a more efficient
survivor memory management that pursues the sufficient truncation lengths for real channel
conditions. Consequently, the redundant data movement can be abandoned for low power.
Furthermore, high SNR environment causes the survivors merge rapidly, leading to more gated
register elements. After implemented with the 0.13-um cell based design flow, the fix-point
error performance, the gate count, and the power dissipation has been examined by applying

the presented low power techniques. Experimental results indicate the power reduction of the
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whole decoder and the survivor memory unit can achieve more than 30% and 60% respectively,
while the overhead of 8% gate count due to additional control logics is required.

We also provide another solution for a low-power Viterbi decoder by differential cascade
voltage switch with pass gate pulsed latch. The DCVSPG pulsed latch is composed of a low
swing pulse generator and a DCVSPG latch. The low-swing pulse generator generates an
implicit pulse to capture the input datum. Additionally, the low-swing pulse generator not only
reduces both the switching power and the leakage power by stacking gated transistors but also
decreases the loading of the clock tree. During a transparent window that is produced by the
low-swing pulse generator, the DCVSPG latch in the proposed pulsed latch performs
energy-efficient data capture. The simulation results reveal that the proposed DCVSPG pulsed
latch, based on UMC 90 nm CMOS technology, has lower energy consumption than other
flip-flops. The proposed DCVSPG pulsed latch for the Viterbi decoder can reduce the power
consumption by 22.2% below that achieved using a C*MOS flip-flop, obtained from the UMC
90 nm low-power cell library. To reduce more power consumption, the low-swing DCVSPG
pulsed latch with sharing technique is introduced to reduce the switching power and leakage
power; in addition, less clock loading could be achieved. Experimental results indicate the
proposed radix-4 Viterbi decoder with 84.35K gate counts can achieve 500 Mb/s and consume

63.97 mW at 0.9V with the energy efficiency 0.128 nJ/bit.
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