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Recently, a lot of research works have been dedicated to the wireless sensor networks
(WSNs) field. ZigBee is a communication standard which is considered to be suitable for WSNs.
In this project, we discuss initialization and communication protocols for ZigBee tree-based
WSNSs. This project contains three research topics including 1) formation of a ZigBee-based
WSN, 2) scheduling for ZigBee tree-based networks considering data flows, and 3) ZigBee-based
long thin networks. In the second year, we discuss the data gathering in ZigBee networks.
Convergecast is a fundamental operation in wireless sensor networks. Existing convergecast
solutions have focused on reducing latency and energy consumption. However, a good design
should be compliant to standards, in addition to considering these factors. Based on this
observation, this work defines a minimum delay beacon scheduling problem for quick
convergecast in ZigBee tree-based wireless sensor networks and proves that this problem is
NP-complete. Our formulation is compliant with the low power design of IEEE 802.15.4. We
then propose optimal solutions for special cases and heuristic algorithms for general cases.

Keywords: convergecast, graph theory, IEEE 802.15.4, scheduling, wireless sensor network,
ZigBee.
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Abstract—Power management is one of the most important
issues in IEEE 802.16e wireless networks. In the standard, it
defines three types of power saving classes (PSCs) for flows with
different QoS characteristics. It allows a mobile device to turn
off its wireless radio when all its PSCs are in sleep states. In
this paper, we consider the scheduling of power saving classes
of type II in an IEEE 802.16e network with a BS and multiple
MSSs (mobile subscriber stations). Previous work proposes to
enforce all MSSs to have the same sleep cycle, thus leading to
higher energy cost for those MSSs with less strict delay bounds.
We observe that if the sleep cycles of MSSs can be assigned
according to their delay bounds, MSSs can significantly reduce
their duty cycles. We propose an efficient tank-filling algorithm,
which is standard-compliant and can allocate resources to MSSs
according to their QoS characteristics with the least number of
active frames. Simulation results verify that our algorithm incurs
less power consumption and leads to higher bandwidth utilization
than the previous schemes.

Index Terms—IEEE 802.16e, power management, power saving
class (PSC), quality of service (QoS), WiMAX, wireless network.

I. INTRODUCTION

The IEEE 802.16e [1], [2] is a promising standard for
providing broadband wireless access to mobile subscriber
stations (MSSs) with high mobility. Like most other wireless
mobile systems, how to conserve energy for battery-powered
MSSs is a critical issue in IEEE 802.16e. In IEEE 802.16e,
three types of PSCs (power saving classes) are defined. A PSC
can be associated to one or more flows in an MSS. When a
PSC is activated, it repeatedly switches between sleep and
listening windows, where only during a listening window, can
its member flows transmit/receive data. When all PSCs of an
MSS are in their sleep windows, the MSS can turn off its radio
transceiver to save energy.

The three types of PSC in IEEE 802.16e are reviewed
below. In type I, the sizes of listening windows are fixed
while the sizes of sleep windows grow exponentially when
no data arrives. Once any traffic arrives, the PSC will be
deactivated, until all queued traffics are delivered. So, PSCs of
type I are more suitable for non-real-time traffic variable-rate
(NRT-VR) and best-effort (BE) flows. In type II, the sizes of
both listening and sleep windows are fixed. However, unlike
type I, the arrival of traffics will not deactivate the PSC. This
type II is more suitable for unsolicited grant service (UGS)
and real-time traffic variable-rate (RT-VR) flows. In type III,
it is only valid for one sleep window, after which the PSC is

deactivated. This type is more suitable for multicast services
and management operations. Among these three types, we
are more interested in PSC of type II because one may
dynamically adjust such PSCs’ sleeping behaviors to maximize
MSSs’ energy efficiency.

In the literature, performance analyses for PSCs in an IEEE
802.16e network are conducted in [3]-[5]. For an MSS-BS
pair, [6]-[8] focus on the design of PSCs of type I. How to
adaptively adjust the initial sleep window is addressed in [6].
Assuming that the distribution of the response packet arrival
time is known, [7] proposes a decision algorithm such that
the MSS can stay asleep until response packets are expected
to arrive. In [8], how to adjust the minimum and the maximum
sleep windows is discussed. For type II, assuming that PSCs
are already given, a Maximum Unavailability Interval scheme
is proposed in [9] for selecting the optimal start frame for
each PSC to maximize its unavailable duration. References
[10], [11] propose to apply one single PSC to accommodate all
real-time flows in an MSS; parameters of the PSC are selected
to meet the flow with the strictest bandwidth and packet delay
bound. Considering multiple MSSs under the same BS, [12]
proposes a Longest-Virtual-Burst-First (LVBF) scheme, which
always selects a primary MSS in the burst mode to serve and
only gives the necessary bandwidth to the other MSSs to meet
their requirements. However, it does not take delay constraints
of flows into consideration. Reference [13] proposes to serve
each MSS by a PSC of type II, but all of them share the
same sleep cycle. This results in PSCs without overlapping in
their active frames. However, since the common sleep cycle
is bounded by the strictest delay bound of all MSSs, this way
causes some MSSs to have too many active frames.

In this work, we focus on PSCs of type II. Given multiple
MSSs under a BS, we consider the arrangement of PSCs for
these MSSs according to their delay bounds and bandwidth
requirements. This involves not only the selection of each
PSC’s parameters, but also the selection of their listening
windows to reduce the overall active frames of MSSs. We
propose a tank-filling algorithm, which regards the resources
of the BS as a sequence of periodical tanks, each being able to
provide a fixed amount of bandwidth. The result outperforms
that of [13] because we relax the constraint that all PSCs
should share the same sleeping cycle. Simulation results are
provided to verify these claims.

The rest of this paper is organized as follows. Section II



gives some motivations and formally defines the problem. Our
tank-filling algorithm is presented in Section III. Simulation
results are shown in Section IV. Section V concludes this

paper.
II. MOTIVATION AND PROBLEM DEFINITION

In this section, we first motivate our work by discussing
previous work [13]. Then we formally define our problem. In
[13], assuming that there are multiple MSSs, each to be served
by a PSC of type 11, it enforces each MSS to adopt a PSC of the
same sleep cycle length. The sleep cycle is selected to meet the
MSS with the tightest delay bound. While the solution is easy
to implement, this is too restricted and may incur too many
active frames to some MSSs. Fig. 1 shows an example with
two MSSs M; and M, which have data arrival rates of 71 =
0.2Q/frame and 75 = 0.075¢)/frame and delay bounds of D; =
4 (frames) and Do = 12 (frames), respectively, where €2 is the
capacity of a frame. Fig. 1(a) shows the schedule computed by
[13]. Since min(Dy, Dy) = 4, in every four frames, M; and
M will be active for one frame and be allocated of bandwidths
71 x4 = 0.80 and 7 x 4 = 0.3(, respectively, per frame.
Also, their active frames are shifted to avoid overlapping. As
Fig. 1(b) shows, by assigning each MSS a sleep cycle adaptive
to its delay bound, M; and M> can have sleep cycles of 4
and 12 frames, respectively, where in each active frame, they
receive 71 X 4 = 0.8Q2 and 79 x 12 = 0.9Q of bandwidths.
Still we can manage to incur no overlapping among their active
frames, so M5’s duty cycle is significantly reduced.

The above observation motivates us to study a power
management problem as follows. We consider a BS serving
n MSSs M;, ¢+ = 1..n. Each M; has a data arrival rate of
7; bits/frame and each data arrival has a delay bound of D;
frames. Assuming the available bandwidth per frame is € bits
and > 7; < (, the goal is to assign each M; a PSC of

i=1..n
type II with a sleep cycle of T/, a listening window of T},
and an offset of 7., such that T)° < D; and the total number
of active frames for all MSSs is minimized. Also, there is
implicit requirement that whenever a listening window of an
MSS arrives, the BS should be able to serve all its backlog
data that would be overdue otherwise.

III. THE PROPOSED TANK-FILLING SCHEME

In an IEEE 802.16e wireless network, the BS is responsible
for scheduling the sleep frames of the MSSs associated with
it. Initially, each M;,i = 1..n, will send a request to the BS
containing its D;. We propose a tank-filling (TF) algorithm for
the BS to determine the following parameters for each M;:
(1) (T8, TF, T) and (2) amount of bandwidth B; ; allocated
to M; in the j-th active frame in each listening windows,
j = 1.TF (noth that B, ; is a real number between 0 and 1).
Then these parameters are sent to each M;. Then these MSSs
will behave accordingly.

Our TF algorithm considers the resources of the BS as a
sequence of repetitive tanks, each being able to hold {2 amount
of water per frame. It maintains an important property that
TS of each M; is an integer multiple of its previous 7;° , for

each i = 2..n. So, we call T as the basic cycle, or simply
Tyasic, of the network. Intuitively, this property helps make
MSSs’ sleeping behaviors regular and increase the overlapping
of their listening windows. Assuming that 75°, T, ..., T/ are
known (recall that T'° = Tpqsic), the resources controlled by

S

the BS are represented by an array R[1 : TbT", 1 Thasicls
< asic

where each R[k, /], k = 1..TbT"_ and ¢ = 1. Tpusic, 1S tO

record the amount of remaining resource in the ¢-th frame
of the k-th basic cycle. Initially, R[k,¢] = 2 is regarded as
an empty tank. Gradually, we will fill in more data to each
tank. Below, we present our TF algorithm in three steps. (A)
Assuming that Tj,s;c is known, we will choose TiS of each
M;,» = 1..n. (B) Determine TZ-L, Tio, and B; ;,j = 1..TZ-L,
of each M;,7 = 1..n. (C) In the end, we will come back and
search for the most energy-efficient basic cycle Tpqic-

A. Determining Tis of M;

To decide Tis , we first sort MSSs by their delay bounds.
Without loss of generality, let D; < Dy < --- < D,.
Supposing that T = Tyusic is known and TP < D, we
set T%, i = 2..n, as follows:

D
TS =T, x { - J : )
' Tls;l

It is not hard to see that Eq. (1) implies 7}° < T\% | x & =

i—1
D;. So, T guarantees the delay bound of M;. In fact, Eq. (1)
also ensures that 7} is an integer multiple of 7} ,.
Lemma 3.1: Eq. (1) guarantees that each T} is an integer
multiple of 7% |, i = 2.n, and T < Dy, i = 1..n.

B. Scheduling TY, TP, and B; ; of M;

Recall the array RJ[-, -], which represents the resource of the
BS. We will sequentially allocate resources for M;, i = 1..n,
by updating R|[-,-]. Our algorithm is called ‘tank-filling” when
M; is being considered, we will test every ‘starting’ tank in R
by sequentially filling its data to the empty part of that tank
and continuing to next tank in R, until all the data is drained.
Note that here R is regarded as T tanks is a row-major way.
Among these testing starting tank, the one resulting in the least
active frames to M; is selected. The detail procedure for M;
is follows, where ¢ starts from 1 and end at n:

a) Calculate the bandwidth requirement of M; per T;°
by Yi = Ty X Tis.

b) When M, enters the step, R[], if regarded in a
row-major order, has a period of T° | (see that note
at the end of step (d)). So we let j = 1..TZ-S;1 as
the potential indices of the starting tanks and run the
following steps for each j.

i) Starting from the j-th tank in RJ[-, -], we
fill in the bandwidth requirement ; of M;
into the empty part of the tank. If there
is sufficient space for +v;, we are done;
otherwise we fill the j-th tank up proceed to
the (j+ 1)-th tank. We continue the process
until all ; is satisfied.
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ii) Let f(j) be the number of tanks that have
been used to serve M;’s data. This is re-
garded as the cost function to start with the
j-th tank.

c) Among all possible js in step (b), let j* be the index
which induces the smallest cost f(-). We then place
M;’s demand starting from the j*-th tank according
to above procedure. Note that in case of a tie, we
will give priority to the one which leaves the least
remaining resource in the last frame where M;’s
demand is placed.

d)  Then we set TF = f(j*) and TC = j*. Also, we
set B;; to the bandwidth allocated to M; in the

j-th tank, j = 1.7, and subtract B;; from the

corresponding entry in R (notesthat the allocation in

;’_g for array R, so R

has a period of 77 at the end of this step).

step (b) should be repeated

As noted in step (d), after the allocation of M;, array R has
a period of T”. This would simplify our next allocation for
M4 since Tfjr1 is an integer multiple of 7).

Example 1: Fig. 2 shows an example of step B. There are
5 MSSs My, My, M3, My, and M5 with sleeping cycles of
T1S = Thasics TQS = 2Thasics T?;S = 2Thasics Tf = 2T}asic, and
T5S = 4Ty, and required resources per cycle of v = 0.5€2,
v = 1.25Q, v3 = 049, 74 = 0.4, and v5 = 2.50,
respectively, where Tpusic = 3 frames. Initially, R[k,¢] = Q
for kK = 1..4 and ¢ = 1..3. Then, each M, is scheduled as
follows. For M;, we can only set 5* = 1. Then, the BS
reserves y; = 0.5€) resource for M; in every basic cycle
as shown in Fig. 2(1) and set By, = Bia = Bi7 =
Biio = 05Q, TP = j* = 1, and T = f(1) = 1; so
R[1,1] = R[2,1] = R[3,1] = R[4,1] = 0.5Q and R[k, (] = Q2
for k =1..4 and ¢ = 2,3. For My, its j* can be 1 or 2 or 3
and allocating 2 by starting from any of the two basic cycles
are the same. Since [0.5Q + 1.25Q] — (0.50 + 1.252) =
0.25Q < [1.25Q)] — 1.25Q = 0.759), setting j* = 1 and
3 would create the least number of active frames and leave
the least remaining resource in the last frame. So we select
7* = 1. After the allocation, shown as Fig. 2(2), we set
Bay = Ba7 = 0.5Q, Bag = Bag = 0.75Q, T = j* =1,

Sleep scheduling for two MSSs M7 and Mo using (a) a common sleep cycle and (b) different sleep cycles.

and Tf = f(1) = 2 and update R[1,1] = R[3,1] = 0 and
R[1,2] = RJ[3,2] = 0.25Q. For M3, choosing j* = 3, 4, 5,
and 6 would create the same and least number of active frames
iew F(3) = F(4) = f(5) = F(6) =1 < f(2) =2 < ---),
but setting j* = 4 would leave less remaining resource in
the last allocated frame (i.e., 0.1€2). So we set j* = 4
and update B3y = B3jo = 0.4Q, T = j* = 4, and
TE = f(4) = 1, as shown in Fig. 2(3). Then update
R[2,1] = R[4,1] = 0.1Q. For My, setting j* = 3, 5, and
6 would create the same and least number of active frames
(e, f(3) =f(5) =/f(6) =1<[f(2)=/f4)=2<-)
and leave the same remaining resource in the last frame.
So we choose j* = 3 and set By3 = Byg = 0.4Q,
TP = j* = 3, and Tf = f(3) = 1, as shown in Fig. 2(4).
Then we update R[1,3] = R[3,3] = 0.6Q2. For M5, choosing
7% = 3 would add the least number of active frames (i.e.,
fB)=4<f(2)=f5B)=5<f(4) =6<--). So we
choose j* = 3 and set B 3 = 0.612, Bs 4 = 0.12, Bs 5 = (2,
Bs ¢ = 0.8, T5O = j* =3, and T5L = f(3) = 4, as shown
in Fig. 2(5). Then update R[1,3] = R[2,1] = R[2,2] = 0 and
R[2,3] = 0.2Q.

C. Selecting Tygsic

Clearly, different values of 77 will lead to different duty
cycles for MSSs. Here we adopt an exhausted search by setting
T =1..D; and trying to find the sum of the total number of
active frames of all MSSs over a windows of 7} frames. Then
T leading to the least number of active frames is chosen as
Tbasic-

IV. PERFORMANCE EVALUATION

We have developed a simulator by C++ to verify the
effectiveness of our PMSS scheme. Unless otherwise stated,
the following assumptions are made in our simulation. The
number of MSSs is ranged from 5 to 45. Each MSS M; has
a data rate 7; of 1000 ~ 3000 bits/frame and delay bound
D; of 10 ~ 200 frames, where 1000 is the minimum data
rate, 3000 is the maximum data rate, 10 is the minimum delay
bound, and 200 is the maximum delay bound of the MSS. The
available bandwidth per frame of the system is {2 = 80000 bits
(16Mbps) and the length of an OFDM/OFDMA frame is set
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Fig. 2. Example of scheduling B; ;, TiL, and Tio for five MSSs M7, Mo,
Ms, My, and Ms.

to 5 ms [14]. We consider two performance metrics: (i) active
ratio: the ratio of active frames for the system and (ii) fail-to-
sleep probability: the ratio of failure to schedule MSSs’ sleep.
We will compare our PMSS against the MMPS-FC (Multi-
ple MSSs Power-saving Scheduler with Fragment Collection)
and MMPS-BF (Multiple MSSs Power-saving Scheduler with
Boundary Free) schemes in [13].

A. Effects of n

In this experiment, we study the effect of n on the active
ratio and fail-to-sleep probability. Fig. 3(a) shows the active
ratio decreases when n increases. Our PMSS almost always
performs the best in all three schemes, except at n = 40,
MMPS-FC performs better than our PMSS. However, when
n = 40, the fail-to-sleep probability of MMPS-FC is almost
100% (Fig. 3(b)). Fig. 3(b) shows the fail-to-sleep probabil-
ity increases when n increases. MMPS-BF and our PMSS
schemes perform the same and the best in the fail-to-sleep
probability. The fail-to-sleep probabilities of the two schemes
is zero when n < 40. For MMPS-FC, it can 100% successfully
schedule MSSs into sleep when n < 25.

B. Effects of Maximum Delay Bound

Then, we investigate the effect of maximum delay bound
on the active ratio by fixing n = 20. Fig. 4 shows the active
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Fig. 3. Effects of number of MSSs on (a) active ratio and (b) fail-to-sleep
probability.
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Fig. 4. Effects of maximum delay on active ratio.

ratio decreases when the maximum delay bound increases. Our
PMSS performs the best in all three schemes. For the three
schemes, our PMSS benefits the most when the maximum
delay bound is increased from 50 ms to 3000 ms (70%); for
MMPS-FC and MMPS-BF, the improvement is 52% and 47%,
respectively. This is because our scheme can more accurately
capture the traffic characteristics of MSSs.
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C. Effects of System Bandwidth

In this experiment, we investigate the effect of system
bandwidth on the active ratio and fail-to-sleep probability by
fixing n = 20. Fig. 5(a) shows the active ratio decreases when
system bandwidth increases. Our PMSS outperforms other two
schemes except when the system bandwidth is 8Mbps. When
the system bandwidth is 8Mbps, MMPS-FC performs the best
but its fail-to-sleep probability is much higher (88%) than
other two schemes (about 50%). For the three schemes, our
PMSS benefits the most when system bandwidth is increased
from 8Mbps to 128Mbps (73%); for MMPS-FC and MMPS-
BF, the improvement is 13% and 42%, respectively.

V. CONCLUSIONS

In this paper, we propose a per-MSS sleep scheduling
scheme for multiple MSSs in IEEE 802.16e wireless networks
such that the overall power consumption of the system is
minimized while the QoS of each MSS can be guaranteed.
Compared to the previous work, our approach assigns and
schedules type II PSCs for each MSS by considering each
of their QoS characteristics such that the sleep scheduling
can more accurately capture each MSS’s QoS requirement.

This leads to each MSS can sleep more and the total power
consumption of the system is significantly reduced. Also, the
proposed scheme is easy to implement and compatible to the
standard.
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Abstract

Convergecast is afundamental operation in wireless sensor networks. Existing con-
vergecast solutions have focused on reducing latency and energy consumption. How-
ever, a good design should be compliant to standards, in addition to considering these
factors. Based on this observation, this paper defines aminimum delay beacon schedul-
ing problem for quick convergecast in ZigBee tree-based wireless sensor networks and
proves that this problem is NP-complete. Our formulation is compliant with the low-
power design of IEEE 802.15.4. We then propose optimal solutions for special cases
and heuristic algorithms for general cases. Simulation results show that the proposed
algorithms can indeed achieve quick convergecast.

Keywords. convergecast, graph theory, |IEEE 802.15.4, scheduling, wireless sensor net-
work, ZigBee.

1 Introduction

The rapid progress of wireless communication and embedded micro-sensing MEMS tech-
nologies has made wireless sensor networks (WSNs) possible. A WSN consists of many
inexpensive wireless sensors capable of collecting, storing, processing environmental infor-
mation, and communicating with neighboring nodes. Applications of WSNsincludewildlife
monitoring [3, 4], object tracking [16, 18], and dynamic path finding [15, 19].

Recently, several WSN platforms have been developed, such as MICA [6] and Dust
Network [2]. For interoperability among different systems, standards such as ZigBee [24]



have been developed. In the ZigBee protocol stack, physical and MAC layer protocols are
adopted from the IEEE 802.15.4 standard [13]. ZigBee solves interoperability issues from
the physical layer to the application layer.

ZigBee supports three kinds of networks, namely star, tree, and mesh networks. A Zig-
Bee coordinator is responsible for initializing, maintaining, and controlling the network.
A star network has a coordinator with devices directly connecting to the coordinator. For
tree and mesh networks, devices can communicate with each other in a multihop fashion.
The network is formed by one ZigBee coordinator and multiple ZigBee routers. A device
can join a network as an end devices by the associating with the coordinator or a router.
In a tree network, the coordinator and routers can announce beacons. However, in a mesh
network, regular beacons are not allowed. Beacons are an important mechanism to sup-
port power management. Therefore, the tree topology is preferred, especially when energy
saving is a desirable feature. To support ZigBee beacon-enabled tree networks, the IEEE
802.15 WPAN Task Group 4 further defines a revision of the IEEE 802.15.4 [14] speci-
fication in 2006. One of the maor changes is structure of superframes to support power
management. On the contrary, to our understanding, power management is still impossible
for mesh-based ZigBee networks in the current specification. Therefore, we will focus on
tree-based, beacon-enabled ZigBee networks in this work.

Considering that data gathering is a major application of WSNs, convergecast has been
investigated in several works [8, 9, 11, 17, 20, 23]. With the goals of low latency and low
energy consumption, reference [20] shows how to connect sensors as a balanced reporting
tree and how to assign CDMA codes to sensors to diminish interference among sensors, thus
achieving energy efficiency. Thework [23] aimsto minimizethe overall energy consumption
under the constraint that sensed data should be reported within specified time. Dynamic pro-
gramming algorithms are proposed by assuming that sensors can receive multiple packets at
the same time. As can be seen, both [20] and [23] are based on quite strong assumptions on
communication capability of sensor nodes and they do not fit into the ZigBee specification.
In [17], the authors propose an energy-efficient and low-latency MAC, called DMAC. Sen-

sorsare connected by atree and stay in sleep state for most of thetime. When sensors change



to active state, they are first set to the receive mode and then to the transmit mode. DMAC
achieves low-latency by staggering wake-up schedules of sensors at the time instant when
their children switch to the transmit mode. Similar to [17], reference [11] arranges wake-up
schedule of sensors by taking traffic loads into account. Each parent periodically broadcasts
an advertisement containing a set of empty slots. Children nodes request empty slots ac-
cording to their demands. In [9], the authors propose a distributed convergecast scheduling
algorithm. The basic concept is to connect nodes by a spanning tree. Then the algorithm
reduces the tree to multiple lines. For each line, the algorithm schedules nodes' transmission
times in a bottom-up manner. Reference [8] presents a centralized solution to convergecast.
The algorithm divides nodes into many segments such that the transmission of a node in a
segment does not cause interference to other transmissions in the same segment. Theaim is
to increase the degree of parallel transmissions to decrease latencies. Although these results
[8,9, 11, 17] are designed for quick convergecast, the solutions are not compliant to the Zig-
Bee standard for the following two reasons. Firstly, in these works, nodes' wake/sleep times
are dynamically changed according to their schedules. However, in aZigBee beacon-enabled
tree network, nodes’ wake/sleep times must be fixed in the way that each router wakes up
twice in each cycle to receive its children’s packets and to transmit packets to its parent,
respectively. The coordinator (resp., an end device) wakes up once to receive its children’s
packets (resp., to transmit packets to its parent). Secondly, the scheduling of [8, 9, 11, 17] is
transmission-based, while ours are receiving-based. The implication is that the former may
cause a router to be active multiple times per cycle. This isincompatible with the ZigBee
specification.

This paper aims at designing quick convergecast solutionsfor ZigBee tree-based, beacon-
enabled WSNs. This work is motivated by the following observations. First, we see that
most related works are not compliant to the ZigBee standard. Second, we believe that tree-
based topology is more suitable if power management is a main concern in WSNs. The
network scenario is shown in Fig. 1. The network contains one sink (ZigBee coordinator),
some ZigBee routers, and some ZigBee end devices. Each ZigBee router is responsible

for collecting sensed data from end devices associated with it and relaying incoming data
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to the sink. According to specifications, a ZigBee router can announce a beacon to start a
superframe. Each superframe consists of an active portion followed by an inactive portion.
On receiving its parent router’s beacon, an end device has to wake up for an active portion
to sense the environment and communicate with its coordinator. However, to avoid collision
with its neighbors, a router should shift its active portion by a certain amount. Fig. 1 shows
a possible allocation of active portions for routers A, B, C, and D. The collected sensory
data of A in the k-th superframe can be sent to C in the same superframe. However, because
the active portion of B in the k-th superframe appears after that of C, the collected data of
B in the k-th superframe can only be relayed to C in the (k + 1)-th superframe. The report
delay from B to C is amost the length of one superframe. The delay can be eliminated if
the active portion of B in the k-th superframe appears before that of C. The delay is not
negligible because of the low duty cycle design of IEEE 802.15.4. For example, in 2.4 GHz
PHY, with 1.56% duty cycle, a superframe can be aslong as 251.658 seconds (with an active
portion of 3.93 seconds). Clearly, for large-scale WSNs, the convergecast latency could be
significant if the problem is not carefully addressed. The quick convergecast problem is to
schedule the beacons of routers to minimize the convergecast latency. We prove that this
problem is NP-complete by reducing the 3-CNF-SAT problem to it. We show two special
cases of this problem where optimal solutions can be found in polynomial time and propose
two heuristic algorithms for general cases. To the best of our knowledge, this is the first
result that provides convergecast solutions in ZigBee beacon-enabled tree networks.
Therest of this paper is organized asfollows. Section 2 briefly introduces |EEE 802.15.4
and ZigBee. The quick convergecast problem is formally defined in Section 3. Section 4
presents our scheduling solutions. Simulation results are given in Section 5. Finally, Sec-

tion 6 concludes this paper.

2 Overview of |[EEE 802.15.4 and ZigBee Standards

|IEEE 802.15.4 [13] specifies the physical and data link protocols for low-rate wireless per-
sonal area networks (LR-WPAN). In the physical layer, there are three frequency bands with
27 radio channels. Channel 0 ranges from 868.0 MHz to 868.6 MHz, which provides a data
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Figure 2: |IEEE 802.15.4 superframe structure.

rate of 20 kbps. Channels 1 to 10 work from 902.0 MHz to 928.0 MHz and each channel
provides a data rate of 40 kbps. Channels 11 to 26 are located from 2.4 GHz to 2.4835 GHz,
each with adatarate of 250 kbps.

|[EEE 802.15.4 devices are expected to have limited power, but need to operate for a
longer period of time. Therefore, energy conservation is a critical issue. Devices are clas-
sified as full function devices (FFDs) and reduced function devices (RFDs). |IEEE 802.15.4
supports star and peer-to-peer topologies. In each PAN, one device is designated as the co-
ordinator, which is responsible for maintaining the network. A FFD has the capability of
serving as a coordinator or associating with an existing coordinator/router and becoming a
router. A RFD can only associate with a coordinator/router and can not have children.

The ZigBee coordinator defines the superframe structure of aZigBee network. As shown
inFig. 2(a), the structure of superframesis controlled by two parameters. beacon order (BO)
and superframe order (SO), which decide the lengths of a superframe and its active potion,
respectively. For a beacon-enabled network, the setting of BO and SO should satisfy the
relationship 0 < SO < BO < 14. (A non-beacon-enabled network should set BO =



SO = 15 toindicate that superframes do not exist.) Each active portion consists of 16 equal-
length dlots, which can be further partitioned into a contention access period (CAP) and a
contention free period (CFP). The CAP may contain the first 7 dots, and the CFP contains
therest of the 16 —i dots, where1 < i < 16. Slotted CSMA/CA isused in CAP. FFDswhich
require fixed transmission rates can ask for guarantee time slots (GTSs) from the coordinator.
A CFP can support multiple GTSs, and each GTS may contain multiple slots. Note that only
the coordinator can allocate GTSs. After the active portion, devices can go to sleep to save
energy.

In abeacon-enabled star network, a device only needs to be active for 2~ (B9=59) portion
of thetime. Changing thevalueof (BO—SO) alowsusto adjust the on-duty time of devices.
However, for a beacon-enabled tree network, routers have to choose different times to start
their active portions to avoid collision. Oncethevalue of (BO — SO) is decided, each router
can choose from 229—5¢ dots as its active portion. In the revised version of |IEEE 802.15.4
[14], arouter can select one active portion asits outgoing superframe, and based on the active
portion selected by its parent, the active portion is called its incoming superframe (as shown
in Fig. 2(b)). In an outgoing/incoming superframe, a router is expected to transmit/receive
a beacon to/from its child routers/parent router. When choosing a slot, neighboring routers
active portions (i.e., outgoing superframes) should be shifted away from each other to avoid
interference. Thiswork is motivated by the observation that the specification does not clearly
define how to choose the locations of routers active portions such that the convergecast
latency can be reduced. In our work, we consider two kinds of interference between routers.
Two routers have direct interference if they can hear each others' beacons. Two routers have
indirect interference if they have at |east one common neighbor. Both interferences should be
avoided when choosing routers’ active portions. Table 1 lists possible choices of (BO —SO)

combinations.



Table 1. Relationship of BO — SO, duty cycle, and the number of active portions in a

superframe.
BO — SO o 1 2 3 4 5 6 7 8 >9
Duty cycle (%) 100 50 25 125 6.25 3.13 156 0.78 0.39 < 0.195
Number of activeportions(dlots) | 1 2 4 8 16 32 64 128 25 > 512

3 TheMinimum Delay Beacon Scheduling (MDBS)
Problem

This section formally defines the convergecast problem in ZigBee networks. Given aZigBee
network, we model it by agraph G = (V, E), where V' contains all routers and the coordina-
tor and £ contains al symmetric communication links between nodesin V. The coordinator
also serves as the sink of the network. End devices can only associate with routers, but are
not included in V. From G, we can construct an interference graph G; = (V, E;), where
edge (i,j) € Ej if there are direct/indirect interferences between i and j. Thereis a duty
cycle requirement « for this network. From « and Table 1, we can determine the most ap-
propriate value of BO — SO. We denote by k£ = 22959 the number of active portions (or
slots) per beacon interval.

The beacon scheduling problem is to find a slot assignment s(i) for each router i € V,
where s(7) isaninteger and s(i) € [0, k — 1], such that router i’s active portion isin slot s(7)
and s(i) # s(j) if (i,7) € E;. Here the slot assignment means the position of the outgoing
superframe of each router (the position of the incoming superframe, as clarified earlier, is
determined by the parent of the router). Motivated by Brook’s theorem [21], which proves
that n colors are sufficient to color any graph with a maximum degree of n, we would assume
that £ > D;, where D; isthe maximum degree of G;.

Given aslot assignment for GG, the report latency from node i to node j, where (i, j) € E,
is the number of slots, denoted by d;;, that node i has to wait to relay its collected sensory

datato node j, i.e.,
dij = (s(j) — s(i)) mod k. (1)
Note that the report latency from node ¢ to node j (d;;) may not by equal to the report latency
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from node j to node i (d;;). Therefore, we can convert GG into a weighted directed graph
Gp = (V, Ep) such that each (i, j) € E istrandated into two directed edges (i, j) and (7, 17)
such that w((z, 7)) = di; and w((j,7)) = d;;. The report latency for each i € V' to the sink
is the sum of report latencies of the links on the shortest path from i to the sink in Gp. The

latency of the convergecast, denoted as L(G), isthe maximum of all nodes' report latencies.

Definition 1 Given G = (V, E), G’s interference graph G; = (V, Et), and k available slots,
the Minimum Delay Beacon Scheduling (MDBYS) problem is to find an interference-free slot

assignment s(7) for each i € V' such that the convergecast latency L(G) is minimized.
To prove that the MDBS problem is NP-complete, we define a decision problem as follows.

Definition 2 Given G = (V, E), G’s interference graph G; = (V, E;), k available slots,
and a delay constraint d, the Bounded Delay Beacon Scheduling (BDBS) problem is to
decide if there exists an interference-free slot assignment s(¢) for each i € V' such that the

convergecast latency L(G) < d.
Theorem 1 The BDBS problem is NP-complete.

Proof. First, given slot assignments for nodes in V', we can find the report latency of each
i € V by running a shortest path algorithm on G . We can then check if L(G) < d. Clearly,
this takes polynomial time.

We then prove that the BDBS problem is NP-hard by reducing the 3 conjunctive normal
form satisfiability (3-CNF-SAT) problem to a special case of the BDBS problem in poly-
nomia time. Given any 3-CNF formula C', we will construct the corresponding G and G.
Then we show that C is satisfiable if and only if there is a slot assignment for eachi € V
using no more than & = 3 slotssuch that L(G) < 4 dlots.

Let C = Cy ANCoN--- ANCy,, Whereclause C; = zj1 V 20 V xj3, 1 < j < m,
zj; € {X1, X, ..., X}, and X; € {x;, 7;}, where z; isabinary variable, 1 < i < n. We

first construct GG from C asfollows:

1. Foreachclause C;, j = 1,2,...,m, add avertex C; in G.



2. For eachliteral X;,i = 1,2, ...,n, add four vertices z;1, 2, T;1, and Z;5 in G.
3. Add avertex t asthesink of G.

4. Add edges (t,z;2) and (t, ;) to G, fori = 1,2, ..., n.

5. Add edges (x;1, z;2) and (Z;1, T;2) to G, fori = 1,2, ..., n.

6. Foreachi = 1,2,...,n and e%hj =1,2,....m, addanedge (ijxil) (reSp., (ijfil))
to G if z; (resp., ;) appearsin Cj.

Then we construct GG asfollows.

1. Add all verticesand edgesin G into GG;.

2. Add edges (1, Z;1) and (2, Ts2) to G, fori = 1,2, ..., n.

3. Add edges (C}, x;2) and (C}, Z2) to Gy, fori =1,2, ... ,nandj = 1,2, ...,m.

Then we build a one-to-one mapping from each truth assignment of C' to a slot assign-

ment of GG. We establish the following mapping:
1. Sets(t) =0.
2. Sets(C;)=0,7=1,2,....,m.

3. Set S(.I'il) = 1and S(IEZQ) =1,1 = 1,2, e n, if T; iStrue; OtherWise, set S(I'il) =2
and S(ZZ',L'Q) = 2.

4. Set s(zo) = land s(z;) = 1,7 = 1,2,...,n, if z; istrue; otherwise, set s(z;2) = 2

and 8(i’il) = 2.

The above reduction can be computed in polynomial time. By the above reduction,
verticesx;; or 7,1, 7 = 1,2, ..., n, that are assigned to slot 1 (resp. slot 2) will have a report
latency of 2 (resp. 4) and vertices z;; Or T2, = 1,2, ..., n, that are assigned to slot 1 (resp.
dlot 2) will have a report latency of 2 (resp. 1). Hence, for those vertices 1, 7;1, x;2, and

T, 1 = 1,2, ...,n, thelongest report latency will be 4.

10



Figure 3: An example of reduction from the 3-CNF-SAT to the BDBS problem.

To prove the if part, we need to show that if C' is satisfiable, there is a slot assignment
such that £ = 3 and L(G) < 4. Since C satisfiable, there must exist an assignment such
that each clause C;, j = 1,2,...,m, istrue. If aclause C} istrue, at least one variable in
C; istrue. According to the reduction, C; can aways find an edge (C';, z;1) or (C}, z;;) with
w((Cj,zi1)) = 1orw((Cy,z;1)) = 1, wherei = 1,2, ...,n. Thus, when C' is satisfiable, the
reporting latency for each clauseis 3. Thisachieves L(G) = 4.

For the only if part, if each vertex C;, j = 1,2,...,m, can find at least an edge with
weight 1 to one of z;; and z;;, fori = 1,2, ..., n, to achieve areport latency of 3, it must be
that each clause has at |east one variable to be true. So formula C' is satisfiable. Otherwise,
the report latency of C;, 7 = 1,2, ..., m, will be6. O

For example, given C' = (21 V To V T3) A (T1 V T2 V 23) A (21 V 22 V T3), Fig. 3 shows
the corresponding GG. The truth assignment (xy, z2,23) = (7, F,T) makes C satisfiable.
According to the reduction and the mapping in the above proof, we can obtain the network
G and its slot assignment as shown in Fig. 3 such that L(G) = 4. O
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4 Algorithmsfor the MDBS Problem

4.1 Optimal Solutionsfor Special Cases

Optimal solutions can be found for the MDBS problem in polynomial time for regular linear
networks and regular ring networks, asillustrated in Fig. 4. In such networks, each vertex is
connected to one or two adjacent vertices and has an interference rel ation with each neighbor
within h hops from it, where b > 2. In aregular linear network, we assume that the sink ¢ is
at one end of the network. Clearly, the maximum degree of GG; is 2h. We will show that an
optimal solution can be found if the number of slots k£ > h + 1. The slot assignment can be
done in a bottom-up manner. The bottom node is assigned to slot 0. Then, for each vertex v,

s(v) = (K" + 1) mod k, where £’ is the slot assigned to v’s child.

Theorem 2 For a regular linear network, if & > h + 1, the above slot assignment achieves

a report latency of |V'| — 1, which is optimal.

Proof. Clearly, the slot assignment is interference-free. Also thereport latency of |[V| — 1 is

clearly the lower bound. O

For aregular ring network, we first partition vertices excluding ¢ into left and right groups

asillustrated in Fig. 4(b) such that the left group consists of the sink node ¢ and L'V'T*lj other

Vi-1
2

counting clockwise from ¢t. Now we consider the ring as a spanning tree with ¢ as the root

nodes counting counter-clockwise from ¢, and the right group consists of those | | nodes

and left and right groups as two linear paths. Assuming that L'V'T‘lj > 2h and k > 2h, the

slot assignment works as follows:

1. The bottom node in the left group is assigned to slot O.

2. All other nodes in the left group are assigned with slots in a bottom-up manner. For
each node i in the left group, we let s(i) = (j + 1) mod k, where j is the slot of i's
child.

3. Nodesin theright group are assigned with slotsin atop-down manner. For each node

i in the right group, we let s(i) = (j — ¢) mod k, where j is the slot assigned to i's

12
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Figure 4: Examples of optimal slot assignmentsfor regular linear and ring networks (h = 2).
Dotted lines mean interference relations.

parent and c is the smallest constant (1 < ¢ < k) that ensures that s(i) is not used by

any of itsinterference neighbors that have been assigned with dots.

It is not hard to prove the slot assignment is interference-free because nodes receives
slots sequentially and we have avoided using the same slots among interfering neighbors.
Although thisis agreedy approach, we show that ¢ isequal to 1 in step 3in most of the cases
except when two special nodes are visited. This gives an asymptotically optimal algorithm,

as proved in the following theorem.

Theorem 3 For a regular ring network, assuming that £ > 2h and L'V‘T‘IJ > 2h, the above

slot assignment achieves a report latency L(G) = L‘V‘T‘lj + h, which is optimal within a

factor of 1.5.

Proof. Wefirst identify three nodes on the ring (refer to Fig. 4(b)):
e [,: the bottom node in the left group.

e 1. thefirst node in the right group.

13



e 5. the node that is h hops from [; counting counterclockwise.

The report latency of each node can be analyzed as follows. The parent of node x is
denoted by par(x).

Al. For each node: in the left group except the sink ¢, the latency from i to par(i) is 1.
A2. Thelatency fromr; totish.

A3. For each node i next to r; in the right group but before r, (counting clockwise), the

latency from i to par(i) is 1.
A4. Thelatency from r, to par(r2) is1if thering size is even; otherwise, the latency is 2.

AS5. For each node i in the right group that is a descendant of r,, the report latency from i to
par(i) is 1.

It is not hard to prove that A1, A2, and A3 are true. To see A4 and A5, we make the
following observations. The function par?(z) isto apply 7 times the par() function on node

x. Note that par®(z) means z itself.

O1. When the ring size is even, the equality s(par'='(l;)) = s(pari(ry)) holds for i =

1,2, .., ML) — b — 1. More specifically, this means that (i) I; and par(r2) will
receive the same slot, (ii) par(l1) and par?(r,) will receive the same dot, etc. Thiscan
be proved by induction by showing that the i-th descendant of ¢ in the right group will
be assigned the same slot as the (i + i — 1)-th descendant of ¢ in the left group (the
induction can go in a top-down manner). This property implies that when assigning
adottory instep 3, ¢ = 1 in case that the ring size is even. Further, r, and its
descendants will be sequentially assignedtoslotsk — 1, £ —2, ..., K — h, which implies
that ¢ = 1 when doing the assignmentsin step 3. So properties A4 and A5 hold for the

case of an even ring.

O2. When thering sizeis odd, the equality s(pari(l1)) = s(par(ry)) holdsfori = 1,2, ...,

["/'T*lj — h. Thismeans that (i) par(l;) and par(rs) will receive the same dot, and
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(ii) par?(ly) and par?(ry) will receive the same slot, etc. Again, this can be proved by
induction asin O1. This property impliesthat ¢ = 2 when assigning aslot to r in step
3, and ¢ = 1 when assigning slots to descendants of r,. So properties A4 and A5 hold

for the case of an odd ring.

The equality of slot assignments pointed out in O1 and O2 is illustrated in Fig. 4(b)
by those numbersin gray nodes. In summary, the report latency of the left group is L'V‘T‘lj.

When thering sizeis even, the report latency of the right group isthe number of nodesin this

group, Y1, plusthe extralatency h — 1 incurred at ry. S0 L(G) = Ll - h —1 = V21 4,

When the ring size is odd, the report latency of right group is the number of nodes in this

group, 'V|2‘1, plus the extra latency » — 1 incurred at r; and the extra latency 1 incurred at

ry. S0 L(G) = 2| + .

2

A lower bound on the report latency of this problem is the maximum number of nodesin
[Vi-1
2

each group excluding ¢. Applying |

2h, L(G) will be smaller than 1.5 x LMT*lJ, which implies the algorithm is optimal within

V]-1

afactor of 1.5. Note that the condition | ——] > 2h is to guarantee that ¢ will not locate

| asalower bound and using the fact that | V11| >

within A hops from r,. Otherwise, the observation O2 will not hold. O

4.2 A Centralized Tree-Based Assignment Scheme

GivenG = (V, E), Gr = (V, E;), and k, we propose a centralized slot assignment heuristic

algorithm. Our algorithm is composed of the following three phases:
phase 1. From GG, wefirst construct a BFS tree T" rooted at sink ¢.

phase 2. We traverse vertices of 7" in a bottom-up manner. For these vertices in depth d,
we first sort them according to their degrees in G; in a descending order. Then we
sequentially traverse these vertices in that order. For each vertex v in depth d visited,

we compute a temporary slot number ¢(v) for v asfollows.

1. If visaleaf node, we set ¢(v) to the minimal non-negative integer | such that for
each vertex u that has been visited and (u, v) € Ey, (t(u) mod k) # .
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Figure 5: (a) Slot assignment after phase 2. (b) Slot compacting by phase 3.

2. If v is an in-tree node, let m be the maximum of the numbers that have been
assigned to v's children, i.e.,, m = max{t(child(v))}, where child(v) is the set
of v’schildren. We then set ¢(v) to the minimal non-negative integer [ > m such
that for each vertex v that has been visited and (u,v) € Ey, (t(v) mod k) # (I
mod k).

After every vertex v is visited, we make the assignment s(v) = ¢(v) mod k.

phase 3. In this phase, vertices are traversed sequentialy from ¢ in a top-down manner.
When each vertex v isvisited, wetry to greedily find anew slot [ such that (s(par(v))—
) mod k < (s(par(v)) — s(v)) mod k, such that [ # s(u) for each (u,v) € Ej, if

possible. Then wereassign s(v) = .

Note that in phase 2, a node with a higher degree means that it has more interference
neighbors, implying that it has less slots to use. Therefore, it has to be assigned to a slot
earlier. Also note that, the number ¢(v) is not a modulus number. However, in step 2 of
phase 2, we did check that if ¢(v) is converted to a slot number, no interference will occur.
Intuitively, thisisatemporary slot assignment that will incur the least latency to v’s children.
Attheend, t(v) isconverted to aslot assignment s(v). Phase 3isagreedy approach to further
reduce the report latency of routers. For example, Fig. 5(a) shows the slot assignment after
phase 2. Fig. 5(b) indicates that B, C, and D can find another slots and their report latencies

are decreased. This phase can reduce L(G) in some cases.

16



The computational complexity of this agorithm is analyzed below. In phase 1, the com-
plexity of constructing aBFStreeis O(|V| + |E|). In phase 2, the cost of sorting is at most
O(]V|?) and the computational cost to computet(v) for each vertex v isbounded by O(kDy),
where D; isthe degree of Gi;. So the time complexity of phase2isO(|V|*+kD;|V|). Phase
3 performsasimilar procedure as phase 2, so itstime complexity isalso O(kD;|V|). Overal,
the time complexity isO(|V'|? + kD;|V]).

4.3 A Distributed Assignment Scheme

In this section, we propose a distributed slot assignment algorithm. Each node has to com-
pute its direct as well as indirect interference neighbors in a distributed manner. To achieve
this, we will refer to the heterogeneity approach in [22], which adopts power control to
achieve this goal. Assuming routers’ default transmission range is r, interference neigh-
bors must locate within range 2. From time-to-time, each router will boost its transmission
power to double its default transmission range and send HELLO packets to its neighbor
routers. Each HELL O packet further contains sender’s 1) depth?, 2) the location of outgoing
superframe (i.e., slot), and 3) number of interference neighbors. Note that al other pack-
ets are transmitted by the default power level. When booting up, each router will broadcast
HELLO packets claiming that its depth and slot are NULL. After joining the network and
choosing a dot, the HELL O packets will carry the node’'s depth and slot information. The
algorithmistriggered by the sink ¢ setting s(¢) = k£ — 1 and then broadcasting its beacon. A

router v # t that receives a beacon will decideits slot as follows.

1. Node v sends an association request to the beacon sender.

2. If v failsto associate with the beacon sender, it stops the procedure and waits for other

beacons.

3. If v successfully associates with aparent node par(v), it computes the smallest positive
integer [ such that (s(par(v))—1) mod k # s(u) foral (u,v) € Er and s(u) # NULL.

Then v chooses s(v) = (s(par(v)) — 1) mod k asitsdot.

1The depth of anodeisthe length of the tree path from the root to the node. The root nodeis at depth zero.
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4. Then, v broadcasts HELL Osincluding its slot assignment s(v) for atime period ¢,,q;-
If it findsthat s(v) = s(u) for any (u,v) € Ey, v hasto changeto anew dot if one of

the following rulesis satisfied and goes back to step 3.

(@ Node u has more interference neighbors than v.

(b) Node u and v have the same number of interference neighbors but the depth of «

islower than v, i.e. v iscloser to the sink than v.

(c) Nodeu and v have the same number of interference neighbors and they are at the

same depth but the v’s ID is smaller than v’s.
5. After ., v can finalize its Slot selection and broadcast its beacons.

In this distributed algorithm, slots are assigned to routers, ideally, in atop-down manner.
However, due to transmission latency, some routers at lower levels may find dots earlier
than those at higher levels. Also note that the time¢,,,;; iSto avoid possible collision on slot

assignments due to packet |oss.

5 Simulation Results

This section presents our simulation results. We first assume that the size of sensory data
is negligible and that all routers generate reports at the same time, and compare the per-
formances of different convergecast algorithms. Then we simulate more realistic scenarios
where the size of sensory data is not negligible and routers need to generate reports peri-
odically or passively driven by events randomly appearing in certain regions in the sensing
field. More specifically, sensors generate reports according to certain application specifica-
tions. Devicesal run ZigBee and | EEE 802.15.4 protocols to communicate with each other.
Routers can aggregate child sensors' reports and report to their parents directly. Each router
has a fix-size buffer. When arouter’s buffer overflows, this router will not accept further in-
coming frames. We also measure the goodput of the network, which is defined as the ratio of
sensors' reports successfully received by the sink. Some parameters used in our simulation
arelisted in Table 2.
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Table 2: Simulation parameters.

Parameter | Value
length of aframe's header and tail 18 Bytes
length of a sensor’s report 16 Bytes
beacon length 18 Bytes
maximum length of aframe 127 Bytes
bit rate 250k bps
symbol rate 62.5k symbols/s
aBaseSuperframeDuration 960 symbols
aunitBackoffPeriod 20 symbols
aCCATime 8 symbols
macMinBE 3
aMaxBE 5
macM axCSM A Backoffs 4
maximum number of retransmissions 3

5.1 Comparison of Different Convergecast Algorithms

We compare the proposed slot assignment algorithms against arandom slot assignment (de-
noted by RAN) scheme and a greedy slot assignment (denoted by GDY) scheme. In RAN,
the dot assignment starts from the sink and each router, after associating with aparent router,
simply chooses any slot which has not been used by any of its interference neighbors. In
GDY, routers are given a sequence number in a top-down manner. The sink sets its slot to
k — 1. Then the slot assignment continues in sequence. For anode 4, it will try to find aslot
s(i) = s(j) — { mod k, where j is the predecessor of ¢ and [ is the smallest integer letting
s(7) isthe slot which does not assign to any of i’sinterference neighbors. In the simulations,
routers are randomly distributed in a circular region of a radius » and a sink is placed in
the center. Our centralized tree-based scheme and distributed slot assignment scheme are
denoted as CTB and DSA, respectively. We compare the report latency L(G) (in terms of
slots).

Fig. 6 shows some slot assignment results of CTB and DSA when r = 35 m and k = 64.
Devices are randomly distributed. The transmission range of routers is set to 20 m. In this
case, CTB performs better than DSA.

Next, we observe theimpact of different », C'r (number of routers), and T (transmission
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Figure 6: Slot assignment examplesby CTB and DSA.

distance). Fig. 7(a) showstheimpact of » when k = 64, T, = 25 m, and Cr = 3 x (r/10)2.
CTB performsthe best. DSA performsdlightly worsethan CTB, but still significantly outper-
forms RAN and GDY. It can be seen that RAN and GRY could result in very long converge-
cast latency. Both CTB and DSA are quite insensitive to the network size. But thisis not the
case for RAN and GDY. Fig. 7(b) shows the impact of Tz when Cr = 300, r = 100 m, and
k = 64. Since a larger transmission range implies higher interference among routers, the
report latencies of CTB and DSA will increase linearly as T increases. The report latency
of RAN asoincreaseswhen Tr = 17 ~ 21 m because of the increased interference. After
Tr > 22 m, the latency of RAN decreases because that the network diameter is reduced.
Basically, GDY behaves the same as CTB and DSA. But when the transmission range is
larger, the report latency dlightly becomes small.

Fig. 7(c) shows the impact of Cr when r = 100 m, T = 20 m, and k = 128. Asa
larger C'r means a higher network density and thus more interference, the report latencies of
CTB and DSA increase as C'i increases. Since the network diameter is bounded, the report
latency of RAN is also bounded. GDY is sensitive to the number of routers when there are
less routers. Thisis because that each router can own a slot and the report latency increases
proportionally to the number of routers. With » = 100 m, Cr = 300, and T = 20 m,
Fig. 7(d) shows the impact of routers duty cycle. Note that a lower duty cycle means a

larger number of available slots. Interestingly, we see that the report latencies of CTB, DSA,
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and GDY are independent of the number of slots. Contrarily, with a random assignment,

RAN even incurs a higher report latency as there are more freedom in slot selection.

5.2 Periodical Reporting Scenarios

Next, we assume that sensors are instructed to report their datain a periodically manner. We
set r = 100 m, Tr = 20 m, and C'r = 300 with 6000 randomly placed sensors associated
to these routers, and we further restrict a router can accept at most 30 sensors. BO — SO is
fixed to six, so k = 289=59 = 64. Since the earlier simulations show that CTB and DSA
perform quite close, we will use only CTB to assign routers’ slots. Sensors are required to
generate a report every 251.66 second (the length of one beacon interval when BO = 14).
We set the buffer size of each router is 10 KB.? We allocate two mini-dots for each child
router of the sink asthe GTS dlot. 3

Since (BO — SO0) isfixed, asmall BO impliesasmaller slot size (and thus asmaller unit
size of L(G)). So, asmaller dot size seemingly implies higher contention among sensors
if they al intend to report to their parents simultaneously. In fact, a smaller BO does not
hurt the overall reporting times of sensorsif we can properly divide sensors into groups. For
example, in Fig. 8, when BO = 14, all sensors of arouter can report in every superframe.
When BO = 13, if we divide sensors into two groups, then they can report alternately in
odd and even superframes. Similarly, when BO = 12, four groups of sensors can report
aternately. Since the length of superframes are reduced proportionally, the report intervals
of sensors actually remain the same in these cases. In the following experiments, we groups
sensors according to their parents' IDs. A sensor belongs to group m if the modulus of its
parent’s ID ism.

Fig. 9 shows the theoretical and actual report latencies under different BOs. Note that a
report may be delayed due to buffer constraint. As can be seen, the actual latency does not
always favor asmaller BO. Our results show that BO = 10 ~ 12 performs better. Fig. 9(b)

shows the goodput of sensory reports, channel utilization at the sink, and the number of

2Currently, there are some platforms which are equipped with larger RAMs. For example, Jennic IN5121
[5] hasa96KB RAM and CC2420DBK [1] hasa32KB RAM.
3There are sixteen mini-slots per active portion (slot).
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Figure 8: An example of report scheduling under different values of BO.
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Figure9: Simulations considering buffer limitation and contention effects: (a) theoretical v.s.
actual report latencies and (b) goodput, channel utilization, and number of dropped frames.

dropped frames at the sink. When BO = 14, athough there is no frames being dropped at
the sink, thegoodput isstill low. Thisisbecausealot of collisions happen inside the network,
causing many sensory reports being dropped at intermediate levels (aframe is dropped after
exceeding its retransmission limit). Fig. 10 shows alog of the numbers of frames received
by asink’s child router when BO = 14. We can see that more than half of the active portion
iswasted. Overall, BO = 10 produces the best goodput and a shorter report latency.

Some previous works can be also integrated in this periodical reporting scenario, such as

the adaptive GTS allocation mechanism in [12] and the aggregation algorithms for WSNsin
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Figure 11: Simulations considering data compression: (a) theoretical v.s. actua report laten-
cies and (b) goodput, channel utilization, and number of dropped frames.

[7][10]. Fig. 11 shows an experiment that routers can compress reports from sensors with a
rate cr when BO = 10. If arouter receives n reports and each report’ssizeis 16 Bytes (asin
Table 2), it can compressthe sizeto 16 x n x (1 — ¢r). The report latencies decrease when
the cr becomes larger. By compressing the report data, the goodput can up to 98% and the

report can arrive to the sink more quickly.

5.3 Event-Driven Reporting Scenarios

Inthefollowing, we assumethat sensors’ reporting activities aretriggered by events occurred

at random locations in the network with a rate A\. The sensing range of each sensors is 3
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Figure 12: Simulation results of event-driven scenarios. (@) theoretical v.s. actual report
latencies and (b) goodput.

meters and each event is a disk of aradius of 5 meters. A sensor can detect an event if its
sensing range overlaps with the disk of that event. Each router has an 1 KB buffer. When a
sensor detects an event, it only triesto report that event once. All other settings are the same
asthose in Section 5.2.

Fig. 12 showsthe simulation resultswhen A = 1/5s,1/15s, and 1/30s. From Fig. 12(a),
we can observe that when BO is small, the report latency can not achieve to the theoretical
value. Thisis because that an active portion is too small to accommodate all reports from
sensors, thus lengthening the report latency. When BO becomes larger, the theoretical and
actual curves would meet. However, the good put will degrade, as shown in Fig. 12(b). This
is because reports are likely to be dropped due to buffer overflow. How to determine a proper
BO, which can contain most of the reports and guarantee low latency, isan important design

issue for such scenarios.

6 Conclusions

In this paper, we have defined a new minimum delay beacon scheduling (MDBS) problem
for convergecast with the restrictions that the beacon scheduling must be compliant to the

ZigBee standard. We prove the MDBS problem is NP-complete and propose optimal so-

25



lutions for special cases and two heuristic algorithms for general cases. Simulation results
indicate the performance of our heuristic algorithms decrease only when the number of in-
terference neighbors is increased. Compared to the random slot assignment and greedy slot
assignment scheme, our heuristic agorithms can effectively schedule the ZigBee routers
beacon times to achieve quick convergecast. In the future, it deserves to consider extending
this work to an asynchronous sleep scheduling to support energy-efficient convergecast in
ZigBee mesh networks.
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ABSTRACT Recently, many WSN platforms have been developed, such as

Convergecast is a fundamental operation in wireless sensor net-M!CA [4] and Dust Network [hZ]' For interoperability among differ-
works. Existing convergecast solutions have focused on reducing ent systems, standards such as ZigBee/IEEE 802.15.4 [S, 7] proto-

latency and energy consumption. However, a good design shouIdC°|S have been developed. ZigBee/IEEE 802.15.4 specifies a global

be compliant to standards, in addition to considering these factors, Standard on physical, MAC, and network layers for WSNs requir-

Based on this observation, this paper defingsrimum delay bea- ing high reliability, low cost, low power, scalability, and low data

con scheduling problerfor quick convergecast in ZigBee/[EEE ~ 'ate- dering that d hering . lication of
802.15.4 tree-based wireless sensor networks and proves that this Considering that data gathering is a major application of WSNs,

problem is NP-complete. Our formulation is also compliant with cqnvergecasmas been investigated in several works [6, 1.0’ 13, 16].
the low-power design of IEEE 802.15.4. We then propose opti- With the goals of low latency and low energy consumption, refer-

mal solutions for special cases and heuristic algorithms for general ence [13] shows how to connect sensors as a balanced reporting

cases. Simulation results show that the proposed algorithms canl'®€ @nd how to assign CDMA codes to sensors to diminish in-
indeed achieve quick convergecast terference among sensors, thus achieving energy efficiency. The
' work [16] aims to minimize the overall energy consumption under

the constraint that sensed data should be reported within specified

Categones and SUbJeCt DeSCI’IptOI’S time. Dynamic programming algorithms are proposed by assuming
C.2.1 [Computer-Communication Networks]: Network Archi- that sensors can receive multiple packets at the same time. As can
tecture and Design-Bistributed networks, Wireless communica- be seen, both [13] and [16] are based on quite strong assumptions
tion; G.2.2 Discrete Mathematicg: Graph Theory on communication capability of sensor nodes. In [10], the authors

propose an energy efficient and low latency MAC, caldAC.
Sensors are connected by a tree and stay in sleep mode for most of

General Terms the time. When waking up, sensors are first set to the receive mode

Algorithms, Design, Theory. and then to the transmit modeDMAC achieves low-latency by
staggering wake-up schedules of sensors at the time instant when
Keywords their children switch to the transmit mode. Similar to [10], ref-

. . erence [6] arranges wake-up schedule of sensors by taking traffic
convergecast, graph theory, I[EEE 802.15.4, scheduling, W'relessloads into account. Each parent periodically broadcasts an adver-

sensor network, ZigBee tisement containing a set of empty slots. Children nodes request
empty slots according to their demands. Although these results [6,

1. INTRODUCTION 10] are designed for quick convergecast, the solutions are not com-
The rapid progress of wireless communication and embedded Pliant to ZigBee/I[EEE 802.15.4 standards. .
micro-sensing MEMS technologies has madeeless sensor net- This paper aims at designing efficient convergecast solutions for

works (WSNSpOSSib'e. A WSN consists of many inexpensive WSNs that are Compliant with the ZIgBee/IEEE 802.15.4 stan-
wireless sensors capable of collecting, storing, processing environ-dards. Assuming a tree topology, Fig. 1 shows the problem sce-
mental information, and communicating with neighboring nodes. Nhario. The network contains orsink (ZigBee coordinator), some
Applications of WSNs include wildlife monitoring [1, 3], object  full function devicegZigBee routers), and somreduced function

tracking [9, 11], and dynamic path finding [8, 12]. devices(ZigBee end devices). Each ZigBee router is responsible
for collecting sensed data from end devices associated with it and
*Corresponding author. relaying incoming data to the sink. According to specifications, a

ZigBee router can announce a beacon to start a superframe. Each

superframe consists of active portionfollowed by aninactive

portion. On receiving its parent router's beacon, an end device
Permission to make digital or hard copies of all or part of this work for has also to wake up for an active portion to sense the environment
personal or classroom use is granted without fee provided that copies areand communicate with its coordinator. However, to avoid collision
Eg;nﬁgen%rﬁg::g':;;ﬁg ;&rl Egtoaftlito?]r gr?rt‘:]r:‘]firr‘sz'tag:gga%aggpi‘/”;égﬁ g’ep'teos with its neighbors, a router should shift its active portion by a cer-
republish, to post on servers or to redistribute to lists, requires priorspeéific tain amount. Fig. 1 shows a poss_lble allocation of active portlons
permission and/or a fee. for routers A, B, C, and D. Assuming that routers relay packets in

MobiWac'06,0ctober 2, 2006, Torremolinos, Malaga, Spain. contention-fregguarantee time slots (GTSdhe collected sensory
Copyright 2006 ACM 1-59593-488-X/06/00108$5.00.
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Figure 1: An example of convergecast in a ZigBee/IEEE 802.15.4 tree-based network.

data of A in thek-th superframe can be sent to C viathe GTS of C MHz to 928.0 MHz and each channel provides a data rate of 40
in the k-th superframe. However, because the active portion of B kbps. Channels 11 to 26 are located from 2.4 GHz to 2.4835 GHz,
in the k-th superframe appears after that of C, the collected data of each with a data rate of 250 kbps.
B in the k-th superframe can only be relayed to C along the GTS of  IEEE 802.15.4 devices are expected to have limited power, but
Cinthe & + 1)-th superframe. The delay can be eliminated if the need to operate for a longer period of time. Therefore, energy
active portion of B in thek-th superframe appears before that of C. conservation is a critical issue. Devices are classifieflidunc-
The delay is not negligible because of the low duty cycle design of tion devicesFFDs) andreduced function devicRFDs). |IEEE
IEEE 802.15.4. For example, in 2.4 GHz PHY, with 1.56% duty 802.15.4 supports star and peer-to-peer topologies. In each PAN,
cycle, a superframe can be up to 251.658 seconds (with an activeone device is designated as tb@ordinator, which is responsible
portion of 3.93 seconds). Clearly, for large-scale WSNs, the con- for maintaining the network. A FFD has the capability of becom-
vergecast latency could be significant. The purpose of this paper ising a coordinator or associating with an existing coordinator. A
to solve the beacon scheduling problem to minimize the converge- RFD can only associate with a coordinator.
cast latency. We prove that this problem is NP-complete by reduc-  ZigBee defines the communication protocols above IEEE 802.15.4.
ing it to the 3-CNF-SAT problem. We show two special cases of In its version 1.0, star, tree, and mesh topologies are supported. A
this problem where optimal solutions can be found in polynomial ZigBee coordinator is responsible for initializing, maintaining, and
time and propose some heuristic algorithms for general cases. controlling the network. In a star network, devices must directly
The rest of this paper is organized as follows. Section 2 briefly connect to the coordinator. For tree and mesh networks, devices
introduces IEEE 802.15.4 and ZigBee. The convergecast problemcan communicate with each other in a multihop fashion. The net-
is formally defined in Section 3. Section 4 presents our converge- work backbone is formed by one ZigBee coordinator and multiple
cast algorithms. Simulation results are given in Section 5. Finally, ZigBee routers (which must be 802.15.4 FFDs). RFDs can only
Section 6 concludes this paper. join the network as end devices by associating with the ZigBee co-
ordinator or ZigBee routers. In a tree network, the coordinator and
routers can announce beacons. However, in a mesh network, regu-
2. OVERVIEW OF IEEE 802.15.4 AND lar beacons are not allowed. Beacons are an important mechanism
ZIGBEE STANDARDS to support power management. Therefore, the tree topology is pre-

IEEE 802.15.4 [7] specifies the physical and data link protocols f€éd, especially when energy saving is a desired feature.
for low-rate wireless personal area networks (LR-WPAN)the The ZigBee coordinator defines the superframe structure of a

physical layer, there are three frequency bands with 27 radio chan-N€tWork. As shown in Fig. 2, the structure of superframes is con-
nels. Channel 0 ranges from 868.0 MHz to 868.6 MHz, which {rolled by two parameterseacon orde(BO) andsuperframe or-

provides a data rate of 20 kbps. Channels 1 to 10 work from 902.0 der (SO). which decide the length of a superframe and its active



Table 1: Relationship of BO — SO, duty cycle, and the number of active portions in a superframe.

BO - SO 0o 1 2 3

4 5 6 7 8 9 >10

Duty cycle (%)

100 50 25 125 6.25 3.13 156 0.78 0.39 0.195 0.1

Number of active portions (slotg) 1 2 4 8

16 32 64 128 256 512> 1024

Beacon
I
>

CAP | CFP |

GTS | GTS GTS
0 1 2

Inactive

oft]2]3]4 s e[7]s]o]rofiniz]13[1a]1s

' SD = aBaseSuperframeDuration*2*° symbols (Active) :

L
: BI = aBaseSuperframeDuration*2°° symbols
)

Figure 2: IEEE 804.15.4 superframe structure.

ing problem is to find a slot assignmet{t) for each routei € V,
wheres(4) is an integer and(¢) € [0, k—1], such that routet's ac-
tive portion is in slots(i) ands(¢) # s(j) if (¢,5) € Er. Motivated
by Brook’s theorem [14], which proves thatcolors are sufficient
to color any graph with a maximum degreergfwe would assume
thatk > D;, whereD; is the maximum degree @f;.

Given a slot assignment f@¥, the report latency from nodito
nodej, where(i, j) € E, is the number of slots, denoted by;,
that nodei has to wait to relay its collected sensory data to nfide
ie.,

dij = (s(j) — s(3)) modk. 1)

potion, respectively. For a beacon-enabled network, the setting of Note that the report latency from nodé nodej (d;;) may not by

BO and SO should satisfy the relationship< SO < BO < 14.
A non-beacon-enabled network should 8 = SO = 15to in-

equal to the report latency from nogéo nodei (d;;). Therefore,
we can convert into a weighted directed grapgiip = (V, Ep)

dicate that superframes do not exist. Each active portion consistssuch that eacly, j) € F is translated into two directed edggs;)

of 16 equal-length slots and can be further partitioned intora
tention access perioCAP) and acontention free periodCFP).
The CAP may contain the firgtslots and the rest of th&6 — ¢
slots belong to the CFP, whete< i < 16. Slotted CSMA/CA is

and(j, ) such thatu((7, j)) = di; andw((j,¢)) = d;;. The report
latency for each € V to the sink is the sum of report latencies of
the links on the shortest path froito the sink inG p. The latency
of the convergecast, denotediag>), is the maximum of all nodes’

used in CAP. FFDs which require fixed transmission rates can askreport latencies.

for guarantee time slots (GTSkpm the coordinator. A CFP can

support multiple GTSs, and each GTS may contain multiple slots.

After the active portion, devices can go to sleep to save energy.
Since a device only needs to be activedot?© =59 portion of
the time, changing the value 0BO — SO) allows us to adjust the

on-duty time of devices. In a beacon-enabled network, routers do

DEFINITION 1. GivenG = (V, E), G’s interference graph
G = (V, Er), andk available slots, thMinimum Delay Beacon
Scheduling (MDBS) probleris to find an interference-free slot as-
signments(z) for eachi € V such that the convergecast latency
L(G) is minimized.

not have to choose the same time to start their active portions (andTg prove that the MDBS problem is NP-complete, we define a de-

thus their superframes). Once the valu¢ BD — SO) is decided,
each router can choose one of #&”~5¢ slots to send its beacon
and start its active portion. Neighboring routers’ active portions

cision problem as follows.

DEFINITION 2. GivenG = (V, E), G’s interference graph

should be shifted away from each other to avoid interference. This Gr = (V, Er), k available slots, and a delay constraid the
work is motivated by the observation that the specification does not Bounded Delay Beacon Scheduling (BDBS) problisnto decide
clearly define how to choose locations of routers’ active portions to if there exists an interference-free slot assignment for eaghV’

reduce convergecast latency. In our work, we consider two kinds of such that the convergecast latenk{G) < d.

interference between routers. Two routers hdvect interference
if they can hear each others’s beacons. Two routers malnect
interferencdf they have at least one common neighbor. Both inter-

THEOREM 1. The BDBS problem is NP-complete.
PROOF First, given slot assignments for nodeslin we can

ferences should be avoided when choosing routers’ active portions.find the report latency of each€ V by running a shortest path

Table 1 lists possible choices @BO — SO) combinations.

3. THE MINIMUM DELAY BEACON
SCHEDULING (MDBS) PROBLEM
This section formally defines the convergecast problem in Zig-
Bee network. Given a ZigBee network, we model it by a graph

G = (V, E), whereV contains all routers and the coordinator and
E contains all symmetric communication links between nodes in

V. The coordinator also serves as the sink of the network. End

devices can only associate with routers, but are not includéd in
From G, we can construct amterference graptG; = (V, Er),
where edg€i, j) € E; if there are direct/indirect interferences be-
tweeni andj. Also, there is a duty cycle requirementfor this
network. Froma and Table 1, we can determine the most appro-
priate value ofBO — SO. We denote by = 229759 the number

of active portions (or slots) per superframe. The beacon schedul-

algorithm onGp. We can then check it.(G) < d. Clearly, this
takes polynomial time.

We then prove that the BDBS problem is NP-hard by reducing
the 3 conjunctive normal form satisfiability (3-CNF-SAT) problem
to a special case of the BDBS problem in polynomial time. Given
any 3-CNF formulaC', we will construct the correspondirg and
G'1. Then we show thaf’ is satisfiabldéf and only if there is a slot
assignment for each € V using no more thai = 3 slots such
that L(G) < 4 slots.

LetC = Ci1ACa2A---AC,p,, Where clauséjj =x;1Vx;2VT; 3,
1<j<muzj; € {X1,Xo,...,Xn} andX; € {z;, z;}, where
x; is a binary variable] < i < n. We first construc@ from C' as
follows:

1. For each claus€;, j = 1,2, ...,m, add a vertexC; in G.

2. Foreachliterak;,: = 1, 2, ..., n, add four vertices:;1, 2,
i1, andz;o in G.



Figure 3: An example of reduction from the 3-CNF-SAT to the
BDBS problem.

. Add a vertex as the sink of5.
. Add edgegt, zi2) and(t, Z;2) to G, fori = 1,2,...,n.
. Add edge$xi1, xig) and(:fﬂ, f}ig) to G, fori = 1,2,...,n.

. Foreachi =1,2,...,nandeach = 1,2, ..., m, add an edge
(Cj,zi1) (resp.,(Cj,Zi1)) to G if x; (resp.,z;) appears in
Cj.

Then we construat; as follows.

1. Add all vertices and edges (#into G;.

2. Add ed96$$i1, Lfﬂ) and(xiz, fiz) toGy, fori = 1,2,...,n.

3. Add edgeqCj, z;2) and(Cj, Zs2) to G, fori = 1,2,...,n
andj =1,2,...,m.

Then we build a one-to-one mapping from each truth assignment

of C to a slot assignment af. We establish the following map-
ping:

1. Sets(t) = 0.

2. Sets(C;) =0,7=1,2,...,m.

3. Sets(z;1) = 1 ands(Zs2) = 1,4 = 1,2, ...,n, if x; is true;
otherwise, set(z;1) = 2 ands(Z:2) = 2.

4. Sets(zi2) = 1lands(z;1) = 1,4 = 1,2,...,n, if Z; is true;

otherwise, set(z;2) = 2 ands(Z:1) = 2.

The above reduction can be computed in polynomial time. By
the above reduction, vertices; or 71, « = 1,2,...,n, that are
assigned to slot 1 (resp. slot 2) will have a report latency of 2 (resp.
4) and vertices:;2 Or T2, 7 = 1,2, ..., n, that are assigned to slot
1 (resp. slot 2) will have a report latency of 2 (resp. 1). Hence,
for those vertices:;1, Zi1, Ti2, andZ,2, i = 1,2, ..., n, the longest
report latency will be 4.

To prove theif part, we need to show that @ is satisfiable,
there is a slot assignment such tkat 3 andL(G) < 4. SinceC
satisfiable, there must exist an assignment such that each ¢lause
Jj=1,2,...,m,istrue. Ifaclaus€}; is true, at least one variable in
Cj is true. According to the reduction; can always find an edge
(Cj, :L‘il) or (C'j7 i‘ﬂ) with w((Cj7 1‘11)) =1 OI”u)((CY]'7 2_2'11)) =1,
wherei = 1,2,...,n. Thus, whenC' is satisfiable, the reporting
latency for each clause is 3. This achieVes?) = 4.

For theonly if part, if each verteX’;, j = 1,2, ..., m, can find at
least an edge with weight 1 to onexf andz;;, fori = 1,2, ..., n,

to achieve a report latency of 3, it must be that each clause has at

size:12 size:11

I
'&ht é’roup

left group &

right group
(b)

Figure 4: Examples of optimal slot assignments for regular lin-
ear and ring networks (h = 2). Dotted lines mean interference
relations.

least one variable to be true. So formdlas satisfiable. Otherwise,
the report latency of’;, j = 1,2, ..., m, willbe 6. [

For example, give' = (21 VZ2VZ3) A (T1 VT2 Vas) A(z1V
x2 V T3), Fig. 3 shows the correspondindg The truth assignment
(z1,22,23) = (T, F,T) makesC satisfiable. According to the
reduction and the mapping in the above proof, we can obtain the
network G and its slot assignment as shown in Fig. 3 such that
L(G) = 4.

4. ALGORITHMS FOR THE MDBS
PROBLEM

4.1 Optimal Solutions for Special Cases

Optimal solutions can be found for the MDBS problem in poly-
nomial time for regular linear networks and regular ring networks,
as illustrated in Fig. 4. In such networks, each vertex is connected
to one or two adjacent vertices and has an interference relation with
each neighbor withirk hops from it, wheré:, > 2. In a regular lin-
ear network, we assume that the sirik at one end of the network.
Clearly, the maximum degree 6f; is 2h. We will show that an op-
timal solution can be found if the number of slégts> h + 1. The
slot assignment can be done in a bottom-up manner. The bottom
node is assigned to slot 0. Then, for each vertex(v) = (k' +1)
mod k, wherek’ is the slot assigned tds child.

THEOREM 2. For a regular linear network, it > h + 1, the
above slot assignment achieves a report latendy/¢f— 1, which
is optimal.

PrROOF. Clearly, the slot assignment is interference-free. Also
the report latency ofl’| — 1 is clearly the lower bound. [

For a regular ring network, we first partition vertices excluding
into left and right groups as illustrated in Fig. 4(b) such that the left
group consists of the sink nodeand UV'T‘IJ other nodes count-
ing counter-clockwise from, and the right group consists of those
Y1217 nodes counting clockwise from Now we consider the
ring as a spanning tree withas the root and left and right groups
as two linear paths. Assuming tha?’.~* | > 2/ andk > 2h, the
slot assignment works as follows:

1. The bottom node in the left group is assigned to slot 0.



2. All other nodes in the left group are assigned with slots in a 02. When the ring size is odd, the equalitipar’(I1)) = s(par’(rz))

bottom-up manner. For each noilm the left group, we let holds fori = 1,2, ..., L‘V‘{lJ — h. This means that (i)

s(i) = (j + 1) modk, wherej is the slot ofi’s child. par(ly) andpar(r2) will receive the same slot, and (jur? (1)
andparQ(rz) will receive the same slot, etc. Again, this can
be proved by induction as in O1. This property implies that
¢ = 2 when assigning a slot te;, in step 3, and = 1 when
assigning slots to descendantsref So propertiesd4 and
A5 hold for the case of an odd ring.

3. Nodes in the right group are assigned with slots in a top-
down manner. For each noden the right group, we let
s(i) = (j — ¢) mod k, wherej is the slot assigned tfis
parent and is the smallest constant € ¢ < k) that ensures
thats(7) is not used by any of its interference neighbors that

have been assigned with slots. . . . . .
v SS9 With siots The equality of slot assignments pointed out in O1 and O2 is

It is not hard to prove the slot assignment is interference-free illustrated in Fig. 4(b) by those numbers in gray nodes. In summary,
because nodes receives slots sequentially and we have avoided ughe report latency of the left group [é%]. When the ring size
ing the same slots among interfering neighbors. Although this is a is even, the report latency of the right group is the number of nodes
greedy approach, we show thais equal to 1 in step 3 in most of in this group, Y., plus the extra latency — 1 incurred atr1. So
the cases except v_vhen two _special nodes are visited. This gives a,(Gq) = % +h—1= LMT_IJ 1 h. When the ring size is odd, the
asymptotically optimal algorithm, as proved in the following theo- report latency of right group is the number of nodes in this group,
rem. ‘V'T’l plus the extra latenci — 1 incurred atr; and the extra

THEOREM 3. For a regular ring network, assuming that > latency 1 incurred at;. SOL(G) = L‘V‘T_IJ + h.
2h and [MT_IJ > 2h, the above slot assignment achieves areport A lower bound on the report latency of this problem is the maxi-
latencyL(G) = [ Y1=1| + h, which is optimal within a factor of ~ MUM number of nodes in each group excludingpplying [ )= |
as a lower bound and using the fact tﬂ]é‘(%J > 2h, the algo-
o _ _ rithm is optimal within a factor of 1.5. Note that the condition
PrROOF We firstidentify three nodes on the ring (refer to Fig. 4(b)):L|V|TfIJ > 2h is to guarantee thatwill not locate withink hops
e 1;: the last node in the left group. from r2. Otherwise, the observation O2 will not hold[]

e 71: the first node in the right group. 4.2 A Centralized Tree-Based Assignment
GivenG = (V, E), Gr = (V, Er), andk, we propose a cen-
tralized slot assignment heuristic algorithm. Our algorithm is com-

The report latency of each node can be analyzed as follows. Theposed of the following three phases:
parent of node: is denoted byar(x).

e r5: the node that i& hops fromi; counting clockwise.

phase 1. FromG, we first construct a BFS trég rooted at sink.
Al. For each nodein the left group except the sinkthe latency

from i to par(i) is 1. phase 2. We traverse vertices df’ in a bottom-up manner. For

each vertew visited, we first compute a temporary slot num-

A2. The latency fromr; to ¢ is h. bert(v) for v as follows.
A3. For each node next tor; in the right group but before, 1. If v is a leaf node, we sef(v) to the minimal non-
(counting clockwise), the latency froirto par (i) is 1. negative integet such that for each vertex that has
A4. The latency fromrs to par(r2) is 1 if the ring size is even; been visited andu, v) € Er, ({(u) modk) # I.
otherwise, the latency is 2. 2. If v is an in-tree node, letr be the maximum of the
B . . numbers that have been assigned®children, i.e.,
A5. For each node in the right group _that is a descendantref m = max{t(child(v))}, wherechild(v) is the set
the report latency fromto par (i) is 1. of v’s children. We then set(v) to the minimal non-

negative integet such that for each vertex that has
been visited andu, v) € Er, (t(u) modk) # (I mod
k).

It is not hard to prove that A1, A2, and A3 are true. To see A4
and A5, we make the following observations. The funcpon’ ()
is to applyi times thepar() function on noder. Note thaipar® (x)

means itself. After every vertex is visited, we make the assignmeitt) =

O1. When the ring size is even, the equalitgpar'='(11)) = t(v) modk.
s(par'(rz)) holds fori = 1,2, ..., = —h — 1. More phase 3.In this phase, vertices are traversed sequentially from
specifically, this means that (i) andpar(r2) will receive a top-down manner. When each verieis visited, we try to
the same slot, (ipar(l1) andparZ(r_g) will receive the same greedily find a new slot such that §(par(v)) — ) mod &
slot, etc. This can be proved by induction by showing that < (s(par(v)) — s(v)) modk, such that # s(u) for each
the i-th descendant of in the right group will be assigned (u,v) € Ey, if possible. Then we reassigtv) = L.

the same slot as thé, (+ 7 — 1)-th descendant of in the
left group (the induction can go in a top-down manner). This Note that in phase 2, the numbgp) is not a modulus number.

property implies that when assigning a slotrtoin step 3, However, we will check that if(v) is converted to a slot number,
¢ = 1in case that the ring size is even. Further, the descen- no interference will occur. Intuitively, this is a temporary slot as-
dant ofre will be sequentially assigned to sldts- 1, k — 2, signment that will incur the least latencyt children. Atthe end,

..., k — h, which implies that = 1 when doing the assign-  ¢(v) is converted to a slot assignmeit). Phase 3 is a greedy ap-
ments in step 3. So properties A4 and A5 hold for the case proach to further reducé(G). For example, Fig. 5(a) shows the
of an even ring. slot assignment after phase 2, which inducég@) of 6. Fig. 5(b)



5. SIMULATION RESULTS

We compare the proposed slot assignment algorithms against a
random slot assignment (RAN) scheme. The slot assignment starts
from the sink and each router, after associating with a parent router,
simply chooses any slot which has not been used by any of its in-
terference neighbors. In the following simulations, routers are ran-
domly distributed in a square region and a sink is placed in the
center of the network. Each router can have at most 7 children.
Our centralized tree-based scheme and distributed slot assignment
scheme are denoted as CTB and DSA, respectively. We compare
the report latency.(G) (in unit of active portions).

In the following two simulations, we sét= 64. Fig. 6(a) shows
Figure 5: (a) Slot assignment after phase 2. (b) Slot compacting the results when the transmission range of routers is set to 25 meters
by phase 3. and(n,/10)? routers are generated in arx n square region, where

n ranges from60m to 240m. CTB always performs the best. DSA

performs slight worse than CTB, but still significantly outperforms
indicates that C and D can find another slots @) is decreased RAN. It can be seen that a random slot assignment could result
to 3. in very long convergecast latency. Both CTB and DSA are quite

The computational complexity of this algorithm is analyzed be- insensitive to the network size. But this is not the case for RAN.
low. In phase 1, the complexity of constructing a BFS tree is Next, we simulate 200m x 200m network and place 400 routers
O(|V| + | E]). In phase 2, the computational cost to compifte in it. Fig. 6(b) shows the results when we vary the transmission
for each vertex is bounded byO(kD;), whereD; is the degree range. Since a larger transmission range implies higher interference
of G;. So the time complexity of phase 2d5kD;|V|). Phase 3 among routers, the report latencies of CTB and DSA will increase
performs a similar procedure as phase 2, so its time complexity is slightly as the transmission range increases. However, RAN will

L(G)=6
(@)

alsoO(kD;|V']). Overall, the time complexity i® (kD;|V]). benefit from a larger transmission range because it is more sensitive
L . to the network diameter than other factors.
4.3 A Distributed Slot ASS'Qnment Next, with a network size o200m x 200m and a router trans-

In the following, we propose a distributed slot assignment al- mission range of 2@, andk = 128, we vary the number of routers
gorithm. Each node has to compute its direct as well as indirect in the network. As Fig. 6(c) shows, when there are more and more
interference neighbors in a distributed manner. To achieve this, we routers, the report latencies of CTB and DSA will sightly increase
will refer to theheterogeneitygpproach in [15]. From time-to-time,  because the interference among routers will increase. But the report
each router will boost its transmission power to double its default latency of RAN will drop first, and then increase slightly as there
transmission range and exchanges HELLO packets, containing itsare more routers. This is because more routers will decrease the
slot information with its interference neighbors. Note that all other network diameter first, but since we limit the number of children
packets are transmitted by the default power level. When booting per router to 7, the network diameter can not keep on decreasing
up, each router will broadcast HELLO packets claiming that its cur- after a certain number of routers. In Fig. 6(d), we fix the number of
rent slot isSNULL. After receiving a slot the HELLO packets will  routers to 400 and vary routers’ duty cycle. Note that a lower duty
carry the node’s slot assignment. The algorithm is triggered by the cycle means a larger number of available slots. Interestingly, we
sink ¢ settings(t) = 0 and then broadcasting its beacon. A router see that the report latencies of CTB and DSA are independent of
v # t that receives a beacon will find itself a slot as follows. the number of slots. Contrarily, with a random assignment, RAN

o even incurs a higher report latency as there are more freedom in
1. Nodev sends an association request to the beacon sender.  g|ot selection.

2. If v fails to associate with the beacon sender, it stops the

procedure and waits for other beacons. 6. CONCLUSIONS

In this paper, we have defined a new minimum delay beacon
scheduling (MDBS) problem for convergecast with the restrictions
that the beacon scheduling must be compliant to the ZigBee/I[EEE
802.15.4 standards. We prove the MDBS problem is NP-complete
and propose optimal solutions for special cases and two heuristic
4. Then,v broadcasts HELLOs including its slot assignment algorithms for general cases. Simulation results indicate the perfor-

3. If v successfully associates with a parent ngde(v), it
computes the smallest positive integsuch thats(par(v))—
l) modk # s(u) for all (u,v) € Er ands(u) # NULL.
Thenv chooses(v) = (s(par(v)) — 1) modk as its slot.

s(v) for a time periodt,qi. If it finds thats(v) = s(u) for mance of our heuristic algorithms decrease only when the number

any(u,v) € Ey such that's ID is larger tharv's ID, thenv of interference neighbors is increased. Compared to the random

has to choose another slot assignment and going back to stegslot assignment scheme, our heuristic algorithms can effectively

3. schedule the ZigBee routers’ beacon times to achieve quick con-
vergecast.

5. Aftertwait, v can finalize its slot selection and broadcast its

beacons. 7. ACKNOWLEDGEMENTS
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Figure 6: Simulation results on the average report latencies under different configurations.
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