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Recently, a lot of research works have been dedicated to the wireless sensor networks
(WSNs) field. ZigBee is a communication standard which is considered to be suitable for WSNSs.
In this project, we discuss initialization and communication protocols for ZigBee tree-based
WSNSs. This project contains three research topics including 1) formation of a ZigBee-based
WSN, 2) scheduling for ZigBee tree-based networks considering data flows, and 3) ZigBee-based
long thin networks. In the last year, we promote a new concept of long-thin (LT) topology for
WSNs, where a network may have a number of linear paths of nodes as backbones connecting to
each other. These backbones are to extend the network to the intended coverage areas. At the first
glance, a LT WSN only seems to be a special case of numerous WSN topologies. However, we
observe, from real deployment experiments, that such a topology is quite general in many
applications and deployments. We show that the address assignment and thus the data
aggregation scheme defined in the original ZigBee specification may work poorly, if not fail, in a
LT topology. We thus propose simple, yet efficient, address assignment and routing schemes for
a LT WSN. Implementation results and prototyping experiences are also reported.

Keywords: address assignment, long-thin network, aggregation, wireless sensor network, ZigBee
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Abstract—We are interested in tracking human postures by
deploying accelerometers on a human body. One fundamental
issue in such scenarios is how to calculate the gravity, no matter
when human body parts are moving or not. Assuming multiple
accelerometers being deployed on a rigid part of a human body,
a recent work proposes a data fusion method to estimate the
gravity on that rigid part. However, how to find the optimal
deployment of sensors that minimizes the estimation error of
the gravity is still an open problem. In this paper, we formulate
the deployment optimization problem. Since the problem is
hard, we conduct experiments to observe what the optimal
deployments should be.

I. INTRODUCTION

A body-area inertial sensor network (BISN) consists of
multiple accelerometers, magnetometers, and gyroscopes
connected by wired/wireless links. An important usage in
a BISN is to track human motions through these inertial
sensors. Its applications include cyber-physical video game
[1], robotic balancing [2], localization [3], sports training
[4], medical care [5], and computer graphics [6].

A lot of works have studied how to track human postures.
Basically, human motions can be tracked by estimating
rotations of joints, via accelerometers, electric compasses,
and/or gyroscopes [7]. Accelerometers sense the directions
of the gravity, compasses sense the directions of the North,
and gyroscopes estimate angular velocities. However, since a
human body may continuously move, this is not an easy task.
When the structures of articulated objects are unavailable,
orientation tracking based on Kalman filtering data fusion
techniques is studied in [3], [7], [8]. With the knowledge
of human body structures, [9], [10] consider incorrect esti-
mations of rotations that are out of the reachable regions of
joints in a wearable micro-sensor network. Reference [11]
further uses body model constraints to improve accuracy in
motion capture. For velocity estimation in areas with mag-
netic disturbances, [12] uses four magnetometers forming an
orthogonal trihedron to perceive the magnetic fields.

In this paper, we consider a fundamental issue in a BISN,
the gravity measurement problem. Regarding a human body
as multiple rigid parts connected by joints, we study the
deployment of accelerometers on one rigid part and the
estimation of the gravity on that rigid part. The acceleration
perceived by an accelerometer is the gravity (which is

the same for all accelerometers on the rigid part) plus its
own acceleration seen by an outside observer. Since the
orientation of the rigid part is unknown, how to measure the
gravity is a challenging problem. Given a sensor deployment,
[2] shows a data fusion scheme to extract the gravity. Based
on [2], we formulate the deployment optimization problem
as one of finding the best locations of accelerometers that
minimize the estimation error of the gravity. Since the
problem is hard, we conduct experiments to observe what
the optimal deployments should be.

The rest of paper is organized as follows. Section II
formulates the gravity measurement problem. Experimental
results are given in Section III, and conclusions are drawn
in Section IV.

II. GRAVITY MEASUREMENT PROBLEM

We are interested in tracking human postures by deploying
accelerometers on a human body. One fundamental issue in
such scenarios is how to calculate the gravity, no matter
when the body parts are moving or not. Fig. 1(a) shows
an example. Clearly, the gravity as being measured by each
sensor is relative to its placement and angle. We regard a
human body as multiple movable parts, each being a rigid
body connected to another part by a rotational joint [13],
[14]. Accelerometers are placed on a human body for posture
tracking. The concept is shown in Fig. 1(b).

To formulate the gravity measurement problem, we con-
sider one rigid part and the sensors on it, as illustrated
in Fig. 2. We assume that there is an Earth-fixed coordi-
nate system, representing views of a fixed observer, with
6 = (0,0,0) as its origin and xg, yg, and zy as its axes. The
gravity g with respect to this §-coordinate is thus —1 Guass
along the zp axis. Let the joint of the rigid part be at location
r(t) at time ¢. For the rigid part, we assume a part-fixed
coordinate with respect to the joint with r(¢) as its origin
and x,, y,, and z,. as its axes. Therefore, for any point on the
body, its coordinate with respect to the r-coordinate remains
unchanged no matter how the body moves. For any point at
location p with respect to the r-coordinate, its location with
respect to the f-coordinate changes over time ¢ and can be
written as p’(t) = r(t) + R(t)p, where R(t) is the 3 x 3
rotation matrix translating from (x.,.,y,,2.) to (ze,ys, 2¢)
[13].
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Let sy, sg, ..., Sy, be m accelerometers deployed on the
rigid part and p1, po, ..., Py be their locations with respect
to the r-coordinate, respectively. Without loss of generality,
we assume that these accelerometers are properly placed in
the sense that their x-, y-, and z-axes are perfectly aligned
to the z,, y,, and z, axes of the r-coordinate, respectively
(Otherwise, a rotation matrix from the r-coordinate to each
sensor’s coordinate would do the translation). This implies
that the gravity being observed in the r-coordinate is the
same as that being observed by any sensor.

Now, consider any sensor s;, ¢ = 1,2, ..., m. Its location
in the #-coordinate at time ¢ is p}(t) = r(t) + R(t)p; (note
that p; is time-invariant). Taking the second derivative of

pi(t), we have its acceleration in the §-coordinate:
Bi(t) = (1) + R(t)ps. (M

Since s; is aligned to the r-coordinate and noise should be
included, the actual reading a;(t) of s; should be a;(t) =
RT(t) (—pL(t) + g) + ni(t). Note that both a;(t) and n;(t)
are 3 x 1 vectors, and each element of n;(t) has a zero
mean with a standard deviation o,,. (For example, when the
rigid part is at rest, the reading of s; should consist of only
gravity, giving a;(t) = RT(t)g +n;(t); when it falls freely,
the reading should be a;(t) = n;(¢).)

Below, assuming a fixed ¢, we will omit time information
in our formulation. Plugging Eq. (1) into a;, we have

a; =RT (—f—Rpi—i—g) +n;
= [RT (-i+g), —RTR] B] + [ni] -

Putting these m equations together, we have the equality:

A=QP+ N, 2)
where
A= [al am] S §R3><m’
Q= [RT (=i+g), —RTR]e R,
p_ 1 ... 1}63‘34“”,
P1 Pm
N = [nl nm} e ®3Ixm,

Here, A and P are known and () is to be determined. P is
called the deployment matrix of sensors s1, S2, ..., Sm.

Since 7 < ¢ in ), which is common for human motion,
Q’s first column vector RT (—# + g) ~ RTg. By estimating
Q, we can determine R”g. Let Q be an estimation of Q).
Following [2], a Q that makes Q—Q as small as possible can
be found by Q = AP™*, where P* is the Moore-Penrose
pseudoinverse of P when m > 4 and PT = P~! (the
inverse of P) when m = 4 [15]. This implies that to find Q
we need at least four sensors. Since Q — @ is a zero-mean
vector, one needs to measure how Q is close to Q. In [2],
an error variance, which solely depends on the deployment
matrix P, is defined:

4
o2(P) =302 3)

where pi(P) is the kth largest singular value of P. It
is claimed that a smaller o2(P) implies a more accurate
Q. Therefore, we formulate the deployment optimization
problem as follows: given a rigid part and m accelerometers
to be deployed on the surface of the part, the goal is to find
the deployment matrix P such that the error variance o (P)
is minimized. Note that since the 30,21 in Eq. (3) is a constant,
we only need to focus on the summation part.
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III. EXPERIMENTAL RESULTS

Since the problem is hard, we conduct experiments to
observe what the optimal deployments should be.

A. Effects of Object Sizes

It is natural to ask how the size of a rigid part effects
the estimation errors. To observe it, we vary the radius of a
sphere from 1 to 10 and measure the error variance of some
fixed deployment. That is, if the location of sensor s; is p; on
a unit sphere, it becomes 10p; on a sphere whose radius is
10. The results are shown in Fig. 3 for two deployments. We
can see that the error variances decrease as the radius grows.
The slope is quite steep at the beginning, implying that small
objects are more vulnerable to sensor deployments.

B. Gravity Estimation Results

We deploy eight accelerometers at the vertices of the box
in Fig. 4 and want to measure the gravity when the box is
moving. As shown in Fig. 4(a), a joint with one degree of
freedom is at the left face of the box. We rotate the box
quickly from Fig. 4(a) to Fig. 4(b) for many times, and
record the sensing data for gravity measurement. The box
and sensor positions in Fig. 4 are modeled as in Fig. 5.

Because the length of the true gravity || RT (t)g|| is always
1000 mg (milliguass) no matter how we rotate the box,
we compare different deployments by the lengths of their
measured gravities. Fig. 6 compares the results of one sensor
and four sensors. The estimated gravity of s; is its raw
sensing data, and the estimated gravity of the four sensors is
the first column of its Q. Clearly, the measurement made by
s7 is significantly disturbed by motion, while the disturbance
is reduced by using four sensors.

Let g(t) be the estimated gravity of a deployment at
time ¢. We summarize its performance (as in Fig. 6) by
the standard deviation of its errors ||g(¢)| — [[RT (¢)g||
(also called its standard error). The errors of each sensor’s
measurement is compared in Fig. 7. The sensors si, sa,
s¢, and sg have lower errors, whereas s3, s4, S5, and s7
have higher errors. It is natural to ask whether the four best

(b)

Figure 4. Experiment setup.

positions result in an optimal measurement. Therefore, we
compare the following five deployments:

1) Using one sensor at the position pg.

2) Using four sensors at the positions ps, p4, ps, and pz.
3) Using four sensors at the positions p1, p2, pg, and pg.
4) Using four sensors at the positions p;, ps, ps, and ps.
5) Using all eight sensors.

The results are shown in Fig. 8. Using the four worst
positions in deployment 2 is even worse than using only
one sensor at pg. Deploying at the four best positions, as in
deployment 3, significantly reduces the errors. However, a
better deployment can be found at deployment 4, which sur-
prisingly combines a seemly erroneous position ps. Finally,
using all sensors is even more accurate.
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IV. CONCLUSIONS AND FUTURE WORK

In this paper, we have investigated how to perceive gravity
by deploying multiple accelerometers on a rigid part. We
have modeled the readings of an accelerometer in terms of
the gravity and the sensor’s own acceleration seen by an
outside observer. Based on using the pseudoinverse scheme
to extract the gravity from these readings, we have formu-
lated the deployment optimization problem as one to find
a deployment that minimizes the measurement error, which
can be large for intuitive deployments. We have conducted
experiments to observe solutions of this problem. It seems
that deploying at the vertices of a box is the optimal. In our
future work, we will investigate the optimal solutions for
different geometries.
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Abstract

Constrained by the physical environments, the long-thin topology has recently been promoted for many practical
deployments of wireless sensor networks (WSNs). In general, a long-thin topology is composed of a number of
long branches of sensor nodes, where along a branch each sensor node has only one potential parent node toward
the sink node. Although data aggregation may alleviate excessive packet contention, the maximum payload size of
a packet and the dynamically changing traffic loads may severely affect the amount of sensor readings that may be
collected along a long branch of sensor nodes. In addition, many practical applications of long-thin WSNs demand
the exact sensor readings at each location along the deployment areas for monitoring and analysis purposes, so
sensor readings may not be aggregated when they are collected. This paper proposes a lightweight, self-adaptive
scheme that designates multiple collection nodes, termed lock gates, along a long-thin network to collect sensor
readings sent from their respective upstream sensor nodes. The self-adaptive lock gate designation scheme balances
between the responsiveness and the congestion of data collection while mitigating the funneling effect. The scheme
also dynamically adapts the designation of lock gates to accommodate the time-varying sensor reading generation
rates of different sensor nodes. A testbed of 100 Jennic sensor nodes is developed to demonstrate the effectiveness
of the proposed lock gate designation scheme.

KEY WORDS: data collection, lock gates, long-thin networks, wireless sensor networks.

1. Introduction WSNs where the sensor deployment is subject
to environmental constraints [4]. For instance, a
surveillance system of moving cars along streets, a
monitoring system of carbon dioxide inside tunnels,
and a monitoring system of water quality within
underground sewer lines are typical applications.
Fig. 1(a) depicts a physical deployment of sensor

nodes along streets, and Fig. 1(b) depicts its

A wireless sensor network (WSN) consists of a sheer
number of sensor nodes, where each sensor node is
a wireless device that reports sensor readings of its
surroundings to a sink node via multi-hop ad hoc
communications. Such networks facilitate pervasive
monitoring of the physical environments to enable
applications such as habitat monitoring, smart home,

and surveillance [1, 2, 3].
In recent research, the long-thin topology has
been promoted for many practical applications of

corresponding long-thin network topology. In general,
a long-thin topology is formed by a bunch of long
branches, and each branch may be composed of tens
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Fig. 1. An example of long-thin WSNs.

or even hundreds of nodes. The structure of a branch is
recursively defined, where a branch may contain other
(sub)branches. For each sensor node along a branch,
there exists only one potential parent node toward the
sink node. Branches are grafted at branch nodes, and
Fig. 1(b) shows an example where a branch node is
denoted with double circles.

Let {s1, 82, - , sy} denote the node IDs of a long-
thin WSN, where IV is the number of sensor nodes.
By viewing a long-thin topology as a shortest-path
tree rooted at the sink node, let d; be the depth of
sensor node s; from the sink node. Assuming that each
sensor node in the long-thin WSN delivers one sensor
reading to the sink node without aggregating data, the
network will incur Zf\il d; transmissions to collect
all of the sensor readings. For instance, the long-thin
WSN of Fig. | incurs 62 transmissions without data
aggregation. Even worse, a long-thin WSN may suffer
from the funneling effect where the hop-by-hop traffic
over a long branch results in an increase in transit
traffic intensity, collision, congestion, packet loss, and
energy drain as packets move closer toward the sink
node [5].

Now consider the following collection scheme. The
leaf nodes start transmitting their sensor readings
first. Each intermediate node waits to collect both its
own sensor reading and the collected sensor readings
sent from its children (or upstream nodes), and then
forwards the collected packet toward the sink node.
Such a scheme may result in only N transmissions
in the network, assuming that successively collected
sensor readings could be loaded into one huge packet.
For instance, the long-thin WSN of Fig. | may incur
only 12 transmissions using such a collection scheme.

7 \

2
2,

_.' § cluster

sensor reading

Fig. 2. A long-thin WSN and its lock gates.

Fewer transmissions benefit WSNs by reducing
contention and conserving energy.

Although the above collection scheme maximally
reduces the number of transmissions in a long-thin
WSN, constraints imposed by the maximum payload
size Ly of a packet and the compression ratio §
(0 < 4 <1) make such a scheme impractical for a
long-thin topology where a node can only collect
up to L%J bytes of sensor readings, while the
total data size of sensor readings generated by sensor
nodes along a long branch can easily exceed this
bound. Besides, many practical applications of long-
thin WSNs demand the exact sensor readings of
each location along the deployment areas for data
monitoring and analysis purposes, so that sensor
readings are not aggregated (such as computing the
average, the minimum, or the maximum value) while
they are being collected.

To mitigate the funneling effect and to comply with
the maximum payload size, this paper suggests that in
a long-thin network, multiple collection nodes, termed
lock gates™, should be designated, where each lock
gate collects both its own sensor readings and all of the
sensor readings sent from its upstream sensor nodes
(up to immediate, upstream lock gates or the end of the
branches) subject to the | £22x | bound. For instance,
as shown in Fig. 2, assuming L. is 3 bytes, J is 0.5,
and the size of sensor readings is 1 byte, we designate
one lock gate every six sensor nodes so that lock gate
g1 collects the sensor readings of itself and its five
upstream nodes into one collected packet'. Similar
collections are done by lock gates go and g3. Such a
collected packet (of maximum payload size Ly,,x) is

*We are inspired by the lock gates used in canals to withstand the
water pressure arising from the level difference between adjacent
pounds. In the context of long-thin WSNs, (irregular) network traffic
from sensor readings corresponds to water pressure, which should
be regulated to mitigate funneling effect, for instance.

TFor the ease of explanation, in this example we simply assume that
there is no ‘protocol overhead’ (or packet header/trailer) so that the
size of a packet is exactly the same as the size of its payload.



said to be completely filled up with sensor readings
and thus can be forwarded to the sink node without
being padded with any other sensor readings along the
way.

Another benefit of the above lock gate designation
scheme is that it actually reduces contentions
by spatially separating areas where packets are
transmitted. In the above example, since lock gates
g2 and g3 may hold their respective transmissions
until enough sensor readings from the corresponding
upstream nodes have been collected, the sensor nodes
headed by lock gate g; can transmit their sensor
readings to g; with less or even no interference coming
from sensor nodes headed by lock gates g5 and gs.

Since sensor nodes may generate sensor readings at
different rates, each lock gate may wait for a different
amount of time to completely fill up one collected
packet of payload size Lmax. Let A; denote the sensor
reading generation rate (in bytes/second) of sensor
node s;. The rate A\; may vary over time, but is
assumed to change slowly so that a steady value of
A; could be observed over a short period of time. Let
C'(g;) denote the cluster of nodes containing lock gate
g; and its upstream sensor nodes, up to the immediate,
upstream lock gates or the end of the branches. Given
A; for each sensor node s; in C(g;), the expected time
T; that lock gate g; takes to completely fill up one
packet of maximum payload size Ly, ,x should satisfy:

T, x Z Aj | %0 = Lonax. 1)

5;€C(g:)

When T; is large, the sink node is expected to
wait for a longer time to receive a collected packet
from lock gate g;, which increases the application’s
response time. A large 7; may imply either the size of
C(g;) is small or the total sensor reading generation
rate of the sensor nodes in C(g;) is low, or both. On
the other hand, a small 7; may imply either the size of
C(g;) is large or the total sensor reading generation
rate of the sensor nodes in C(g;) is high, or both.
This may result in too many packet transmissions
and thus congest the network. Therefore, lock gate
designation should be made ‘self-adaptive,” where T;
is bounded by dynamically designating the positions
of lock gates to balance between the response time and
the congestion of data collection. Furthermore, since
sensor nodes are usually with limited computation
power and small memory size [6], the self-adaptive
lock gate designation scheme should be lightweight
with simple operations.

This paper proposes a lightweight, self-adaptive
lock gate designation scheme, termed ALT, to facilitate
effective data collection in long-thin WSNs. Given a
pair of time thresholds (Tiin, Tmax), ALT adaptively
designates lock gates in a long-thin WSN such that
for each lock gate g;, the condition Tr,i, < T; < Thhax
holds. The thresholds Ti,;, and Ti,.x are specified
by the application of a long-thin WSN to avoid
congestion from transmitting excessive packets and to
impose an upper bound on response time, respectively.
The ALT scheme possesses three characteristics. First,
sensor nodes do not need to report their sensor
reading generation rates A; to their corresponding
lock gates. Instead, lock gates only need to locally
observe their T; values for the execution of ALT,
so that ALT has low message overhead and good
response time. The experimental results in Section 5.2
indeed show that ALT performs well even when \;
changes. Second, ALT adopts a simple scheme to
move lock gates in a ‘hop-by-hop’ manner so that
the operations are light-weight and can be easily
implemented on practical sensor platforms. Third, in
contrast to conventional clustering protocols designed
for WSNs with random topology, ALT incurs much
less control overhead in long-thin WSNs because
clusters are formed automatically whenever a lock
gate and its upstream lock gates are designated. In
addition, lock gates do not need to know the identities
of their respective cluster members, and sensor nodes
do not need to send their sensor reading generating
rates to their corresponding lock gates.

The contributions of this paper are three-fold. First,
we point out the necessity of lock gates to balance
between the response time and the congestion of
data collection in a long-thin WSN, and propose
a lightweight, self-adaptive scheme to designate the
lock gates. To the best of our knowledge, ALT is
the first effort addressing efficient data collection in
long-thin WSNs. Second, to evaluate its performance,
we implement ALT on sensor nodes equipped with
the Jennic wireless micro-controller supporting the
IEEE 802.15.4 protocol [7], and develop a testbed
containing 100 sensor nodes. Experimental results
demonstrate that ALT adapts well to varying sensor
reading generation rates and incurs fewer message
transmissions than other schemes. In addition, we
show the benefits of lock gates which significantly
reduce both the number of data retransmissions and
the amount of packet losses at the MAC layer. Third,
since placing lock gates may increase the packet
latency of sensor nodes, we derive the average extra
packet latency caused by a lock gate via mathematical



analysis. We also validate the correctness of our
analysis with measurements from real experiments.

The remainder of this paper is organized as follows.
Section 2 reviews related work. Section 3 gives
our problem statement. ALT and the analysis of
its expected extra packet latency are described in
Section 4. Section 5 presents our prototyping efforts
and discusses experimental results. Conclusions are
drawn in Section 6.

2. Related Work

Long-thin WSNs are widely used in many monitoring
applications such as leakage detection within fuel
pipes, stage measurements inside sewer, traffic
adjustment along tunnels or highways, vibration
detection of bridges, and flood protection of rivers.
The long-thin topology is first studied in [4], which
considers how to assign network addresses to sensor
nodes in ZigBee-based long-thin WSNs to facilitate
routing. In addition, a long-thin WSN is deployed
along a river to monitor its water level. The work in
[8] discusses how to detect and correct localization
errors in a long-thin WSN. In addition, it adopts
a weighted voting scheme to detect possible faulty
sensor readings. However, none of the existing work
on long-thin WSNs addresses the issue of data
aggregation/compression.

The subject of data aggregation/compression in
WSNs with random topologies has been extensively
studied in the literature. Below, we categorize and
review existing solutions.

Tree-based aggregation: The objective of tree-
based aggregation schemes is to maximize a WSN’s
lifetime by jointly optimizing data aggregation and
routing tree formation [9]. For instance, the work of
[10] discusses how to find a set of data aggregation
schedules to maximize the system’s lifetime, where a
schedule is defined as a collection of spanning trees
rooted at the sink node. The work of [11, 12] proposes
a data-centric approach to select an appropriate
routing path to reduce energy consumption. TAG [13]
organizes a WSN into a tree and proposes SQL-like
semantics to aggregate streaming data into histograms.
The work of [14] builds an aggregation tree according
to the energy consumption of sensor nodes. Each
node predicts the energy consumption of its potential
parents and selects the one that can be left with the
most energy as its parent. In the work of [15], one
coding tree for raw data aggregation and one shortest-
path tree for transmitting compressed data are built to
deliver data to the sink node. In the work of [16], the

effect of data aggregation on different routing schemes
is studied. The work also proposes a static clustering
scheme to achieve a near-optimal performance for
various spatial correlations. The above research efforts
focus on how to choose a good routing metric based
on data attributes to facilitate aggregation. However, in
long-thin WSNs, there usually exists at most one route
from a sensor node to the sink node (i.e., each sensor
node has at most one potential parent node toward the
sink node), so these existing tree-based solutions may
not be directly applied.

Clustering-based aggregation: This category of
schemes first group sensor nodes into clusters and
then perform data aggregation within each cluster. The
critical issue is how to select the cluster head in each
cluster to aggregate data for its cluster members [17].
For instance, the scheme in [18] assigns weights to
each node and the nodes with larger weights may
become cluster heads, while the work of [19] favors
nodes with more neighbors (i.e., higher degrees) to
become cluster heads. LEACH [20] assumes that each
sensor node can be reachable in one hop and then
assigns a fixed probability for each node to elect itself
as a cluster head. In HEED [21], each sensor node uses
its residual energy as the parameter to probabilistically
select itself as a cluster head. The above research
efforts discuss how to organize clusters such that
nodes within a cluster are one-hop or k-hop away from
the cluster head. In addition, SCT [22] proposes a ring-
sector division clustering scheme, where sensor nodes
in the same section are assembled into one cluster.
Clearly, this ring-based approach cannot be used for
long-thin WSNs. In contrast, ALT adaptively adjusts
the size of clusters according to the amount of traffics
generated from sensor nodes.

Chain-based aggregation: In these schemes,
sensor nodes are organized into a linear chain for data
aggregation. For instance, PEGASIS [23] organizes
such a chain by adopting a greedy algorithm, where
each sensor node selects its nearest neighbor (closer
to the sink) as its successor along the chain and then
sends its sensing readings to the successor. However,
PEGASIS may not guarantee to minimize the total
energy consumption of sensor nodes. Therefore, the
work of [24] proposes a chain-construction scheme
that minimizes the total energy consumption of sensor
nodes by reducing the value of >~ D?, where D is the
distance between any two adjacent sensor nodes along
the chain. The chain-based topology can be viewed
as one special instance of the long-thin topology.
Nevertheless, in the chain-based aggregation schemes,
except for the node(s) at the end of the chain, all the



sensor nodes along the chain act as aggregators. In
contrast, ALT dynamically selects a subset of sensor
nodes to act as lock gates according to the sensor
reading load.

Hierarchical aggregation: Several studies adopt
a hierarchical architecture to aggregate or compress
data in a WSN. The work of [25] first selects a
subset of sensor nodes as level-1 aggregators. Then,
among these level-1 aggregators, the scheme selects
a subset of level-1 aggregators to act as level-2
aggregators. This procedure is repeated until level-h
aggregators are selected. Then, sensor readings will
be passed through each level of aggregators to the
sink node. The studies [26, 27, 28] organize sensor
nodes hierarchically and establish multi-resolution
summaries of sensor data inside the network, through
spatial and temporal compressions. However, such
hierarchical architectures are not practical to be
applied in long-thin WSNss.

Structure-free aggregation: The work of [29]
considers aggregating data in a WSN without
maintaining any structure. This work proposes a MAC
protocol and studies the impact of randomized wait
time to improve aggregation efficiency. However,
this scheme may increase packet delays in long-thin
WSNs.

Compared to prior aggregation/compression
schemes, ALT exhibits two distinguishing features.
First, while most of prior work consider selecting
‘static’ aggregators, ALT continuously adapts the
positions of lock gates to balance between the
responsiveness and the congestion of data collection.
Second, while existing aggregation schemes are
only to aggregate/compress the collected sensor
readings, lock gates can control/adjust the amount of
sensor readings generated within a cluster. By doing
so, not only the amount of messages transmitted
is significantly reduced but also concurrent data
collections within individual clusters spatially isolated
by lock gates take place.

With respect to energy conservation, many research
efforts [30, 31, 32, 33, 34] exploit node redundancy
to extend the network lifetime by selecting a subset of
sensor nodes to be active while putting others to sleep
to conserve energy. However, given the topology of
long-thin WSNs where each sensor node usually has
one potential parent node toward the sink node, such a
sleep-active mechanism cannot be applied (otherwise,
the network would be partitioned). In contrast, ALT
strives to conserve energy by adapting the designation
of lock gates to reduce the amount of messages
transmitted for data collection.

3. Problem Statement

We model a long-thin WSN as a graph G = (V,€),
where V = {r} US contains the sink node r and
the set of sensor nodes S, and & contains all of
the communication links. The topology of G may be
represented as a tree rooted at sink node r. Each
sensor node s; € S has a sensor reading generation
rate \;, which may vary over time during the network
operation. A sensor node is called a branch node if
it has more than one child on G. Fig. 1(b) gives an
example, where the branch node is marked by double
circles.

We define the direction toward the sink node as
the downstream direction and the opposite direction
as the upstream direction. Sensor nodes are grouped
into non-overlapping clusters. For each cluster, the
most downstream node is designated as a lock gate.
For convenience, we call other nodes regular sensor
nodes. A lock gate continuously collects the sensor
readings from the upstream regular sensor nodes
within its cluster. Whenever a lock gate collects
enough sensor readings to completely fill up one
packet with payload size L, ,x, the lock gate sends out
the packet, termed ‘collected packet’, toward the sink
node. Such a collected packet will not be ‘collected’
again by other downstream lock gates, but will be
directly relayed by the downstream nodes toward the
sink node. Fig. 2 illustrates an example, where three
clusters are formed and nodes g1, g», and g3 are
designated as lock gates.

Given a pair of time thresholds (Tinin, Zmax)s
our objective is to designate lock gates (and thus
adjust the corresponding clusters) such that for each
lock gate g;, the amount of time 7; to completely
fill up one collected packet of payload size Lijax
satisfies the condition of Ty,;, < T; < Thax. Note that
the thresholds Ti,i, and T,.x are specified by the
applications of the long-thin WSN to prevent sensor
nodes from transmitting excessive packets and to
impose an upper bound on response time, respectively.
For example, for non-time-critical applications where
sensor nodes are requested to frequently report their
monitoring data, we set a larger T;,;, value to avoid
network congestion. On the other hand, in event-
driven applications, a smaller T},.x value is set to
constrain the response time.

Table I summarizes the notations used in this
paper. For the ease of presentation, the sensor reading
generation rate \; is described as a steady-state
variable, but in practice it may vary slowly during the
operation of the network.



Table I. Summary of notations.

notation [ definition

Aj the sensor reading generation rate of sensor node s;;
C(9:) the cluster of nodes containing lock gate g; and its upstream sensor nodes
Limax the maximum payload size of a packet
) the compression ratio (0 < § < 1)
T; the amount of time for lock gate g; to fill up one collected packet of payload size Lmax
Trin the lower-bound threshold for a lock gate to shrink its cluster
Tmax the upper-bound threshold for a lock gate to expand its cluster
Ay the waiting time for a lock gate to adjust one of its next lock gate if all of its next lock gates are busy
B a system parameter to determine whether a lock gate enters the oscillating state or not

4. The Operations and Analysis of ALT

Given a long-thin WSN, ALT first randomly groups
sensor nodes into several non-overlapping clusters
that cover the entire network, and then designates
their corresponding lock gates. Note that the sensor
node closest to the sink node is always designated
as a lock gate. Upon generating one sensor reading,
each regular sensor node will send the reading toward
its corresponding lock gate. Each lock gate g; then
collects the sensor readings from the regular sensor
nodes within its cluster C(g; ). After collecting enough
sensor readings to fill up one packet of maximum
payload size Ly,.x, lock gate g; sends the collected
packet toward the sink node. To reduce the latency
of waiting to collect enough sensor readings to fill
up one packet of maximum payload size L,ax, lock
gate g; may dynamically adjust the size of its cluster
according to the duration 7T that it took to generate
the previous collected packet (referring to Eq. (1)).
When T; is below the given lower-bound threshold
Thin, the total sensor reading generation rate within
this cluster (i.e., Zs_jec( ) A;) has become too high,
and the collected packets will be sent to the sink node
more often. In this case, lock gate g; ‘shrinks’ its
cluster by excluding certain sensor nodes to lower the
total sensor reading generation rate. In contrast, when
T; is above the given upper-bound threshold T, ,x, the
total sensor reading generation rate within this cluster
becomes too low. In this case, lock gate g; ‘expands’
its cluster by including more sensor nodes to lower
the latency of generating collected packets. Notice that
within each cluster C'(g;), the sensor readings sent
from each regular sensor node s; € C(g;) may be
relayed to lock gate g; in a ‘pipelining’ manner subject
to the contention of wireless transmissions. Thus, right
before lock gate g; sends out each (completely filled)
collected packet toward the sink node, the percentage
of sensor readings received from sensor s; within this

packet is approximately equal to
Aj
Zsk eC(g:i) )\k

In other words, the amount of reported sensor readings
from each sensor node is fairly proportional to the
sensor reading generation rate of that sensor node.

Before describing ALT in details, we first define the
terms used in the remainder of the paper. A lock gate
gk 1s called a next lock gate of lock gate g; if g is an
immediate upstream lock gate of g;. In this case, g; is
the previous lock gate of g;. For instance, in Fig. 2, go
is a next lock gate of g; while g, is a previous lock gate
of go. Notice that each lock gate may have multiple
next lock gates but has at most one previous lock gate.
In addition, a lock gate is called a leaf lock gate if it
has no next lock gate; otherwise, it is a non-leaf lock
gate.

@)

4.1. Adaptation of Lock Gate Designation

From an initial (random) lock gate designation,
lock gates execute ALT asynchronously, while
coordinating with previous and next lock gates. Each
lock gate g; measures its current 7; value, ‘moves’ one
of its next lock gates (if necessary) either downstream
or upstream by one hop, and recalculates its 7; value.
This process is repeated until lock gate g; settles at the
condition of Ty,;, < T; < Thax. Specifically, for each
non-leaf lock gate g;, two possible cases need to be
addressed: T; < Tinin and T > Thpax-

4.1.1. Case of T; < Tiin

In this case, lock gate g; ‘shrinks’ its cluster by first
querying each of its next lock gates gy, for its T}, value.
If lock gate gy, is also in the state of adjusting its own
next lock gates, lock gate g; will reply to lock gate g;
that itself is busy; otherwise, lock gate g; will reply to
lock gate g; with its T}, value. If lock gate g; concludes
that all of its next lock gates are busy, it will wait for



a A, time and then try again. Otherwise, lock gate g;
sends a pull message to one next lock gate g whose
parent node, say, s; on graph G is not a branch node
and whose T}, value is the largest among all of lock
gate g;’s non-busy next lock gates. Upon receiving
such a pull message, lock gate g;, designates sensor
node s; to become a new lock gate and ceases being a
lock gate. As a result, cluster C(gy) disappears and
a new cluster C(s;) emerges. For convenience, we
use the term ‘move’ to represent such an operation.
However, in the case that lock gate g; cannot find such
a next lock gate (which means that the parent nodes of
all of g;’s non-busy next lock gates on G are branch
nodes), the next lock gate g that has the largest Ty
value is asked to move one-hop downstream. These
operations are repeated until lock gate g; computes
that T; > Thuin.

Fig. 3(a) gives an example, where g; wants to adjust
one of its next lock gates go and g3. Since the parent
node of lock gate g5 is a branch node, lock gate g5 will
be asked to move downstream. When the parent nodes
of all of g;’s next lock gates are all branch nodes, as
shown in Fig. 3(b), assuming 75 > T3, lock gate g
will be asked to move to node b.

Notice that, when shrinking a cluster, ALT gives
priority to move a lock gate (one-hop downstream)
whose parent node on G is not a branch node.
Doing so avoids excluding too many sensor nodes
all at once when a lock gate is shrinking its cluster,
which may otherwise drastically increase its 7} value,
and/or creating a new cluster with drastically increased
cluster size (or decreased T; value) due to merging of
branches. Fig. 4(a) and Fig. 4(b) together depict one
counterexample, where we assume 75 > T5. When
lock gate g; simply moves one next lock gate whose
T; value is the largest, lock gate g, will be moved
downstream, as shown in Fig. 4(b). As a result,
the size of cluster C(g;) decreases drastically from
7 to 3, while the size of cluster C'(g2) increases
drastically from 8 to 12. In fact, ALT moves g3 one-
hop downstream instead.

4.1.2. Case of T; > Tax

In this case, lock gate g; ‘expands’ its cluster by first
querying each of its next lock gate g, for its T}, value.
If lock gate gy, is also in the state of adjusting its own
next lock gates, lock gate gj, will reply to lock gate g;
that itself is busy; otherwise, lock gate g;, will reply to

fOne possibility is to set Ay = Tmax so that one of g;’s next lock
gates may become non-busy.

(b)

(d

Fig. 3. Examples of moving next lock gates: (a) g1 moves g3
downstream since 71 < Tmin, (b) g1 moves g» to the branch
node b since 71 < Thin, (C) g1 moves g upstream since
T1 > Tax, and (d) g1 moves gs to node s since 71 > Tax.

lock gate g; with its T}, value. If lock gate g; concludes
that all of its next lock gates are busy, it will wait for
a A, time and try again. Otherwise, lock gate g; sends
a push message to move one next lock gate gj, that
is not a branch node and has the smallest 7T}, value,
one-hop upstream. In the case that lock gate g; cannot
find such a next lock gate (which means that all of g;’s
non-busy next lock gates are branch nodes), one next
lock gate gy, that has the least T}, value will be moved
one-hop upstream. These operations are repeated until
lock gate g; computes that T; < Tiax.

Fig. 3(c) gives an example, where ¢g; wants to adjust
one of its next lock gates go and gs. Since lock gate g,
is not a branch node, it will be moved upstream. When
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Fig. 4. Counterexamples of moving next lock gates: (a)
the original clustering result, (b) g1 simply moves g2
downstream and thus drastically decreases the size of C'(g1)
while drastically increases the size of C(g2), and (c) g1
simply moves g» upstream and thus drastically increases the
size of C'(g1) while drastically decreases the size of C/(g2).

all of the next lock gates are branch nodes, as shown in
Fig. 3(d), assuming that 75 < T, lock gate g3 will be
asked to move to node s. Notice that in the latter case,
the node in which lock gate g3 used to reside, node t,
and some of node ¢’s upstream nodes will be merged
into cluster C(g1).

In contrast to shrinking a cluster, ALT gives
priority to move a lock gate (one-hop upstream)
that is not a branch node when expanding a cluster.
Doing so avoids including too many sensor nodes
all at once when expanding a cluster, which may
otherwise drastically decrease its 7; value due to
merging of branches, and/or creating a new cluster
with drastically decreased cluster size (or increased T;
value). Fig. 4(a) and Fig. 4(c) together show a different
counterexample with the assumption that 7o < Tj.
When lock gate g; simply moves its next lock gate
whose T; value is the smallest, lock gate g, will be
moved one-hop upstream, as shown in Fig. 4(c). As a
result, the size of cluster C(g1) increases drastically
from 7 to 12, while the size of cluster C'(g2) decreases
drastically from 8 to 3. In fact, ALT moves g3 one-hop
upstream instead.

In ALT, sensor nodes do not need to report
their sensor reading generation rates \; to their
corresponding lock gates. Thus, the control overhead
is only incurred by transmitting query, reply, push,
and pull messages between two adjacent lock gates. In
Section 5.1, we will show that ALT’s control overhead
is only a small portion compared to the actual amount
of data payloads.

4.2. Handling of Leaf Lock Gates

For each leaf lock gate g;, it will be only moved
according to the push or pull requests from its previous
lock gate. However, two special cases should be
considered. First, when lock gate g; is asked to move
upstream but itself is already a leaf node on G, g; will
simply cease being a lock gate and work as a regular
sensor node. In this case, the total number of lock gates
in the network decreases by one. Second, after lock
gate g; has been moved downstream and computes that
T} < Thin, lock gate g; will select one leaf node, say,
s; from its cluster and designate s; as a new (leaf) lock
gate. In this case, the total number of lock gates in the
network increases by one.

4.3. Handling of Oscillating Lock Gates

To prevent lock gates from ‘oscillating’ or moving
back and forth between two adjacent nodes, each
lock gate g; maintains a short list recording its
past positions on G. If lock gate g; finds that it
has moved between two adjacent nodes (termed
oscillating nodes) more than 3 times® and its previous
lock gate still asks it to move to one of the oscillating
nodes, lock gate g; enters the oscillating state and
requests its previous lock gate to stop asking it to
move. Lock gate g; will exit the oscillating state when
either its previous lock gate asks it to move to one non-
oscillating node or a pre-configured oscillating timer
expires.

When each sensor node has a fixed sensor reading
generation rate, the lock gates designated by ALT
will eventually stabilize and converge (from an initial
random designation) due to the following two factors.
First, a lock gate can only move its next lock gates
but cannot move its previous lock gate. In this case,
clusters can stabilize in sequence from the downstream
direction to the upstream direction. Second, ALT
employs the above oscillation avoidance technique. In

§The 3 value will affect the convergence speed of ALT. When a fast
convergence is desired, a smaller 5 can be set.



this case, if a lock gate finds that all of its next lock
gates enter the oscillating state, the lock gate will stop
moving its next lock gates (but may try later after A;
time).

4.4. lIssue of Fault Tolerance

Till now, our discussion focuses on the assumption that
each sensor node has only one potential parent node
toward the sink node. For the reliability reason, a long-
thin network may be deployed such that each sensor
node can reach at least two downstream neighbors,
as shown in Fig. 5(a). In such a deployment, sensor
nodes will deliver their sensor readings to the sink
node through the primary links. However, when some
sensor nodes fail or run out of energy, neighboring
nodes can use the secondary links to forward their
data. Fig. 5(b) and Fig. 5(c) together depict an
example. Initially, we have two paths ¢ — b —
a—---—rand f—>e—d— - - — r (formed via
primary links), where node r is the sink node.
Supposing that node b fails, the forwarding path from
node c to sink node r changes from the original path
c—+b—a—---—rtothenewpathc — f - e —
d — -+ — r. In this case, the upstream sensor nodes
of node b can still transmit their sensor readings to sink
node 7, even though node b fails. Such a deployment
ensures a higher degree of fault tolerance for long-thin
WSNs.

ALT is designed to handle the following two cases:

e If a regular sensor node cannot reach its original
lock gate, the sensor node will rejoin a nearest
downstream cluster via a secondary link.

o If the new forwarding path from a regular sensor
node s; to its original lock gate g; contains
other lock gates, s; will leave the original cluster
C(g;) and join the new cluster C(gy), where gy,
is s;’s nearest downstream lock gate.

The first case applies when the lock gate fails or the
new forwarding path cannot reach the original lock
gate. The second case applies when some regular
sensor nodes fail and the new forwarding path to the
original lock gate passes through other lock gates.
Fig. 5(b) and Fig. 5(c) together depict an example.
Initially, we have two clusters C(a) and C'(d) with the
lock gates a and d, respectively. When node b fails,
the new forwarding path formed from node c to sink
node 7 is no longer through lock gate a. This scenario
fits the first case above and thus node c joins the new
cluster C'(d). From Fig. 5(c), we can observe that lock
gate a becomes a leaf lock gate and the size of cluster
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Fig. 5. Fault-tolerated deployment of a long-thin WSN: (a)

the network topology, (b) sensor nodes transmit their sensor

readings through the primary links, and (c) node c uses the
secondary link to reach the sink node.

C(d) increases. According to the rules of ALT, lock
gate a may disappear and lock gate d may move its
next lock gates toward the downstream direction.

4.5. Analysis of Expected Extra Packet Latency
Caused by A Lock Gate

Clearly, a lock gate will delay the forwarding of
sensor readings within its cluster toward the sink node.
Below, we analyze the expected extra packet latency
caused by a lock gate. We consider a cluster C(s1)
that consists of a line of K sensor nodes s, Sg, -+ -,
and si, where node s; is the lock gate, as shown in
Fig. 6. To simplify the analysis, we assume that each
sensor reading has the same payload size of L (bytes)
and the average latency to forward a sensor reading
over one-hop distance is 7. In addition, we assume
that each sensor node s;, j = 1..K, does not change
its sensor reading generation rate (that is, A; enters
the steady state) during which lock gate s; waits to
collect enough sensor readings to fill up one packet of
maximum payload size Ly,.x (i.e., T5).

Let n; be the number of sensor readings Y generated
by sensor node s;, j = 1..K, during T;. Note that

9Below, we use the term ‘packet’ for sensor reading.
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Fig. 6. Analysis of extra packet latency by a lock gate.

since A; does not change during T3, we have ); %
For node s, its first packet is generated after time /\%
Since node s; is the lock gate, this first packet has
to wait a duration of T; — /\% before s; sends out a
collected packet. Similarly, the second packet of node

s1 has to wait a duration of T; — 2)\% and the last
packet of node s; has to wait a duration of T; — n /\%

In this case, the average extra packet latency of node
s1 18

1 L n+1 L
- T, — = =1 - =
ny (nl ! Za)q) ! 2 x )\1

For node s», since it takes time 7 to send a packet to
node s1, node so’s first packet has to wait a duration
of T; — )\% — 7. Similarly, the second packet and the
last packet of node s, have to wait durations of T; —
2/\% —7 and T; — TLQ)% — 7, respectively. Thus, the
average extra packet latency of node s; is

n2+1XL
- — — T
2 Ao

T;

Similarly, the average extra packet latency of node s;
is

Fig. 6 shows the extra packet latency of each sensor
node. Therefore, the average extra packet latency of
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all sensor nodes within cluster C'(s1) incurred by lock
gate s1 is

1 ny + 1 L Nno + 1 L
— (1, - = T, — = _
K(< Y > X%n 7
+1 L
o (T 2 = (K -1)7)
2 Ak
K K—1
1 L Ng + 1
== (Kz 5 > . a7’>
a=1 a=1
K
L ng+1 K-—1
=T — — - — 3
2](;::1 Aa 2 )
According to Eq. (1), we can derive that
L
- max ) (4)
0 % Zf:l Aa

Let n¢ota1 be the total number of packets ‘generated’
by all sensor nodes during 7, so we have nyota =
Z]K:l n;. Since each packet has a payload size of L,
we can obtain that

LIIla
(ntotal X L) X 0 = Lmax = Ntotal = ’7 = 1.

Lxé

From Eq. (2), each sensor node s;, j = 1..K, will
generate n; packets during 75:

Aj
Yot Ao

X Ntotal
Aj

Lmax
’725—1)‘04 T x 6-‘ '

Therefore, the average extra packet latency of all
sensor nodes within a cluster can be calculated by
substituting Eqs. (4) and (5) into Eq. (3).

nj:
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5. Implementation and Experimental Results

In this section, we describe our prototyping efforts and
discuss the experimental results. We use one hundred
sensor nodes and one sink node. Fig. 7 pictures one
deployment scenario of our prototype. Each sensor
node is equipped with a Jennic JN5139 chip [7]
containing a micro-controller and an IEEE 802.15.4
transceiver. The transmission power of each sensor
node has been adjusted to have a communication
distance of approximately 30 centimeters (cm). We
place two adjacent nodes with a distance of 15cm
so that network connectivity can be guaranteed. An



Fig. 7. The prototype of our long-thin WSN experiments.
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Fig. 8. Three long-thin topologies in our experiments.

application-layer protocol has also been implemented
to enforce packet reception from adjacent neighbors
only. Three long-thin topologies are deployed in
our experiments. The balanced topology (referring
to Fig. 8(a)) has two branches, where each branch
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contains 33 sensor nodes. The unbalanced topology
(referring to Fig. 8(b)) has two branches, where the
long branch contains 51 sensor nodes and the short
branch contains 15 sensor nodes. The cross topology
(referring to Fig. 8(c)) has three branches, where each
branch contains 22 sensor nodes. We compare the
performance of ALT against the brute force (BF) and
the fixed lock gate selection (FLS) schemes using
these three network topologies. BF does not apply
any collection mechanism, so each sensor node simply
relays the sensor readings from its upstream nodes
to the sink node. Using FLS, each branch node is
designated as a lock gate and we do not adjust the
designation of lock gates during the experiments.

The size of a packet carrying one sensor reading
is 15bytes, which consists of a header of 12bytes
(according to the IEEE 802.15.4 standard [35]) and a
sensor reading payload of 3 bytes. Each sensor node
reports its sensor reading every Ag seconds, where Ag
is randomly selected from [(1 —+) x 10,(1 + ) x
10], and it may be changed every 30 seconds. Notice
that when v = 0, the sensor reading generation rate
(i.e., N;) is 0.3 bytes/second. For each lock gate,
we adopt a simple collection scheme by removing
the packet headers of the received sensor reading
packets and then concatenating their payloads into
one single packet. In this way, we have 0 = 1.
Since the maximum payload size of a packet defined
in the IEEE 802.15.4 standard is 118 bytes, each
lock gate can collect at most 39 sensor readings,
so we have Ly ,x =39 x 3 =117bytes. The total
experiment time is 10 minutes. In the experiments
of running ALT, the measurement of messages sent
by sensor nodes includes all of the control messages
(e.g., query, reply, push, and pull) used to adjust the
designation of lock gates. Other parameters used in the
experiments are set as follows: g =3, A; =2 seconds,
Tinin = 24 seconds, and T},,.x = 26 seconds.

5.1. Communication Costs

We use the amount of messages and the number
of packets successfully forwarded to the sink node
to measure communication cost of data collection.
Table II lists the total amount of messages (in bytes)
successfully forwarded! to the sink node by sensor
nodes in different network topologies. Without using
any collection scheme, BF exhibits the highest amount
of messages. By dynamically adjusting the positions

IDue to wireless contention and impairment, packet losses and
retransmissions do occur, which are evaluated in Section 5.3.



Table II. Comparison on the total amount of messages (in bytes)
sent by sensor nodes in different network topologies.

~ value [ scheme [ balanced  unbalanced Cross
ALT 498,530 581,550 468,982
vy=0 FLS 668,962 785,707 572,769
BF 928,926 1,022,398 864,898
ALT 525,009 606,598 502,592
v=0.3 FLS 680,349 801,486 596,287
BF 943,384 1,096,538 871,232

Table III. Comparison on the total number of packets sent by sensor
nodes in different network topologies.

v value [ scheme [ balanced  unbalanced cross
ALT 33,865 35,517 32,225
vy=0 FLS 99,915 128,396 78,767
BF 238,899 267,690 217,392
ALT 35,878 35,788 33,033

v=20.3 FLS 103,750 128,563 81,621
BF 240,855 282,288 218,911

of lock gates according to the network condition, ALT
enjoys a lower amount of messages compared with
FLS. It can be observed that when v = 0, ALT saves
18.1% ~ 26.0% and 43.1% ~ 46.3% of the amount
of messages compared with FLS and BF, respectively.
When v = 0.3, ALT saves 15.7% ~ 24.3% and 42.3%
~ 44.7% of the amount of messages compared with
FLS and BF, respectively. These results show the
effectiveness of ALT. Notice that the three schemes
all suffer from the highest amount of messages under
the unbalanced topology, because this topology has the
longest branch (with 51 sensor nodes).

Table III lists the total number of packets
successfully forwarded to the sink node by sensor
nodes in different network topologies. Using BF,
sensor nodes forward the most number of packets,
because they simply relay sensor readings to the sink
node. ALT incurs the smallest number of packets
among all three schemes because it adaptively clusters
sensor nodes via lock gates and collects their packets
accordingly. It can be observed that when v =0,
ALT saves 59.1% ~ 72.3% and 85.2% ~ 86.7%
of the number of packets compared with FLS and
BF, respectively. When v = 0.3, ALT saves 59.5% ~
72.2% and 84.9% ~ 87.3% of the number of packets
compared with FLS and BF, respectively. These
results demonstrate that ALT significantly reduces the
number of packets forwarded by sensor nodes, which
can greatly alleviate network congestion and conserve
energy.

Note that our measurement includes all the control
messages. From Tables II and III, we can observe
that ALT incurs very low traffics even when control
overheads are included. Thus, the impact of control
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overheads caused by ALT’s adaption of lock gates is
light-weight.

5.2. Adaptive Designation of Lock Gates

To demonstrate the adaptability of ALT to varying
sensor reading generation rates, we deploy a sink
node (of ID 0) and a line of 50 sensor nodes
(of IDs 1 to 50), where the node with ID 1 is
the most downstream sensor node. The duration of
the experiment is 126 minutes and we monitor the
(changing) number of lock gates and their designation
(or positions) over time. All of the sensor nodes have
the same sensor reading generation rate (\), which
changes every 3 minutes as shown in Fig. 9(a). For
instance, starting at 0.2 bytes/second, A remains at
the same rate until the 36th minute, increases to
0.6 bytes/second at the 66th minute, remains at the
same rate until the 81st minute, and then decreases.
Fig. 9(b) depicts the changing designation of lock
gates, as dots, over time. For instance, at the Oth
minute, there are 6 lock gates randomly designated
at nodes of IDs 1, 4, 18, 20, 25, and 48. Before the
36th minute, A is not changed and thus the positions of
lock gates stabilize at nodes of IDs 1, 16, 31, and 45
at the 24th minute. When )\ increases, the size of the
clusters decreases and thus the number of lock gates
increases accordingly. Between the 66th and the 81st
minutes, A remains stable and thus the designation of
lock gates are only slightly adjusted. For instance, at
the 72nd minute, 8 lock gates are designated at nodes
of IDs 1, 6, 12, 18, 25, 32, 38, and 47. After the
81st minute, when )\ decreases, the number of lock
gates also decreases and the size of clusters increases.
After the 117th minute, the designation of lock gates
remains stable because A does not change. Since all
of the sensor nodes have the same \ value, we also
observe that the distance between any two adjacent
lock gates is quite similar at most time instances. Such
a phenomenon is more visible when the number of
lock gates is smaller. These observations demonstrate
that ALT can efficiently adjust the size of each cluster
(and designate the lock gate accordingly) based on the
traffic sent from the sensor nodes in that cluster.
Using the same network topology in the previous
experiment, we also demonstrate the adaptability of
ALT when sensor nodes have different sensor reading
generation rates (). Specifically, the A value of sensor
nodes of IDs 1 to 25 increases while that of sensor
nodes of IDs 26 to 50 decreases over time, as shown
in Fig. 10(a). For convenience, we use the terms
‘downstream part’ and ‘upstream part’ to represent
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Fig. 9. The change of the positions of lock gates when all
sensor nodes have the same sensor reading generation rate.

the sensor nodes of IDs 1 to 25 and of IDs 26 to
50, respectively. The duration of the experiment is
120 minutes. Beginning with the same random lock
gate designation as the previous experiment, Fig. 10(b)
shows the changes of lock gate designation over
time. We observe that before the 60th minute, most
lock gates are located at the upstream part because
sensor nodes in the upstream part have a higher
sensor reading generation rate. Thus, ALT shrinks
the sizes of clusters in the upstream part and thus
designates more lock gates. After the two sensor
reading generation rates cross around the 66th minute,
the behavior reverses itself such that most lock gates
move to the downstream part because sensor nodes
in the downstream part have a higher sensor reading
generation rate.

5.3. Impact on MAC-layer behaviors

We also evaluate the impact of lock gates on the
MAC-layer behaviors in terms of the number of packet
retransmissions and the number of packet losses by
reusing the three network topologies in Fig. 8. We
assign sensor nodes with IDs 1 to 100, where the node
with ID 1 is the most downstream sensor node. In the
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Fig. 10. The change of the positions of lock gates when
sensor nodes have different sensor reading generation rates.

balanced topology, 10 sensor nodes with IDs 1, 10, 20,
30, 38, 48, 58, 70, 80, and 90 are designated as lock
gates. In the unbalanced topology, 11 sensor nodes
with IDs 1, 10, 20, 30, 38, 48, 58, 68, 78, 88, and 98
are designated as lock gates. In the cross topology, 10
sensor nodes with IDs 1, 10, 20, 30, 37, 47, 59, 69,
80, and 90 are designated as lock gates. Each sensor
node reports its sensor reading every 5 seconds, so the
sensor reading generation rate \; is 0.6 bytes/second.
The duration of each experiment is 10 minutes.

Fig. 11 compares the number of MAC-layer
retransmissions incurred by ALT and BF in the
three long-thin topologies. Without lock gates,
we observe that the length of a branch directly
affects the number of sensor readings generated,
and hence negatively affects the number of packet
retransmissions due to contention, such that the
unbalanced topology (containing the longest branch)
incurs more retransmissions. The branch node with
ID 34 suffers a steep jump of the number of
retransmissions in comparison to its neighboring
upstream nodes due to the heavy contention caused by
the traffic coming from upstream nodes. In contrast,
using ALT, lock gates dynamically adjust the cluster
sizes according to the traffic loads, so that the
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sions under ALT and BF.

number of retransmissions is not only reduced but
also not affected by the topology. In Fig. 11, the
numbers of retransmissions incurred by ALT in all
three topologies exhibit very similar saw-tooth curves
with valleys occurring at the lock gate nodes due
to the fact that lock gates collect the packets within
the corresponding clusters and reduce the number of
transmissions.

We now compare the number of packet losses at
each sensor node in the three network topologies.
As shown in Fig. 12, using BF, sensor nodes closer
to the sink node incur a higher number of packet
losses because these sensor nodes have to relay more
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sensor readings from upstream nodes. In particular,
the unbalanced topology suffers more packet losses
than the other two topologies due to the existence of
the longest branch and hence the highest contention.
The branch node with ID 34 incurs more packet losses
than its upstream neighboring nodes due to higher
contention. In contrast, using ALT, the numbers of
packet losses are quiet small in all three topologies,
which indicates that lock gates significantly reduce the
number of transmissions and mitigate the contention.



5.4. Average Packet Latency

In the same experiments described in Section 5.3,
we also measure the average latency per successfully
delivered packet from each sensor node to the sink
node, as shown in Fig. 13. Using BF, sensor nodes
simply relay the sensor readings toward the sink node,
and the average latency is directly influenced by how
far a sensor node is located away from the sink
node. As we can observe, nodes in the unbalanced
topology suffer from higher latency due to the longest
branch. Using ALT, since the lock gates have to keep
the received sensor readings locally while waiting to
receive enough number of sensor readings to fill up a
packet of maximum payload size, the packet latency
is higher than using BF. According to the analysis in
Section 4.5, we calculate the difference between the
average packet latency using ALT and that using BF.
Since the cluster size in these experiments is about
10, we have K = 10. In addition, the payload size
of a sensor reading is 3 bytes and each sensor node
generates one sensor reading every 5 seconds, so we
have L =3 and A; = 0.6 for each sensor node s;,
jJ = 1..K. By Eq. (4), we can derive that

Linax 117
P = = = 19.5.
5><Zf:1>\a 1x10x 0.6

Using Eq. (5), for each j = 1..K, we can obtain that

n._ XLrnaX
7 Zf:ﬁ\a Lxé6

0.6 117
10x06 3x1

Aj

The value of 7 can be measured by the average packet
latency using BF. Thus, from Fig. 13, we can obtain
that 7 ~ 0.29. Therefore, according to Eq. (3), we
calculate the expected extra packet latency using ALT
by

K
L ne+1 K-—1
Ti_ﬁ; Y2 ]
3 4+1 10-1
= 5.695.

Table IV gives the average packet latency of each
sensor node using ALT and BF (which are derived
from Fig. 13). It can be observed the difference
between the average packet latency using ALT and
that using BF is 5.17, which is close to the analyzed
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Table IV. Average packet latency of each sensor node using ALT
and BF (unit: seconds).

scheme [ balanced unbalanced  cross [ average
ALT 5.58 5.26 5.54 5.46
BF 0.29 0.29 0.28 0.29
difference 5.29 4.97 5.26 5.17

result (i.e., 5.695). The slight inaccuracy is due to
the fact that not all clusters have 10 sensor nodes in
our experiments. The above observation validates the
soundness of our analysis in Section 4.5.

From Fig. 13, it can be observed the average
packet latency using ALT exhibits saw-tooth curves
in all three topologies due to the fact that every lock
gate transmits a collected packet after T; seconds as
calculated by Eq. (1) while sensor readings arrive at
the corresponding lock gates at different moments in
time. Although BF incurs low latency, BF suffers from
large numbers of retransmissions and packet losses.
It is clear to conclude that ALT balances between the
latency and the congestion in long-thin WSNs.

6. Conclusions

Many realistic WSN applications dictate the deploy-
ment of long-thin topology which demands new
data collection schemes. This paper describes the
ALT lock gate designation scheme which (1)
designates multiple lock gates within a long-thin
WSN to regulate data collection and (2) adapts the
designation of lock gates dynamically in response to
changing sensor reading generation rates of sensor
nodes. ALT balances between the responsiveness
and the congestion of data collection, and mitigates
the funneling effect by regulating (collected) data
that could be transmitted downstream and spatially
separating areas where packets are transmitted. Using
the Jennic JN5139 wireless micro-controllers, we
evaluate the performance of ALT via experiments
with prototyped long-thin WSNs. Experimental results
demonstrate the merits of ALT and reveal the impact
of lock gate designation on MAC-layer behaviors and
latency.
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Abstract—The long-thin (LT) network topology is promoted
for many deployments of wireless sensor networks (WSNs) due
to the application requirements. An LT topology consists of long
branches of sensors, where each sensor has only one potential
parent toward the sink. Data aggregation may help reduce
excessive packet contention, but constraints imposed by the
maximum payload size of each packet severely limit the amount
of sensing data that can be aggregated along a long branch of
sensors. Therefore, the paper suggests that multiple aggregation
nodes, called water gates, should be designated along a branch
to aggregate sensing data sent from their upstream sensors.
Then, we develop a dynamic water gate assignment scheme that
reduces the response time while avoids network congestion for
data collection in LT WSNSs, which can accommodate the time-
varying sensing data generating rates of sensors. A testbed of
100 sensors is deployed and experimental results demonstrate
the effectiveness of our scheme.

Keywords-data aggregation; long-thin network; pervasive
computing; wireless sensor network.

I. INTRODUCTION

Wireless sensor networks (WSNs) facilitate pervasive mon-
itoring of the physical environments to enable many military
and civil applications [1]-[4]. Sensors may be deployed
to form networks with arbitrary topologies [5], [6] or
regular topologies [7], [8]. In recent research, the long-
thin (LT) network topology has been promoted for many
WSN applications where the sensor deployment is subject
to application requirements [9]. Practical examples include a
CO; monitoring system inside tunnels, a surveillance system
of moving cars along streets, and a monitoring system of
water quality within sewers. Fig. 1(a) gives the physical
sensor deployment along sewers, and Fig. 1(b) shows its
logical LT network topology. Specifically, an LT topology
consists of a bunch of long branches and each branch may
have tens or even hundreds of sensors. For each sensor along
a branch, there is only one potential parent node toward the
sink. Branches are connected at branch nodes, which are
denoted by double circles in Fig. 1(b).

By viewing an LT WSN with n sensors as a shortest-path
tree rooted at the sink, let d; denote the depth of sensor
s; from the sink, + = 1..n. Considering that each sensor
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Figure 1: An example of the LT WSN deployed along sewers.

transmits one packet to the sink without data aggregation, the
WSN requires Z?:l d; transmissions to collect all sensing
data. Fig. 1(b) gives an example, where the WSN requires
62 transmissions without data aggregation. Then, let us
consider the following aggregation scheme: The leaf sensors
begin transmitting their sensing data first. Each intermediate
sensor waits to aggregate its own sensing data with the
(aggregated) data sent from its child(ren), and then forwards
the aggregated packet to the sink. Assume that successively
aggregated sensing data can be loaded into one large packet,
this scheme requires only n transmissions. Fig. 1(b) shows
an example, where the WSN requires 12 transmissions
using this aggregation scheme. Nevertheless, constrained by
the maximum payload size L,,x of each packet and the
compression ratio § (0 < § < 1), the above scheme is
not feasible for LT WSNs because each sensor can only
aggregate up to L%J bytes of sensing data, while the
total size of sensing data generated by the sensors along a
long branch always exceed this bound.

To comply with the maximum payload size, this paper
suggests that along a branch, multiple aggregation nodes
(called water gates) should be designated, where each water
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Figure 2: An LT WSN with three clusters.

gate aggregates its own sensing data with all of the sens-
ing data from its upstream sensors (up to the immediate,
upstream water gate(s) or the end of the branch) subject to
the | £max | bound. Fig. 2 shows an example. Considering
that L., is 3 bytes, d is 0.5, and the size of sensing data
is 1 byte, we designate one water gate every 6 sensors so
that water gate g; aggregates its own sensing data with
those from its 5 upstream nodes into one aggregated packet.
Similarly, this can be done by water gates go and gs. Such
an aggregated packet (of payload size L,.x) is said to be
completely filled up with sensing data and is forwarded to
the sink without being aggregated with any other sensing
data along the branch. Besides, water gates help reduce
contention among traffics by spatially separating areas where
packets are transmitted. In Fig. 2, since water gates g, and
gs hold their transmissions until enough sensing data from
their upstream sensors have been collected, the sensors in
cluster 1 can transmit their sensing data to g; with almost
no interference from other sensors in clusters 2 and 3.

However, because sensors may generate sensing data at
different rates, each water gate should wait for a different
amount of time to completely fill up an aggregated packet of
size Lmax. Let A; denote the sensing data generating rate (or
data rate for short) of sensor s; and c(g;) denote the cluster
of nodes containing water gate g; and its upstream sensors.
Assuming that each A; is a constant and the WSN operates
at a steady state, Eq. (1) indicates the amount of time t;
taken by water gate g; to completely fill up an aggregated
packet of size L ax:

o Limax
o X ZSjGC(gi) )\J '

When ¢; is large, the sink will wait for a longer time to
receive an aggregated packet from g;, which increases the
network response time. Large ¢; implies either the size of
¢(g;) is small or the total data rate of the sensor nodes in
¢(g;) is low. On the contrary, small ¢; implies either the
size of c¢(g;) is large or the total data rate of the sensors in
¢(g;) is high. In this case, too many packet transmissions
will congest the network.

Therefore, this paper proposes a dynamic Water gate
Assignment scheme for Data Aggregation (WADA) to facil-
itate effective data aggregation in LT WSNs. Given time
thresholds tjoper and typper specified by the WSN appli-
cation to reduce the network response time while avoid the
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congestion caused by transmitted packets, WADA designates
water gates in an LT WSN such that for each water gate g;,
we have tjower <t < tyupper. Moreover, when data rate \;
varies over time, WADA can adaptively adjust the locations
of water gates to balance response time and congestion.

In the literature, the subject of data aggregation in WSNs
has been extensively studied. However, most studies adopt
either a tree-based or a cluster-based structure to aggregate
data in WSNs, and none of them consider the LT topology.
Tree-based aggregation schemes construct the shortest-path
routing trees, and focus on how to choose a good routing
metric to facilitate data aggregation. For example, the studies
of [10], [11] propose data-centric schemes to select an
appropriate path to reduce energy consumption. The study in
[12] constructs an aggregation tree based on sensors’ energy
consumption. Each sensor predicts the energy consumption
of its potential parents and selects the one that can remain
the most energy as its parent. In contrast, there exists at
most one route from a sensor to the sink in LT WSNs (i.e.,
each sensor has at most one potential parent node toward the
sink) so that existing solutions may not be directly applied.

In comparison, cluster-based aggregation schemes group
sensors into clusters and conduct data aggregation within
each cluster. For example, in LEACH [13] and PEGASIS
[14], sensors relay the sensing data to their cluster heads,
which are assumed to be able to directly communicate
with the sink. However, this assumption is not valid in
LT WSNs. HEED [15] groups sensors into clusters such
that sensors within a cluster are single-hop away from the
cluster head. However, in an LT WSN, sensors within a
cluster are located along a long branch that are multi-hop
away from their cluster head. SCT [16] proposes a ring-
sector division clustering scheme, where sensors in the same
section are grouped into one cluster. Explicitly, this scheme
cannot be used in LT WSNs. To the best of our knowledge,
the proposed WADA scheme is the first effort that addresses
efficient data aggregation in LT WSNs.

We organize the rest of this paper as follows: Section II
proposes our WADA scheme. Section III reports our pro-
totyping experience and experimental results. Section IV
concludes the paper.

II. THE PROPOSED WADA SCHEME

An LT WSN can be modeled as a graph G = (V, &),
where V includes the sink and all sensors, and & includes
all of the communication links. We represent the topology
of G as a tree rooted at the sink. Each sensor s; has a data
rate of \; that may vary over time, j = 1..n. A sensor is
called a branch node if it has more than one child in G.
Fig. 2 shows an example, where there are three clusters and
sensors gi, gz, and gs are water gates.

Given an LT WSN, WADA arbitrarily groups sensors into
non-overlapping clusters and assigns their water gates. Note
that the sensor nearest to the sink is always assigned as



a water gate. On generating the sensing data, each regular
sensor will send the data to its water gate. Each water
gate g; then collects the sensing data from the sensors
within its cluster ¢(g;). After collecting sufficient sensing
data that can be aggregated to fill up one packet of payload
size Lmax, g; sends the aggregated packet to the sink. To
reduce the latency of waiting to aggregate sensing data to
fill up one packet, g; dynamically adjusts its cluster based
on the duration ¢; that it took to generate the last aggregated
packet (by Eq. (1)). When ¢; < tjower, the total data rate
within this cluster (i.e., ESJ celgi) A;) becomes too high, and
the aggregated packets are sent to the sink more often. In
this case, g; shrinks its cluster by excluding some sensors
to reduce the total data rate. On the other hand, when
t; > tupper, the total data rate within this cluster becomes
too low, and the monitoring quality degrades. Therefore, g;
expands its cluster by including more sensors to reduce the
latency of generating aggregated packets. Note that within
each cluster ¢(g;), the sensing data sent from each sensor
s; € c(g;) may be relayed to g; in a pipeline manner
subject to the contention of wireless transmissions. Thus,
right before g; sends out each aggregated packet to the sink,
the ratio of sensing data received from sensor s; within
this packet is approximately equal to ﬁ:)/\k That is,
WADA ensures that the amount of repc;crtedh sensing data
from each sensor can be fairly proportional to the data rate
of that sensor.

We then define the terms used in the paper. A water gate
gi 1s called a child water gate of another water gate g; if
gr. is an immediate upstream water gate of g;. In this case,
g; is the parent water gate of gj,. Fig. 2 gives an example,
where go is a child water gate of g; and g; is the parent
water gate of go. A water gate may have several child water
gates but has only one parent water gate. Besides, if a water
gate has no child water gate, it is called a leaf water gate;
otherwise, it is called an intermediate water gate.

From an initial water gate designation, each water gate
executes WADA asynchronously but will coordinates with
its parent and child water gates. Specifically, each water gate
g; measures its current ¢; value, moves one of its child water
gates downstream or upstream by one hop if needed, and
calculates its new ¢; value. This process is repeated until g;
calculates that ¢j,er < t; < typper. In particular, for each

intermediate water gate g;, two cases are considered:

o Caseof t; < t15ert Water gate g; shrinks its cluster by
querying each of its child water gates gy, for its ¢ value.
When g, is also adjusting its own child water gates, it
replies to g; that itself is busy; otherwise, gi replies to
g; for its ¢ value. When g; finds that all of its child
water gates are busy, it waits for a A, time and will try
again. Otherwise, g; sends a pull message to the non-
busy child water gate g, with the maximum %; value
and whose parent node, say, s; is not a branch node. On

water sensor
node D gate O node

(d)

Figure 3: Four examples to show how to move child water gates: (a) g1
pulls g3 downstream due to t1 < tjower, (b) g1 pulls g2 to the branch
node b due to t1 < tjower, (C) g1 pushes go upstream due to t1 > tupper,
and (d) g1 pushes g3 to node s due to t1 > tupper-

receiving the pull message, g;. asks s; to become a new
water gate and clears itself as a water gate. Therefore,
the old cluster ¢(gy,) is replaced by a new cluster c(s;).
Here, we use the term “move” to represent the above
operation. However, when g; cannot find such a child
water gate (which means that the parent nodes of all
its non-busy child water gates are branch nodes), the
non-busy child water gate g, with the maximum ¢y
value is asked to move one-hop downstream. These
operations are repeated until g; finds that ¢; > tjouer-
Fig. 3(a) shows an example, where g; wants to adjust
its child water gates. Since g»’s parent node is a branch
node, g3 is asked to move downstream. However, if the
parent nodes of all child water gates are branch nodes,
as shown in Fig. 3(b), g1 asks g to move to branch
node b (assuming to > t3).

To avoid excluding too many sensors when shrinking
a cluster, which may make its ¢; value increase drasti-
cally, WADA avoids moving a child water gate whose
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Figure 4: Bad examples of moving child water gates.

parent node is a branch node. Fig. 4(a) shows a bad
example, where o > t3. If g; simply moves its child
water gate with the maximum ¢; value, go will be asked
to move downstream, as shown in Fig. 4(b). In this
case, the size of cluster ¢(g; ) drastically decreases from
7 to 3. Moreover, the size of cluster ¢(gz) drastically
increases from 9 to 13. Instead, WADA moves g3 one-
hop downstream.
o Case of t; > t,p,.-: Water gate g; expands its cluster
by querying each child water gate gj for its t; value.
Then, g; sends a push message to ask the non-busy
child water gate gj, that is not a branch node and has the
minimum t; value to move one-hop upstream. When g;
cannot find such a child water gate (which means that
all of its non-busy child water gates are branch nodes),
the non-busy child water gate g;, with the minimum ¢y,
value is asked to move upstream. These operations are
repeated until g; calculates that ¢; < £,p,c-. Fig. 3(c)
gives an example, where g; wants to adjust its child
water gates. Since go is not a branch node, it will be
moved upstream. When all child water gates are branch
nodes, as shown in Fig. 3(d), WADA asks g3 to move
to node e (assuming that ¢35 < t3).

To avoid including too many sensors when expanding
a cluster, which may make its ¢; value decrease drasti-
cally, WADA avoids moving a child water gate that is
a branch node. Fig. 4(a) shows a bad example, where

ta < ts. If g; simply moves its child water gate with the
minimum ¢; value, go will be asked to move upstream,
as shown in Fig. 4(c). In this case, the size of cluster
¢(g1) drastically increases from 7 to 13. Moreover, the
size of cluster ¢(g2) drastically decreases from 9 to 3.
Instead, WADA moves g3 one-hop upstream.

When moving a leaf water gate g;, two cases should be
considered:

o If g; is asked to move downstream but finds that ¢; <
tiower. it selects one leaf node, say, s; in its cluster and
designates s; as a new water gate. Thus, the number
of water gates will increase by one.

o If g; is a leaf node but is still asked to move upstream,
g; clears itself as a water gate. Thus, the number of
water gates will decrease by one.

To avoid oscillating water gates, each water gate g; should
maintain a list recording its past locations on G. When g¢;
finds that it has moved between two adjacent oscillating
nodes more than « times and its parent water gate still
asks it to move to one of the oscillating nodes, it enters the
oscillating state. Then, g; notifies its parent water gate of
stopping moving it in that direction. Water gate g; will exit
the oscillating state if its parent water gate asks it to move
to one non-oscillating node or a predefined timer expires.

III. EXPERIMENTAL RESULTS

We deploy 100 sensors to collect the environmental data,
as shown in Fig. 5. Each sensor has a Jennic chip [17],
which is a low power, wireless microcontroller supporting
the ZigBee protocol [18]. Each sensor has a communication
distance of 30 cm but two adjacent sensors are placed with
a distance of 15cm to ensure the network connectivity. We
consider two LT topologies: x-topology and y-topology. As
shown in Fig. 6, x-topology has four branches, where three
branches have 22 nodes while one branch has 33 nodes; y-
topology has three branches, where branch 1 has 15 node,
branch 2 has 33 nodes, and branch 3 has 51 nodes. We
compare WADA against the Direct Relay (DR) scheme and
the Static Water gate Assignment (SWA) scheme. DR does
not adopt any data aggregation and each sensor simply relays
the sensing data from its upstream nodes to the sink. In
SWA, each branch node is assigned as a water gate and
we do not adjust the assignment of water gates during the
experiments.

The packet size is 15bytes, which contains a header
of 12bytes and a payload of 3bytes. Each sensor reports
its sensing data every Ay € [7,13]seconds and A, will
change every 30seconds. We remove the headers of all
received packets and concatenate their payloads into one
single packet, so we have § = 1. In our experiments, we
set Lyax to 118 bytes, which is the maximum payload
size defined in ZigBee. The experiment time is 10 minutes.
In the experiments of executing WADA, the measurement
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Figure 6: Two LT network topologies used in our experiments.

of messages sent by sensors includes all of the control
messages such as query, reply, push, and pull used to adjust
the assignment of water gates. Besides, we set A; = 2
seconds, tjower = 24 seconds, and t,p,per = 26 seconds.

Fig. 7(a) shows the total amount of messages sent by sen-
sors under different network topologies. All schemes incur
higher amount of messages under the y-topology because
this topology has the longest branch (with 51 nodes). DR
incurs the highest amount of messages because it does not
adopt any data aggregation. By dynamically adjusting the
locations of water gates based on the network condition,
WADA incurs the smallest amount of messages compared
with DR and SWA. Specifically, under xz-topology, WADA
reduces 42.3% and 15.7% of message transmissions com-
pared with DR and SWA, respectively. Under y-topology,
WADA reduces 44.7% and 24.3% of message transmissions
compared with DR and SWA, respectively. The above results
verify the effectiveness of WADA.

Fig. 7(b) shows the total number of packets sent by
sensors under different network topologies. When sensors
transmit more packets, the network could be seriously con-
gested. DR makes the sensors transmit the most number
of packets, because it does not aggregate any sensing data.
WADA incurs the smallest number of packets among all
schemes because it adaptively clusters sensors and aggre-
gates their packets accordingly. Under z-topology, WADA
reduces 84.9% and 59.5% of packets compared with DR
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Figure 7: Comparison of data transmissions under z-topology and y-
topology.

and SWA, respectively. Under y-topology, WADA reduces
87.3% and 72.2% of packets compared with DR and SWA,
respectively. These results demonstrate that WADA signifi-
cantly reduces the number of packets sent by sensors, which
can greatly alleviate the network congestion.

To demonstrate the adaptability of WADA to varying data
rates, we deploy a sink (of ID 0) and a line of 50 sensor
nodes (of IDs 1 to 50), where the node with ID 1 is the most
downstream sensor. The experiment time is 120 minutes and
we measure the number of water gates and their locations
over time. The A value of sensors with IDs 1 to 25 increases
while that of sensors with IDs 26 to 50 decreases over time,
as shown in Fig. 8(a). Here, we use the terms “downstream
part” and “upstream part” to represent the sensors with IDs 1
to 25 and with IDs 26 to 50, respectively. Fig. 8(b) shows the
locations of water gates over time. We observe that before
the 60th minute, most water gates are located at the upstream
part because sensors in the upstream part have a higher
data rate. Therefore, WADA shrinks the sizes of clusters in
the upstream part and thus assigns more water gates. After
the two data rates cross around the 66th minute, the above
behavior reverses. Most water gates move to the downstream
part since sensors in the downstream part now have a higher
data rate.

IV. CONCLUSIONS

A large number of WSN applications dictate the deploy-
ment of the LT topology that demands new data aggregation
solutions. This paper proposes the WADA scheme that
assigns multiple water gates to regulate data aggregation
and adapts the designation of water gates dynamically in
response to changing data rates of sensors. WADA not only
reduces the network response time but also avoids potential
network congestion for data collection in LT WSNs. By
using the sensors nodes equipped with Jennic wireless
microcontrollers, we measure the performance of WADA
through several experiments of our prototyped LT WSNs.
Experimental results verify that WADA significantly reduces
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Figure 8: The locations of water gates (marked by ‘x’) under different data
rates.

the amount of data transmissions of sensors and adaptively
adjusts the assignment of water gates according to various
network conditions.
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Abstract—Wireless sensor networks (WSNs) have been exten-
sively researched recently. This paper makes two contributions
to this field. First, we promote a new concept of long-thin (LT)
topology for WSNs, where a network may have a number of
linear paths of nodes as backbones connecting to each other.
These backbones are to extend the network to the intended
coverage areas. At the first glance, a LT WSN only seems to
be a special case of numerous WSN topologies. However, we
observe, from real deployment experiments, that such a topology
is quite general in many applications and deployments. The
second contribution is that we show that the address assignment
and thus the tree routing scheme defined in the original ZigBee
specification may work poorly, if not fail, in a LT topology. We
thus propose simple, yet efficient, address assignment and routing
schemes for a LT WSN. Simulation results and prototyping
experiences are also reported.

Index Terms—address assignment, long-thin network, routing
protocol, wireless sensor network, ZigBee.

I. INTRODUCTION

The rapid progress of wireless communication and embed-
ded micro-sensing MEMS technologies has made wireless
sensor networks (WSN) possible. A WSN usually needs to
configure itself automatically and support ad hoc routing.
A lot of research works have been dedicated to WSNs,
including power management [15], routing and transportation
[3], coverage issue [7], and localization [1]. In the application
side, habitat monitoring is explored in [4], wildfire monitoring
is addressed in [6], and navigation is studied in [14].

Recently, several WSN platforms have been devel oped, such
as MICA [11] and Dust Network [5]. For interoperability
among different systems, standards such as ZigBee [17] have
been developed. In the ZigBee protocol stack, physical and
MAC layer protocols are adopted from the IEEE 802.15.4
standard [8]. ZigBee solves interoperability issues from the
physical layer to the application layer.

ZigBee supports three kinds of networks, namely star, tree,
and mesh networks. A ZigBee coordinator is responsible for
initializing, maintaining, and controlling the network. A star
network has a coordinator with devices directly connecting
to the coordinator. For tree and mesh networks, devices can
communicate with each other in a multihop fashion. The

network is formed by one ZigBee coordinator and multiple
ZigBee routers. A device can join a network as an end device
by associating with the coordinator or a router. In ZigBee, a
device is said to join a network successfully if it can obtain
a 16-bit network address from the coordinator or a router.
ZigBee specifies a distributed address assignment scheme,
which alows a parent device to locally compute addresses
for child devices. While the assignment scheme has low
complexity, it aso prohibits the network from scaling up and
thus cannot be used in LT networks.

In this paper, we discuss the LT network, which is con-
sidered as a specific but common network topology in many
surveillance applications, such as gas leakage detection of
fuel pipes, carbon dioxide concentration monitoring in tunnels,
stage measurements in sewers, street lights monitoring in
highway systems, flood protection of rivers, and vibration
detection of bridges. In such a network, nodes may form
several long backbones and these backbones are to extend the
network to the intended coverage areas. A backboneis alinear
path which may contain tens or hundreds of ZigBee routers.
So the network can be scaled up with limited hardware cost.

In this work, we propose address assignment and routing
schemes for ZigBee-based LT WSNSs. To assign addresses to
nodes, we design rules to divide nodesinto clusters. Each node
belongs to one cluster and each cluster has a unique cluster
ID. All nodes in a cluster will have the same cluster 1D, but
different node IDs. The structure of ZigBee network address
is divided into two parts: one is cluster ID and the other is
node ID. Following the same ZigBee design philosophy, the
proposed scheme is simple and has low complexity. Existing
works [2][12][13][16] have discussed address assignment for
WSNs, but they are not designed for ZigBee or LT WSNs. To
the best of our knowledge, thisis the first work addressing this
issue. Moreover, similar to the ZigBee tree routing protocol,
the proposed routing protocol can also utilize nodes network
addresses to facilitate routing. In addition, routing can take
advantage of shortcuts for better efficiency, so our scheme
does not restrict nodes to relay packets only to their parent or
child nodes as ZigBee does.

The rest of this paper is organized as follows. Preliminaries



are given in Section Il. Section Il presents our algorithms.
Section 1V presents some performance evaluations. Finally,
Section V concludes this paper.

Il. PRELIMINARIES
A. ZigBee Address Assignment

In ZigBee, network addresses are assigned to devices by
a distributed address assignment scheme. Before forming a
network, the coordinator determines the maximum number of
children of a router (C'm), the maximum number of child
routers of arouter (Rm), and the depth of the network (Lm).
Note that a child of arouter can be arouter or an end device, so
Cm > Rm. The coordinator and routers can each have at most
Rm child routers and at least C'm — Rm child end devices.
Devices addresses are assigned in atop-down manner. For the
coordinator, the whole address space is logically partitioned
into Rm + 1 blocks. The first Rm blocks are to be assigned
to the coordinator’s child routers and the last block is reserved
for the coordinator’s own child end devices. From C'm, Rm,
and Lm, each router computes a parameter caled C'skip to
derive the starting addresses of its children's address pools.
The Cskip for the coordinator or arouter in depth d is defined
as.

1+Cmx (Lm—d—1) if Rm =1
kin(d) = Lm—d—
Cskip(d) 1+Cm—ern:C]%%m L otherwise
@)

The coordinator is said to be at depth d = 0, and d isincreased
by one after each level. Address assignment begins from the
ZigBee coordinator by assigning address 0 to itself. If a parent
node at depth d has an address A, ent, the n-th child router
is assigned to address Apurent + (n — 1) x Cskip(d) + 1
and n-th child end device is assigned to address A,qrent +
Rm x Cskip(d)+n. An example of the address assignment is
shownin Fig. 1. The C'skip of the coordinator is obtained from
Eqg. (1) by setting d = 0, Cm =5, Rm = 4, and Lm = 2.
Then the child routers of the coordinator will be assigned to
addresses0+ (1 -1) x64+1=1,0+(2—-1)x6+1=7,
0+ (3—1) x 6+ 1 =13, and etc. The address of the only
child end device of the coordinator is 0+ 4 x 6 + 1 = 25.
Note that the length of a network address is 16 bits; thus, the
maximum address capacity is 2'¢ = 65536. Obviously, the
above assignment is much suitable for regular networks, but
not for LT WSNSs. For example, when setting Cm = Rm = 2,
the depth of the network can only be 15. Also, when there is
a LT backbone, the address space is not well utilized.

B. ZigBee Tree Routing Protocol

In a ZigBee network, the coordinator and routers can
directly transmit packets along the tree without using any
route discovery. When a device receives a packet, it first
checks if it is the destination or one of its child end devices
is the destination. If so, this device will accept the packet
or forward this packet to the designated child. Otherwise, it
forwards the packet to its parent. Assume that the depth of
this device is d and its address is A. This packet is for one

Cm=5 Addr=24
Rm=4
Lm=2 Addr=19
Addr=13 Cskip =1
Cskip =
Addr=0
Addr=2

Addr =12

Addr =8

Addr=3 Addr=6 =~ Addr=10

Addr=9
A ZigBee coordinator (O ZigBee router =— Tree link
B ZigBee end device -- Communication link

Fig. 1. A ZigBee address assignment example.

of its descendants if the destination address A,..; satisfies
A < Agest < A+ Cskip(d — 1), and this packet will be
relayed to the child router with address

Adest - (A + ]-) .
~ Cskip(d) x Cskip(d).

If the destination is not a descendant of this device, this packet
will be forwarded to its parent. In the ZigBee tree routing, each
node can only choose its parent or child as the next node. This
strategy may cause long delay in LT networks.

AT—A—i-l—I—L

I11. THE PROPOSED SCHEMES

Assuming that all nodes are router-capable devices, we show
how to form a LT WSN (as in Fig. 2(a)). Nodes are divided
into multiple clusters, each as a line segment. For each cluster,
we define two specia nodes, named cluster head and bridge.
The cluster head (resp., the bridge) is the node that has the
smallest (resp., largest) hop count to the coordinator. As a
special case, the coordinator, is also considered as a cluster
head. The other nodes are network nodes (refer to Fig. 2(b)).
A cluster C isachild cluster of acluster C’ if the cluster head
of C is connected to the bridge of C’. Reversely, C’ is C’s
parent cluster. Note that a cluster must have alinear path asits
subgraph. But it may have other extra links beside the linear
path. For example, in Fig. 2(b), there are two extra radio links
(4, A2) and (A1, A3) in A’s cluster. To be compliant with
ZigBee, we divide the ZigBee 16-hit network address into two
parts, an m-bit cluster ID and a (16 — m)-bit node ID. The
network address of a node v is thus expressed as (C,,, N,),
where C,, and N,, are v’s cluster ID and node 1D, respectively.

A. Network Planning

Before deploying a network, the network manager should
carefully plan the placement of cluster head, bridge, and
network nodes. There are some basic principles:

1) The network contains a number of linear paths.

2) For each cluster, the first and the last nodes are pre-

assigned (manually) as cluster head and bridge, respec-
tively.
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Fig. 3. The logical network of Fig. 2(b).

3) A cluster head that is not the coordinator should have a
link to the bridge of its parent cluster.

4) Conversely, the bridge of a cluster which has child
clusters should have a link to the cluster head of each
child cluster.

5) A cluster does not cross other clusters and does not have
links with other clusters except those locations nearby
the cluster head and bridge areas.

After planing the placements, the network manager can con-
struct alogical network G, in which each cluster is converted
into a single node and the parent-child relationships of clusters
are converted into edges. For example, Fig. 3 is the logical
network of Fig. 2(b). Then the network manager can determine
two parameters. the maximum number of children CCm of a
node in G, and the depth CLm of Gp.

B. Address Assignment

Network addresses are assigned in two stages. With the
above planning, the network manager first mutually assigns
a cluster ID to each node. Then node IDs are assigned in a
distributed manner after network deployment.

The network manager assigns cluster IDs as follows. If
CCm = 1, there is no branch in the network and the cluster
ID assignment is a trivial case. If CCm > 2, the cluster
IDs are assigned following the style of ZigBee in a recursive
manner. The nodes in the coordinator’s cluster have a cluster

OO -
F

D E

B B1 B2B3 C

OO - -
A Al A2 A3

(b)

(@ A LT WSN. (b) Role assignment.

ID of 0. For each node at depth d in Gy, if its cluster ID
is C, then its i-th child cluster is assigned a cluster ID of
C + (i—1) x CCskip(d) + 1, where

1—CCmCLm—d
1-CCm

Fig. 3 shows an example of cluster ID assignment of Fig. 2(b).
Note that, in our scheme, for a cluster head in G';, with depth
d, we also set each node in this cluster has a logical depth d.

After cluster ID assignment and node deployment, each
node periodically broadcasts HELLO packets including its
IEEE 64-bit MAC address, 16-bit network address (with its
cluster ID but node ID is initiated to NULL), and role. Each
node maintains a neighbor table to record its neighbors
information. Then the node ID assignment is started by the
coordinator broadcasting its beacon with its node ID setting
to 0. When a node without a node ID receives a beacon,
it will send an Association_Request to the beacon sender. If
there are multiple beacons, the node with the strongest signal
strength will be selected. When the beacon sender, say, v
with a network address (C,, N,), receives the association
request(s), it will do the following steps.

1) If visnot abridge node, it sets aparameter N = N, +1.
Then it sorts request senders according to the received
signal strength of their request packets in an descending
order into a list L. Then v sequentially examines each
node u € L by the following rules:

o If C, # C,, v skips v and continues to examine
the next node in L.

o Otherwise, v assigns N, = N and increments N
by 1. Then v replies an Association_Response to u
with its address. If L is not empty, v loops back and
continues to examine the next node in L.

After finishing the above iteration, v further selects a
node «, from the accepted ones, using the following
rules: i) If there is a bridge node in the accepted ones, v
selects the bridge node. ii) Otherwise, v selects the last
nodein L. Then v delegates u as the next beacon sender
by sending a command next_beacon_sender (u) to u.

CCskip(d) = 2



TABLE |
PART OF THE RESULTING NETWORK ADDRESSES IN FIG. 2.

Node Network address Node Network address
Cluster ID Node ID Cluster ID Node ID
A 00001 00000000000 B 10000 00000000000
Al 00001 00000000001 Bl 10000 00000000001
A2 00001 00000000010 B2 10000 00000000010
A3 00001 00000000011 B3 10000 00000000011

2) If v is a bridge node, it only accepts the requests from
cluster heads of its child cluster. When deciding to
accept a node u, v replies an Association_Response to
u with N, = 0 and a next_beacon_sender (u).

For each node u that receives a next_beacon_sender (u)
in the above steps, it will use the MLME-START primitive
defined in IEEE 802.15.4 to start its beacons. Then the same
procedure is repeated. Note that we allow a beacon sender to
accept multiple children so as to reduce the communication
cost of address assignment. Table | shows parts of the address
assignment results in Fig. 2(b).

C. Routing Rules

Routing in our LT WSN can be purely based on the above
address assignment results. Through HELLO packets, a node
can collect its neighbors network addresses. Suppose that a
node v at logical depth d receives a packet with a destination
address (Cyest, Naest)- If v isthe destination, it smply accepts
this packet. Otherwise, v performs the following procedures.

1) If the destination is a neighbor of v, v sends this packet
to the destination directly.

2) If Cyese = C,, the destination is within the same cluster.
Node v can find an ancestor or a descendant in its
neighbor table, say, u such that C,, = Cgy.s; and the
value of |N, — Nyest| 1S minimized, and forward this
packet to w.

3) If Cyest isadescendant cluster of C,,,i.e., C, < Cyest <
Cy 4+ (CCm — 1) x CCskip(d) + 1, then v checks if
it has a neighbor « which satisfies C, < Cyest < Cy +
(CCm — 1) x CCskip(d + 1) 4 1. If such a u exists,
then v forwards the packet to «. In case that there are
multiple candidates, the one with the smalest |, —
Nyest| is selected. Otherwise, v finds aneighbor « which
is located in the same cluster and has the maximum NN,
and forwards the packet to u.

4) For al other cases, Cy.s; Mmust be an ancestor cluster
of C, or not within the same logical subtree. Then v
checks if it has a neighbor « which satisfies C,, < C,, <
Cy + (CCm — 1) x CCskip(d — 1) + 1. If such au
exists, v forwards the packet to «. Note that the above
condition confines that C,, is the parent cluster of C,.
Otherwise, v finds a neighbor « which is located in the
same cluster and has the minimum N,, and forwards the
packet to w.

Note that the above design tries to make a balance between

efficiency and simplicity. It basically follows the ZigBee tree-
like routing. However, making shortcut along the linear paths

Sensor module Riverside

Monitor server

(=

Fig. 4. The field deployment of a LT network.

of the LT WSN is possible due to the existence of neigh-
bor tables and our design of hierarchical network addresses.
Therefore, unlike the original ZigBee tree routing, nodes are
not restricted to relay packets only to their parents or children.

IV. PERFORMANCE EVALUATIONS
A. Prototyping Experience

We implement a ZigBee-based wireless sensor node, named
[l ZigBee Advanced Platform (iZAP). The RF module is the
Jennic IN5121 with chip antenna [10]. iZAP provides extra
I/0 pins, which can connect to sensor modules. In the iZAP,
we also implement an external watchdog timer (WDT), which
can be used to reset the device when an abnormal event occurs.
There are three LEDs and an RS232 connector on the device.
More details of iZAP can be found in [9].

A LT WSN is deployed to monitor the water level of a
river in Taipel County, Taiwan as shown in Fig. 4. There are
41 nodes in the network. The distance between two nodes
is 100 meters and the network depth is 20. There are three
clusters in the network and the cluster of the coordinator
has only one member (the coordinator itself). Nodes report
the sensed readings to the coordinator every minute. The
coordinator passes the received sensory readings to a monitor
server (as shown in Fig. 5), which can show the statuses of
the environment and nodes. The system manager can also use
the monitor server to issue commands to the network nodes.

We record the average report latencies of nodes every one
hour for two days. Nodes use either the proposed routing
protocol or the ZigBee tree routing protocol to report sensory
data. When using the ZigBee protocol, we mutually assign
addresses to nodes and restrict that each node can only report
data to its parent node. Fig. 6 shows the experimental results.
We can observe that, in average, our protocol can perform
better than ZigBee. This result aso indicates that, when using
our protocol, the stability of the network can be better.

B. Smulation Results

We simulate the proposed routing protocol in a large scale
LT network, whose layout is the same as the one in Fig. 2(b).
The distance between two adjacent nodesis 20 m. The simula-
tion program randomly generates source-destination pairs and



Fle Vev Tool Eqot Hlp COMPort Socket

ST Topolozy 1 -7

I N

,,,,,,,,

. T n’nm “ oy
- Node property - 0> [ - - FSpercotesrer

SHPR | stpund | sbPuns | mbPud 4
1
1

-

00201 o010t
PR

ChamnelList
PMND (o2
EPANID [OxI 2345681245678

Router
00202
Nkhddr y G
1
1

nnnnn

-

[09:54.187734 M/ OO0 0000D00B: Get Bosc nfo. A H
Router
(Reques) ( ) 00200

) (00: Curent)
09:5420,171 0000 0D00B00B: Get Bass Perameters
(oChiltrer,

Fig. 5. The graphical user interface of the monitor server.

3500

- ZigBee protocol
-= Qur protocol

3000 r

2500

2000 r

1500

Average report latency (ms)

1000 | | | | | | | | | | | |
1 5 9 13 17 21 25 29 33 37 41 45 49
Run time (hour)

Fig. 6. Comparison on the measured report latency.

records the averaged hop counts from sources to destinations.
Fig. 7 shows the smulation results. We can observe that,
when transmission ranges become large, the average number
of hop count decreases. This result indicates that shortcuts can
effectively reduce the number of transmissions.

V. CONCLUSIONS

We have proposed address assignment and routing schemes
for ZigBee-based LT WSNSs. The proposed address assignment
scheme divides nodes into several clusters and then assigns
each node a cluster ID and a node ID as its network address.
The routing protocol uses addresses of nodes to find routing
paths and allows nodes to utilize shortcuts. We verify both our
schemes by real implementation and simulations. In the future,
we plan to discuss address assignment and routing schemes
for other specific but common topologies such as hypercube
networks.
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