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Abstract

On time delivery is the magjor objective of
final testing factories. The characteristics of final
testing scheduling problem include dynamic
arrival of testing lots, the reentry at the testing
process, batch processing at the burn-in process,
the alowance of the inserting rush orders in
current dispatching list, the sequence-dependent
setup time, and capacity constraints, etc. This
research aims to develop the production planning
and scheduling model, which consist of three
modul es: the rough-cut capacity planning module,
the schedule planning module, and the shop-
floor-order dispatching module, for the final
testing factories operating under the reentry of
material flow and batch processing environment.
The schedule planning module includes two sub-
modules: fina testing and bum-in, which are
focused on the schedule arrangement for the
corresponding machine type respectively. The
rough-cut capacity planning module is used to
determine the critical resource and to decide the
way of interaction of these two scheduling sub-



modules. The scheduling sub-module designed
for the critica resource is preferentialy being
executed and then its schedule is used as the job
arrival times for the execution of the other
scheduling sub-module. IC

To meet both requirements of pre
determined length of lead time and reducing
setup times, the fina testing scheduling problem
is regarded as vehicle routing problem with time
window (VRPTW). We develop nine heuristic
agorithms for solving the transformed VRPTW
problem. As regard to the solving for burn-in
scheduling problem, we firstly divide testing jobs
into individual burn-in lots according to the
maximum batch size constraint of burn-in oven,
then develop an integer programming model to
solve this problem optimally and aso provide a
savings oriented heuristic algorithm to solve the
burn-in scheduling problem efficiently.

As regard to the arrangement of rush orders,
the rush order insertion method can find the
insertion position which causes least additional
cost and reduces the total tardiness of orders on
the schedule after insertion of the rush order.
Experimental studies show that the three modules
developed in the production planning and
scheduling model for fina testing factories are
well integrated and capable of efficiently
improving the capacity utilization and on time
delivery performances.
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