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Abstract
In this
decode-and-forward

work we consider a
(DF) cooperative
communications system combined with the
network coding. We derive the outage
probability and diversity-multiplexing tradeoff
(DMT) for the proposed cooperative network
coding (CNC) protocol. Our results show that
the relay nodes not only can provide
cooperative  diversity gain, but also
cooperative multiplexing gain.

Keywords: Cooperative communications,
decode-and-forward,
diversity-multiplexing  tradeoff,
network coding, outage
probability.

1 Introduction

Cooperative communication attracts a
great deal of interests recently. Relay
terminals in a cooperative communication
system can help the transmitter send
information to the receiver. This is similar to a
virtual multiple-input multiple-output (MIMO)
system because the terminals in a cooperative
network form a virtual antenna array. Clearly,
cooperative communication systems can

provide diversity gains similar to the MIMO
techniques.

Many  cooperative
protocols were proposed to improve diversity
gain, such as orthogonal amplify and forward
(OAF) [11], nonorthogonal amplify and
forward (NAF) [2], space-time coded (STC)
cooperative diversity protocols [12, 14, 16],
dynamic decode-and-forward (DDF) [2],
enhanced static decode-and-forward (ESDF),
and enhanced dynamic decode-and-forward
(EDDF) [17].

However, how to provide multiplexing
gain by taking advantage of relays has not
received much attention so far. Combining the
network coding with the cooperative
communications, or called the cooperative
network coding (CNC) [1, 3-10, 13, 15, 18],
have a potential to exploit the multiplexing
gain in many relay nodes (virtual antennas).
The diversity-multiplexing tradeoff (DMT)
analysis of CNC has not been seen in the
literature. Thus, it motivates us to derive the
diversity-multiplexing  tradeoff of the
cooperative network coding.

The rest of our paper is organized as
follows. In Section 2, we describe our system
model and introduce the cooperative network
coding protocol. We analyze the outage
probability and diversity-multiplexing tradeoff
of the cooperative network coding protocol in
Section 3. Numerical results are shown in
Section 4. We give our conclusions in Section
5.

communication

2 System Model and CNC Protocol

Figure 1 shows the system model for
the cooperative network coding with one relay
node. Terminals A and B transmit and
receive users' data, and relay R forward data.
Denote the channel gains between nodes X
and Y as h,,, where X,Y e{AB,R}. In



addition to additive white Gaussian noise, the
radio channel effect h,, experienced at each
terminal is assumed to be independent and
identically distributed (i.i.d.) complex normal
random variables with zero mean and unit
variance.

Consider the half-duplex terminals
which cannot transmit and receive data
simultaneously. As shown in the figure,
terminals A and B can directly
communicate with each other.

In the figure the cooperative network
coding protocols are illustrated for the case
with one relay node. In phase (1) and (2), A
and B transmit information a and b ,
respectively. Then R decodesout a and b
in the binary form and compute a@®b, where

@ is the bitwise exclusive or (XOR) operator.

In phase (3), terminal R broadcasts the
mixed information a®b to A and B .
Then A can obtain information b via the
operation (a®b)®a=b and terminal B
can obtain information a via the operation
(a®@b)®b=a. Thus the relay node here play
a decode-and-forward (DF) [11] role.

3 Diversity-Multiplexing Tradeoff of CNC
Protocol

3.1 Equivalent Signal Models

To begin with, the signals received by
B and R in the first phase are modeled as
Yer[N] = Nag X, [N]+ 25, [N]
and
Yra[N] = hagX, [N]+ Zgg[N],
respectively, where x,[n] is the transmitted
signal which contains information a from
A . Similarly, in the second phase, the
received signals at A and R is represented
as
Yao[N]=hpgX,[N]+ Z,,[N]
and

Yra[N] = hge X, [N] + Zg,[N]
respectively, where x,[n] is the transmitted
signal which contains information b from
B . In the third phase, the received signals at
A and B are
Yasln] = haeX [N]+ 2,45[N]
and
YealN] = hgeX [N]+ Zg,[N],
respectively, where x.[n] is the signal
which contains information c=a®b from
R. We model z,[n] as zero-mean mutually
independent, circularly symmetric, complex

Gaussian random sequences with variance
N,,where X e{AB,R} and ie{1,2,3}.

3.2 Parameterizations

In this subsection, we define signal to
noise ratio (SNR), multiplexing gain r, and
diversity gain d for the proposed
cooperative network coding system. The SNR
is defined as

SR = E0 I}

0

where X,Y e{A/B,R}, and ke{a,b,c}.
E{Z} is the expectation of a random variable
Z.

Denote R as the data rate on each
channel, where R can be a function of
SNR if the communication system applies
the channel-driven rate adaptation scheme.
The multiplexing gain r is defined as

_ .. R(SNR)

r:= lim .
sNR—» l0gSNR 1)
Note that the base of the log function is e

in this paper. (2)
Let P,,(SNR) be the system outage

probability as a function of SNR, which is

defined as the probability of the maximum

between input

and output being less than the data rate R,

ie., 3
P..(SNR):=P[I <R],

average mutual information |



where P[E] denotes the probability of an

event E . The diversity gain d is then
defined as
log[P,,,(SNR
d:=-— lim g[ out( )] (1)
sNR—  |0gSNR
3.3 Diversity-Multiplexing  Tradeoff

Analysis

The analysis of the outage probability
of the cooperative network coding protocol
with one relay node at high SNR regime is
given by the following theorem and proof:

Theorem 1 The outage probability
of the CNC protocol with one relay node at
high SNR regime is characterized by

PONC = %F(O, s)s* — K,(2s)s —%e‘s(s +1) +1,

out

where s =e*?/SNR, F(a,z):.ljta’le’tdt is

the plica function, K, (z)
Bessel function of the second kind and the
first order.

is the modified

Proof. First, the maximum average
mutual information of the CNC protocol with
one relay node can be seen as the sum of that
of two different decode-and-forward protocols
[11]:

lene = %min{log(1+SNR |her ),

log[1+SNR(| h,q |2 +|he |2)]}

+%min{|og(1+SNR [hae ),

log[1+SNR(| hge F+] hag )13
To ease the notation, let
x=|hy Py =lhge [/, and z=[h, . Then
X,y, and z are i.i.d. exponential random
mean. The

variables with unit outage

probability can be computed as

CNC
Pout

=P[leye <R]

=P[lene <RIYSX+Z,X<y+7Z]P[y<Xx+2Z,X<y+12]

+Plleye <RIY>X+2Z,X<y+Z]P[y > X+2,X<y+17]
+P[loe <RlY<SX+Z,x>y+2z]P[y < x+2,Xx>y+7]

+Plene <RlY>X+2,X>y+Z]P[y > X+2,X> Yy +17]
4

::Zpiqi' (2)
i=1

Then

p, = PEIog(1+SNRy)+%Iog(1+SNRx) < R}

= P[log[(1+SNRy)(1+ SNRx)] < 3R]
= P[(1+SNRy)(1+SNRx) < e*].
When SNR is high, 1+SNRy an(i
1+SNRx can be approximated as SNRy
and SNRXx, respectively. Then
p, = P[SNR?xy < e*%]

= P[xy < e**/SNR?]

_ 00 @00 aXy

- .[o .[0 lxy<52 e dxdy

=1-2sK,(2s),
where

L = 1, if theexpression E istrue,

£ 0, if the expression E isfalse.
On the other hand,
00 @00 OO0 1
— . aX-y-z - =

ql - jo _L '[0 1ysx+z,xsy+z € dXdde 2 '

Similarly, we have

p, =P, =1—(1+5s)e”> +sT(0,s),

0,=0;=—,

and (12)
q, =0.
Combining the above equations into (2), we
get the desired result.



According to the definition of the
diversity gain in (1), we can find that the
diversity-multiplexing tradeoff achieved by
the cooperative network coding protocol with

one relay node is characterized by
done(r) =2-3r

for O<r<g.
3

4 Numerical Results

Figure 2 illustrates the
diversity-multiplexing tradeoff comparison of
the upper bound (UB), the CNC protocol for
one relay node, selection decode-and-forward
(SDF) [11], and DF. The upper bound is for a
2x1 MISO system, which is the best
situation that an one-relay cooperative
communications system could achieve.

From this figure, we can see that the
CNC protocol improves both diversity gain
and multiplexing gain compared with the DF
protocol. The maximum diversity and
multiplexing gain that the CNC protocol can
achieve are 2 and 2/3, respectively, while the
maximum diversity and multiplexing gain of
the DF protocol are 1 and 1/2, respectively.
Furthermore, the CNC protocol also
outperforms the SDF protocol, which is an
enhanced version of DF. Hence, we can
conclude that using network coding at the
relay node can improve not only diversity gain
but also multiplexing gain.

5 Conclusions

In this paper, we investigate the
diversity-multiplexing  tradeoff for the
cooperative network coding protocol which
integrates the concept of DF relay
transmission of cooperative communications
with the information mixing of network
coding. The proposed CNC protocol is

suitable for two users which can transmit
information to each other. We give a theorem
to show our outage probability analytical
result with proof and DMT comparison for
our CNC protocol with upper bound, SDF,
and DF. We find that the CNC protoGal)
improves both diversity and multiplexing gain
compared with the DF protocol.
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Figure 1. The system model and
proposed CNC protocol, where phase (1): A
sends a to B and R; phase (2): B sends
b to A and R; phase (3): R broadcasts
a®b to A and B.
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Figure 2: Diversity-multiplexing
tradeoff comparison of the upper bound (UB),
cooperative network coding (CNC), selection
decode-and-forward (SDF), and
decode-and-forward (DF).
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Abstract

Besides delivering high data rates in a
point-to-point scenario, multi-input
multi-output (MIMO) antenna techniques can
broadcast personalized data to multiple users
in the point-to-multipoint ~ scenario.
Zero-forcing beamforming (ZFB) is a

suboptimal but simple MIMO broadcast
technique, which basically decouple the
MIMO channel into many parallel

single-input single-output (SISO) channels. In
this article, we first derive the closed-form
expression for the sum rate of the ZFB MIMO
broadcast system with random user selection.

Secondly, under the condition with finite users,

we develop a virtual user approach
approximation method for estimating the sum
rate of the ZFB MIMO broadcast system with

exhaustive user selection. Our results indicate

that the proposed analysis method can

accurately estimate the optimal sum-rate
throughput of ZFB.
Keywords: MIMO systems, zero-forcing

beamforming, scheduling, MIMO
broadcast channels.
1. Introduction
In addition to enhancing the data rates in
the point-to-point communication
environment [1],
multiple-input-multiple-output (MIMO)
techniques play an important role in the
point-to-multiple  multiuser  environment.
More specifically, a MIMO system can
transmit personalized data streams to multiple
users concurrently. This kind of MIMO
transmission is sometimes called the MIMO
broadcasting technique [2]. However, it is a
bit misleading to use the term broadcasting
since broadcasting is used to send the same
data to all the users in the system. To clarify,
the term MIMO broadcast here implies that
different personalized data streams are
transmitted to a group of selected users.
Scheduling plays a key role in the multiuser
MIMO system. Taking advantage of
independent statistics in fading channels of
multiple users, scheduling techniques can
provide another form of diversity --
multiuser diversity [3]. If the system selects
one user at the time, this kind of selection
principle is called time division multiple
access ZFB. (TDMA)-based scheduling.
Unlike the TDMA principle, the MIMO
broadcast system select a group of users and
thus can achieve higher data rates, but it

requires a huge amount of feedback
information during scheduling.

Capacity analysis of multiuser MIMO
broadcast channels  with  independent

information is a very hot research area [2, 4-8].
The capacity region of the MIMO broadcast
channel was derived in [4] [9] [10]. When the



complete channel state information (CSI) is
available at the transmitter, the sum rate of
MIMO broadcast systems can be maximized
by resorting to dirty paper coding (DPC) [2]
[4] [9]. Although DPC is the optimal
rate-achieving scheme, the complexity issue
and the huge requirement of feedback
information motivate a new line of research
suboptimal MIMO broadcast
transmission strategies, such as zero-forcing

for other

dirty-paper coding, orthogonal random
beamforming and zero-forcing beamforming
(ZFB) [6-8].

According to [6], ZFB with optimal user
scheduling can achieve the same slope of
throughput against SNR in dB as that for the
capacity-achieving DPC strategy. In [8], it was
shown that ZFB combined with multiuser
scheduling can achieve the capacity
asymptotically when the number of users
approaches to the infinity. Because it is
simpler than DPC and its asymptotical sum
rate is the same as DPC, ZFB becomes an
attractive  MIMO  broadcast technique.
However, the performance analysis of ZFB
MIMO broadcast system is still an open issue.

In this paper, we aim to evaluate the
sum-rate performance of ZFB MIMO
broadcast system with a finite number of users,
rather than study the scalability of sum rate
with an extremely large number of users as
other existing work. We first develop
analytical expressions for the sum rate of the
ZFB MIMO broadcast system with random
user selection. We also provide a virtual user
approach  approximation technique for
evaluating the sum rate of the ZFB MIMO
broadcast system with exhaustive
selection (the optimal selection policy).

The rest of this paper is organized as
follows. In Section 11, we describe the system
model of MIMO downlink system and review
ZFB scheme briefly. In Section I, we

user

evaluate the sum rate of ZFB with random
user selection first. Then, we propose an
approximate analysis for the exhaustive user
selection at both low and high SNRs in
Section 1V. Numerical results are presented in
Section V. Finally, we give our concluding
remarks in Section VI.
2. Background
2.1 System Model

Consider a MIMO downlink channel with a
single base station and K wusers. The base
station and each user terminal is equipped
with M, transmit antennas and single
receive antennas, respectively. The base
station can transmit M, different data
streams up to M, users simultaneously. Let

xe X" be the transmitted signal vector,

ye X" the received signal vector, and H

the M, xM; channel matrix. Denote

M- x1 . L.
neX T as the circular complex additive
white Gaussian noise vector with covariance

matrix E[nnT]:azIMT ,  where ()T

represents the transpose conjugate operation
and it is assumed o =1 for simplicity. Then
the received signal can be expressed as

y = HXx+n, 1)
where the entries of HeX"T™ are
Rayleigh fading channel element. Assume that
all users experience independent fading and
the transmit power is constrained by

E[xX'x]=P;.

2.2 Zero-Forcing Beamforming

The ZFB scheme aims to invert the channel
matrix to create orthogonal channels between
the transmitter and the receivers without the
receiver's cooperation. The transmitted signal
vector with beamforming weights can be
written as x=Wu , where W is the
M, xM; beamforming  matrix  and

ueX"™ is the input signal vector. Denote



2c{l,...,K}, |2|=M; a subset of user
indices to which a base station intends to
transmit information and H(X) the channel
matrix corresponding to X . Then the
beamforming matrix W becomes

W =H(Z) (HEZ)HE)) ™ )
In [2], under the assumption of perfect CSI at
the transmitter side, the sum rate of the MIMO
system with ZFB is given by

R (2) = g[log(ﬂbi I 3)
where [x], represents max{x,0} and the
effective channel gain b, of i-th subchannel
is
b = L 1 4)

" HeHE )
Note that [A]; represents the (i, j)-th entry

of the matrix A and g is the water level
satisfies the following criterion
1
Dlu—-1,=P. ()
iex bi
2.3 Sum Rate with Long-term Power
Constraint
Consider the sum rate performance of ZFB
subject to a long-term power constraint. The
average throughput is
Rz (2)= E[Z[Iog(ﬂobi )]+}
iex
= Y Ellog(sb)],
iex

= j;ﬂo log(u,2) f, (2)dz, 6

where fbi(z) is the probability density

function (PDF) of b, and g, is the solution
of the water-filling equation with respect to
the long-term power constraint

E{;[ﬂo _%]+:| = ;E{Uo _bl} =h.

(")

2.4 Problem Formulation

In general, the number of users is greater
than the number of transmit antenna, i.e.,
K> M, . Thus, it is necessary to combine
ZFB with scheduling in a multiuser MIMO
system. It is shown that ZFB can achieve
optimal throughput asymptotically for large
K when the selected users are searched by an
exhaustive method [8]. Denote the maximal
sum rate with exhaustive user selection as

R = max Ry ().  (8)

2AL,...KEEEMT

This is a combinatorial optimization problem

K
to select the best one from (MJ
.

combinations so that the explicit performance
closed-form is difficult to be found. The goal
of this paper is to develop an analytical
approach for evaluating the sum rate of
downlink ZFB MIMO broadcast systems. We
consider user selection approaches: random
user selection and exhaustive user selection.

3. Sum Rate Analysis With Random User
Selection

Consider a simple round-robin (RR)
scheduling policy, which selects users in turns
and does not exploit the multiuser diversity
gain. In this case, it is just like there are
K =M, wusers with the Rayleigh fading
channel vector. From observation on a
point-to-point M; xM; MIMO system with
ZF receiver, the effective channel gain in (4)
has the same form as the ZF receiver's
substream effective channel gain. Due to the
same statistics we can see the system as a
virtual M; xM; MIMO system with ZF
receiver. Therefroe, the PDF of effective
channel gain b, in (4) can be obtained
through the PDF of the ZF receiver's
substream SNR. According to [11] [12], the

My

substream SNRs {y;}i.i for an M. xM,



MIMO system with ZF receiver under the
equal  power
independent and identically distributed (i.i.d.)
y® distributed random variables with
2(M; —M; +1) degrees of freedom, i.e.

M.e M7 (M Mg-Mr
f,(n)=—2 ,[ T?’J . 720,
pP(Mg=M)I p

allocation  principle are

(9)
where p=P./c® represents the average
received SNR  and v, = poIM; =y
(i=1,...,M;). Note that the substream SNR
performance in (9) is under the assumption of
independent decoding [12]. The PDF of the
effective channel gain b, can be obtained

from (9) by letting M, =M, and be an
exponential distribution with parameter one.

With the unordered i.i.d. effective channel
gain {bi}i“:I , the long-term water-filling

equation in (7) becomes
s 1 o 1

El gy——| =M —= |e%dz
2 [ﬂo o } Tfl,ﬂo[ﬂ ZJ

i M ' [ﬂoellﬂ " Ei (_ ij]
Ho

=P, (10)
where Ei(x):—fe‘t/tdt is the exponential

integral function. The resulting average sum
rate of ZFB with random user selection is
given by

R s = ZT:E[IOQ(ﬂobi)]+

i=1

=M, Il/ﬂo log(u,z)e “dz

= MTr(o,i} (11)

Ho

where g, be the solution of the water-filling
equation for the long-term power constraint in

(10) and F(a,x):jjta’le’tdt is  the

incomplete gamma function [13]. Note that
ro,x)=-g,(-x) for x>0 when x is
real.

4 Sum Rate Analysis With Exhaustive
User Selection

Motivated by the observation in [14], we
translate the MIMO broadcast system with
M, transmit antennas at the base station and
M; users with single antenna into the MIMO
TDMA-based scheduling system with M;
transmit antennas at the base station and M,
receive antennas per user. In the reformulated

_ K!
C(K=M;)IM.!

. K
scenarlo, there are [ j
M T

virtual users, each of which has M, receive
antennas and a ZF MIMO receiver as shown
in Fig 1. The maximal sum rate can be
obtained by selecting the best transmission

K
pair from (M j combinations Furthermore,

T

the TDMA-based
reformulated

scheduling for the
scenario adopt the scalar
feedback, meaning that only a scalar value is
sent back from each receiver to base station.
From the result in [14], the max-max and
max-min scheduling schemes can approach
the maximal sum rate for a scalar feedback
MIMO system at low SNR and high SNRs,
respectively. The basic principles for
approximating the M, x1 antenna system for
M, users based on broadcasting by the
M; x M, antenna system for one user based
on the TDMA scheduling are described as
follows:

e At the low SNR region, because the
property of the logarithm  function
log,(1+X) = xlog,e for x=0 , the ideal
policy for achieving the maximal sum rate for



the point-to-point TDMA-based scheduling is
to find a user having the maximal strongest
subchannel and to allocate all power only to
the strongest subchannel, i.e., a user with the
best effective channel gain will most likely be
selected. This principle coincides with the
max-max scheduling scheme.

» At the high SNR region, the property of
the logarithm function is log,(1+ x) ~ log, X

for x? 1. Therefore, the maximal sum rate
will be caused by improving all subchannels
with suitable scheduling gains and be
allocated corresponding power. It is implies
that no subchannel will be omitted in each
scheduling run. From [14] and [15], the
max-min  scheduling provides
uniformly  scheduling gains for all
subchannels and has close rate performance

scheme

compared to the maximal sum rate. Thus we
use it to approach maximal sum rate in high
SNR.
4.1 Low SNR Region

The max-max scheduling algorithm selects
the target user with the maximal strongest

) K
subchannel among virtual (M j users at
T

each time slot. Denote {bik}i“iI the set of all

subchannel effective channel gains for Kk th

K
virtual user (kzl,...,Zz( j) and
MT

by <..<bj ., as ordered effective

channel gains. With the information of

{bl\'</IT:MT}§=l from all users, the transmitter

chooses the target user according to
k™ =argmaxby_.. - (12)
K TT

After determining the target user k*, we

have
b =bly, fori=1,..,M, (13)

where the superscript max denotes the
max-max scheduling. Based on the order
statistics analysis proposed in [11], we can

obtain the PDFs of {Bi:hj‘?x T as follows:

M1 -1

b b
fon Ou)=2Mpe "(1oe ™ T

MT:MT

(14)
and
M. (M, -1)! Z(i-1
Bt (i-1){(M; —|—1).alz0 a,
. MTf:l)(M T (Z _1)je—(a1+a2+l+MT—i)bi
a2=0 az
MTZil MT —i-1 (_1)a1+a2+a3
by a, a,+a,+1
(15)

As a result, from (14) and (15), we have all

the PDFs of B:m',‘,“:x for i=1,---,M;

Applying (14) and (15) to (6) and (7), we can
obtain the sum-rate throughput and long-term
power constraint equation, respectively.

4.2 High SNR Region

Different from the max-max scheme, the
max-min scheduling selects the target user
according to the maximal weakest subchannel
among the Z virtual users. Based on the

information of {bjy }.,, the base station

arranges the transmission during each time
slot according to

= argmax b, (16)

Once the target user k~ is selected, we have



b =bf, fori=1,..., M, (17)

where the superscript min indicates the
max-min scheduling. Similarly, we can get the

Mg

PDFs of {ij,"‘T”}i:1 based on the analysis in

[11] as follows:

f~ min
bJ_'MT
and
M, TTM; = j+1)
f~ min (bl) = j:2-
bi:MT (l - 2)' a,=0

1\, Z-1 -2
o)

My +Mqa, +a, - M, -1)
_[e‘bi(MT—aﬁl) _e‘bi(MT*aiMT)J (19)

After obtaining all the PDFs of {Ei:hrﬂ“;” BT we

can obtain the sum rate by applying (18) and
(19) to (6) and long-term power constraint (7).

5 Numerical Results

First, we verify the assumption that the PDF
of the ZFB multiuser scheduling system can
be approximated by the PDF of the ZF
receiver according to (9). Figure 2 depicts the
PDF of unordered the effective channel gain
b, for M; =4 by simulations and the
analytical result from (9). For simulations,
four users are selected randomly from the

entire group of the users to obtain its value of
b,. We repeat this procedure 10,000 times to

get the simulated PDF of b;. As shown in the
figure, the PDF of b, can be closed matched
by the PDF of the ZF receiver of (9). Figure 3
shows the sum rate of the ZFB with random
user selection for transmit antennas M, =3
and 4. One can see that the sum rate obtained
by simulations matches the value obtained by

(12) well.

Figure 4 shows the sum rate of ZFB in the
low SNR region —-20: 0 dB by the
exhaustive user selection algorithm with
K =10 users. The sum rate for the multiuser
scheduling with the ZF-based MIMO

receivers according to the max-max

(b) = ZM._e ™ (1_e*blMT )2*1 (18§cheduling approach is also shown in the
1 T )

figure for comparison. From the figure, the
sum rate of the ZF based on the max-max
selection criterion is very close to that of the
exhaustive search specially from —-20 to
-5 dB. Furthermore, for comparison, the
sum rate with random user selection is also
shown in the figure. For SNR =-5 dB, the
exhaustive search can provide the sum rate of
1 nats/Hz/sec, while the random user selection
can only provide 0.4 nats/Hz/sec.

By contrast, Fig. 5 compares the sum rates
of the exhaustive user selection with
approximately max-min approach in the high
SNR region 0: 20 dB. It is shown that the
sum rate performance of the max-min
approach match the simulation result well. For
SNR =5 dB, the sum rate of ZFB with
exhaustive search is about 4 nats/Hz/sec and
that of ZFB with random user selection is 2
nats/Hz/sec.

Basically, Figs. 4 and 5 show that the gains
of multiuser diversity is significant even if the
degrees of freedom is merely K =10. More
importantly, one can observe that at low SNRs
a ~max-max" scheduling strategy is close to
being optimal in an achievable sum rate sense,
while at high SNRs, the
scheduling strategy is not far from being
optimal.

““max-min"

6. Conclusion

In this paper, we evaluated the sum rate of
ZFB MIMO broadcast systems in the
Rayleigh fading channel. An analytical
expression for the sum rate of the ZFB MIMO



broadcast systems with random user selection
is presented. Since the closed-form expression
for the ZFB MIMO with exhaustive user
selection is difficult to obtain, we develop an
approximation method based on the maximal
sum rate of the MIMO TDMA-based
scheduling systems with the max-max and
max-min scheduling at the low SNR and high
SNR regions, respectively. Our results show
that the proposed analytical method can
accurately estimate the maximum sum rate of
the ZFB MIMO broadcast system with
exhaustive user selection. Besides the sum
rate issue, the relationship of link reliability
and coverage performance is also importance
in practice. The future research direction will
explore the cell coverage performance for
MIMO broadcast systems.
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Figure 1: The modified problem model for exhaustive search.
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Abstract

We consider the downlink of a multiuser
multi-input multi-output (MIMO) broadcast
channel under a single cell structure. To study
the achievable link coverage performance of
zero-forcing  beamforming (ZFB) and
zero-forcing dirty-paper coding (ZF-DPC)
when the channel state information (CSI) is
available to the transmitter. First we develop
analytical closed-form expressions for the link
outage probability and coverage reliability of
baseline ZFB and ZF-DPC when no multiuser
scheduling that the
coverage performance of ZFB can only
approach to that of the weakest link of
ZF-DPC under predetermined required SNR
and outage probability. Secondly, for
exploring the achievable cell coverage, we
discuss the strongest link performance of both
broadcast beamforming schemes under
multiuser scheduling. Under a framework of
analysis for ZF-DPC and simulation for ZFB,

involved. We find

we show that a soft coverage enhancement
can be easily done by using scheduling
techniques without extra hardware power
consumption.
Keywords: MIMO systems, zero-forcing
beamforming, zero-forcing dirty
paper coding, coverage, MIMO
broadcast channels
1. Introduction

Multiple-input  multiple-output (MIMO)
systems can significantly increase the spectral
efficiency by exploiting the spatial degrees of
freedom created by multiple antennas. In
point-to-point MIMO system, it is well known
that the capacity increases linearly with the
minimum of the number of transmit and
receive antennas [1] [2]. In the MIMO
broadcast channels, [3] shows that higher
capacity can be obtained by exploiting the
spatial multiplexing of transmit antennas to
multiple users simultaneously rather than to
maximize the capacity of a single-user link.

Capacity analysis of multiuser MIMO
broadcast channels is a very hot research area
[3-9]. When the complete channel state
information (CSI) is available at the
transmitter, the maximum sum rate of MIMO
broadcast systems can be achieved by dirty
paper coding (DPC) [3] [4]. Although DPC is
the optimal rate-achieving scheme, the
applicability is limited due to its
computational complexity and the need for
full CSI at the transmitter (CSIT). It motivates
a new line of research for other suboptimal
MIMO broadcast transmission strategies, such
as zero-forcing dirty-paper coding (ZF-DPC),
zero-forcing beamforming (ZFB), orthogonal
random beamforming and orthogonal linear
beamforming [6-9]. Those suboptimal
schemes can achieve the same throughput of
DPC asymptotically when the number of users
approaches to the infinity. However, The
capacity gain of multiuser MIMO broadcast



system is highly dependent on the availability
of CSIT.

Due to practicality, finite rate feedback
have become a popular research area recently.
Limited feedback was first considered for
point-to-point MIMO system in [10] [11].
While in point-to-point case, CSIT contributes
little to achieving the multiplexing gain but it
is crucial for broadcast channels. For MIMO
broadcast channels, the feedback load per user
must be scaled with both the number of
transmit antennas as well as the system SNR
in order to achieve the full multiplexing gain
with near-perfect CSI performance [12].

Besides dealing with practical feedback
problems, some references begin to apply
broadcast transmission strategies from a
downlink single-cell setup to multi-cell
scenarios [13] [14]. The main goal of using
broadcast techniques combining with base
station cooperation for multi-cell environment
is to mitigate inter-cell interference for
improving spectral efficiency. In [14] [15], a
network coordination conception is proposed
based on ZFB and ZF-DPC schemes. [16]
analyzed the sum-rate performance of
multi-cell cooperative ZFB under a Wyner
downlink channel setup which is a simplified
cellular model proposed in [17].

From both limited feedback transmission
and coordinated network researches, we know
that broadcast transmission techniques may
play an important role in future increasingly
high-speed wireless environment. However,
most of the works focus on sum-rate sense
performance. Based on development of
coordinated network, we find that some
research directions begin to move from
single-cell to multi-cell setup. The link quality
and achievable link coverage of broadcast
transmission techniques are still open issues
for baseline single-cell setup. In this paper, we
aim to closed-form

derive analytical

expressions for the link outage probability and
coverage reliability of the single-cell
multiuser MIMO broadcast system. We focus
on the two popular schemes: ZF-DPC and
ZFB.
2. Background
2.1 System Model

We consider a single-cell multiuser MIMO
broadcast system with a base station and K
user. The base station is equipped with N,
transmit antennas, but all K user terminals
with single receive antenna. Since the base
station has N, transmit antenna, N, users

can be selected among K users for
simultaneous transmission with different data
streams. Denote X c{1,...,K}, |Z|=N, a
subset of user indices to which a base station
intends to transmit different information.

Using linear spatial processing at the

transmitter. Denote W=[Wl...WNt] as the

linear beamforming weight matrix and

u=[/Pu,..., [Py Uy 1" the input signal

where P represents the power

I th antenna, u, represents

vector,
allocated for

uncorrelated unit-power signal symbol and
()" represents the transpose conjugate
operation. Then the transmitted signal vector

x=Wu:z“iN:tl\/3iwiui . Let yeX™ the

received signal vector, and G(X) the
N, x N, channel matrix corresponding to X .
Denote neX't* as the circular complex
additive white Gaussian noise vector with

covariance matrix E[nn']= GZINt' Then the

received signal can be expressed as
y=G(Z)x+n=gH(Z)Xx+n, (@8]
where



\/9_1 0o - 0
0 \/9—2 )

S N V)

t

and g, depicts the large-scale slowly-varying
behavior of the local average channel gain
between the ith transmit antenna and the
corresponding user terminal. For a user at a
distance of R from the base station, g; can
be written as [18]

10log,,9; = —10ulog,,R + g,[dB], (3)
where g is the path loss exponent and g,
is a constant subject to certain path loss
models. Assume that all users experience
independent flat fading and the entries of

H(Z)eXN‘XNt are Rayleigh fading channel

element. The transmit power is constrained by
E[x'x]=P;.

2.2 Zero-Forcing Dirty-Paper Coding

In [3], an intuitive suboptimal solution of
the weight matrix W based on QR-type
decomposition have been proposed. Let
H(X)=LQ be the QR-type decomposition
obtained by applying  Gram-Schmidt
orthogonalization to the rows of H(X) ,
where L is a lower triangular matrix and Q
has orthonormal rows. By letting W=Q",
the corresponding system model in (1) is
given by
yi=liyi\/ﬁui+ZIiyj g;P,u;+n,=1,..,N,

i<

Note that the particular choice of the weight
matrix W =Q" nulls out the interference
from users with indices j>i. The remaining
interference terms from terminals with indices
j<i are taken care of by successive
application of DPC. For simplicity, we

consider equal power allocation, that is,
P=R/N, for i=1,...,N,. Therefore, the

rate of i th link for ZF-DPC is

log(1+|1;; [* p;) = log(1+y;) , where p, is

the average receive SNR shown as follows

gO/lO

_ P9 _PRI10
' N,o®> N,o°R¥

and y, is the effective receive SNR. The

term |l [ can be viewed as -effective

channel gain of ith stream link.
2.3 Zero-Forcing Beamforming

The ZFB scheme [3] aims to invert the
channel matrix to create orthogonal channels
between the transmitter and the receivers
without the cooperation. The
beamforming weight matrix is

W =H(Z) (HE)HE)) ™

Then, the corresponding system model in (1)
is given by

receiver's

y=gHE)HE) HE)HE)) "u+n

=gu+n, @)
and the ith receive signal vy, =./g,Pu, +n..
Due to the transmit power constraint

E[x"x]< P, we have the following relation:
WP +...+1W IR, <P,...  (8)
where w,; is the ith column of W and

W IT =[(HH")™];;. Equation (8) implies that

ZFB incurs an excess transmission power

(4)penalty due to the required interference

cancellation power of weight matrix W .
Note that we can express data rate of ith link
of ZFB as

log(1+ 371) = log(1+ 40P
o) (o)
=log(1+ 7)), (©)
where I5i:M/iriPi is the transmit power

allocated to the ith stream link so that P

()

(6)



becomes effective transmit power loading.

Hence, b =1/ Ji can be the effective

channel gain. Under the assumption of equal
power allocation, the transmit power

P =PR/N, so that the average receive SNR

pl = gilsilo-2

3. Definition
3.1 link Outage Probability

To begin with, we first define the link
outage probability which reflects how reliable
a system can support the corresponding link
quality. For a single-input single-output (SI1SO)
system in flat fading channel, link outage is
usually defined as the probability that the
effective received SNR is less than a
predetermined value Yoo le.

P. =P{r <.} [19]. The link outage for a
point-to-point spatial multiplexing MIMO
system in a flat fading channel is defined as
the event when the effective receive SNR of
any substream is less than y, [20] [21]. As
for a point-to-multipoint MIMO broadcast
system, we can define link outage probability
of individual stream link as same as SISO

case , i.e. Py =Py <7u}-

3.2 Link Coverage Reliability
With P, being the link outage probability,

out
we define (1-P,,) to be the link coverage

reliability for its corresponding link radius
associated with the required SNR. That is, for
a user terminal at the link radius with link
coverage reliability (1-P,,), the probability
of the effective received SNR being higher
than the required threshold y,, is no less than
(1-P,,) . Note that we concern the link
reliability likely of high percentile, such as
90% or even higher, in this paper. For a
point-to-point MIMO system, the data stream

with the lowest SNR will dominate the cell
coverage performance due to the more likely
outage link. As for point-to-multipoint MIMO
broadcast system, all stream links represent
different individual users so that the cell
coverage will be determined by the strongest
link.

4. Link Outage and Coverage Analysis

4.1 ZF-DPC without scheduling (or random
selection)

In this section, we analyze the baseline
performance of ZF-DPC without user
selection. To begin with, we first analyze the
effective received SNR of individual stream
link i (denoted by ;) with the help of
following lemma shown in [3]:

Lemma 1 Let HeX™ have i.i.d. entries

: XN(0,1), and let I;; be the ith diagonal

element of L in the QR decomposition

H=LQ . Then, the random variables
d, =|I;,|* are statistically independent and
d,: E5.i. Wwhere 27, denotes the central

Chi-squared distribution with 2a degrees of
freedom, whose probability density function
(PDF)is f(z)=2z""e¢*/(a-1)!.

So that the PDF of effective channel gain
d. is

fq ()- =1,...,N,, ..... (10)

(N—)'

and the cumulative distribution function (CDF)
of d; can be written as

Xl dx
(N, —i)!

F ()=

Nt—i o—

:]__J’dex
z T'(N, —i1+1)

(N, -i+1,2)
T T(N,—i+1)
=1-Q(N, —i+1,2), (11)



where T(x) = J'Owtx‘le‘tdt is the complete

gamma function, T'(a, x):rta‘le“dt is the
X

upper incomplete gamma function and

Q(a,x):M is the regularized gamma
I'(a)

function. Note that I'(n)=(n-1)! for a

positive integer n. Form (10), we know that
dlzdzz...szt so that the first channel
row vector results in the strongest link.

The CDF of ith link's effective receive
SNR y,=d,p; is

F (n)=F (L) =1-Q(N, -i+1,1). (12)2
1 1 pl ;

Thus, for a given threshold y, >0, the link
outage probability of ith link of ZF-DPC is

P =P <7}
=F, ()

=1-Q(N, —i +1,7).

(13)To derive cell coverage Ri.o.. from (13),

we first introduce the inverse of the
regularized incomplete gamma function which
is shown as follows
x=Q(a,z)=z=Q7(a,x).
By substituting (5) and (14) into (13), the
link coverage is given by

i pR10%""
RZFDPC = l\tl
t/thO
for i=1,...,N,
4. 2 ZFB without scheduling (or random
selection)

Alternately, we analyze the baseline
performance of ZFB without user selection in
which selects users randomly and does not
exploit the multiuser diversity gain. In this

(14)

case, it is just like there are K =N, users
with the Rayleigh fading channel vector. From
observation on a point-to-point N, x N,
MIMO system with ZF receiver, the effective
channel gain b, has the same form as the ZF
receiver's substream effective channel gain.
Due to the same statistics we can see the
system as a virtual N,xN, MIMO system
with ZF receiver. According to [22], the

N

substream SNRs {y;}.; for an N,xN,

MIMO system with ZF receiver under the
equal power allocation principle are i.i.d.

Chi-squared distributed random variables with
(N, =N, +1) degrees of freedom, i.e.

-1p; Ny —Ng
e 4
f(y)=—(—j , 720,
T p(N =N
(16)
where y, =b,p, . The PDF of unordered

{bi}iN;1 are i.i.d. exponential distribution with

parameter one from (16) inthe N, =N, ¢ ]s_g)
Therefore, the link outage probability of i1th
stream link for ZFB is

Poiut = Fri (7 th)

= Fbi (&)

=1-exp(—L1), (17)

As a result, the link coverage R,.; can be

1 written as follows:

u

= o —j —P 1

’ > Q (N, -i1+1,1 Pout):l | Ptlogo/m 1 "

Rims = log 1=1,...,N,.
(15)

2

7O 1- Pi

out

(18)
Note that the link coverage of all ZFB stream
links is equal to that of ZF-DPC's weakest link
as shown in (15) for i =N, under the same
link outage probability constraint.
4.3 ZF-DPC with greedy scheduling
For considering scheduling, we focus on the



strongest stream link which has the largest
radius will determines the cell range. In [5],

the authors have proposed a greedy scheduling
algorithm for selecting N, out of K users

to form H(X) and ordering those selected
channel row vectors in the Gram-Schmidt
orthogonalization, aiming to maximize the
throughput.

The strongest link will be determined by the
first selected user's channel row vector. The

effective channel gain d,, =h,h, , where

N
h, eX™ represents the channel row vector

of kth user. Note that d,, is a sum of N,

squared magnitudes of circularly symmetric,
zero-mean, unit-variance complex Gaussian

random variables. Therefore, d,, : EﬁNt
with PDF
Ne-1
zte’
Z)=
A (T

According to the greedy selection algorithm,
the selected user k™ is

k' =arg max d,.
ke{l,...K}

Thus, the effective channel gain 51 of the

strongest link for greedy scheduling algorithm
is

d,=d .= max d.
1k kefl,..., K}

From order statistics, the PDF of d, is

fal(Z) = K[Fdlyk 3] fdlyk (2),

~

and the CDF of d, can be written as

F, (@) =[F, , @I

(19

(20

1

(22§

=[1-Q(N,, 2)I%,

Therefore, the CDF of the strongest link's
effective receive SNR y, is

F, ()= F (= D, @24
Lo P

(23)

and the link outage probability is

PL =[1-Q(N,, Zny]¥. (25)
P1

To derive link coverage ﬁ;FDPC of the

strongest link from (25), we use again the
inverse of the regularized incomplete gamma
function and get the following closed form:

_ 9y/10
o | R0
ZFDPC N 2
/O

Q_l(Nt’l_[ﬁolut]?) ﬂ-

(26)

5 Numerical Results
In this section, we present numerical
examples to illustrate achievable link outage
and link coverage performances of both
YF-DPC and ZFB in multiuser MIMO
broadcast systems. For ZFB with optimal user
selection policy, exhaustive users search, the
explicit performance closed-form is difficult
50 be found due to an optimization problem
involved in itself. Therefore, we use
simulation results to show the performance of
strongest stream link for ZFB with exhaustive
search. We first assume a predetermined value
7n =2 dB, noisepower =-103  dBm,
)gO:—32 , #=3 and N,=3. Figure 1
shows the simulative and analytical link
outage performances of both ZF-DPC and
ZFB without scheduling for user terminals at
istance R=1 km from the base station.
Similar to the analytic results shown before,
the link outage of all ZFB stream links
performs equally to that of ZF-DPC's weakest
link under certain radius. Especially, we can
find there is a diversity-like performance
behavior between stream links of ZF-DPC.



For example, the strongest link d, has
diversity three, d, has diversity two but the
weakest link d, has only diversity one in
link outage performance.

Figure 2 shows link outage performances
for the strongest links of both ZF-DPC and
ZFB with and without scheduling for user
terminals at distance R =2 km from the base
station and K =5. Form the improvement of
link outage performance, one can see that the
gains of multiuser diversity is significant even
if the degrees of freedom is merely K =5.
The corresponding link coverage
performances can be found from fig. 3 in
which we set the link reliability as 0.9 under
Vs - From fig. 3, ZF-DPC has better link
coverage than ZFB in arbitrary stream link. In
addition, an obvious coverage extension exists
in both ZF-DPC and ZFB even if K =5. For
example, it can only maintain 0.9 link
reliability as far as about 2 km radius without
scheduling but extend to 3 km with
scheduling in B, =4 dBW for ZF-DPC. It
tells us a soft coverage enhancement can be
easily done by using scheduling techniques no
need to increase extra transmit power.

6. Conclusion

In the paper, we have analyzed the link
outage and link coverage performance of the
multiuser MIMO broadcast systems over
ZF-DPC and ZFB schemes with full CSI at
transmitter. We present analytical formulas
that can evaluate the link outage probability
and link coverage radius for both ZF-DPC and
ZFB without scheduling. We also provide
closed-form expressions for ZF-DPC and
show simulation results for ZFB to discuss
both link outage and cell coverage
performances when considering scheduling.
From our numerical results, we validate the
accuracy of the analytical model by simulation
and present a soft coverage enhancement
conception for system design. In the future,

we will consider the both performance criteria
under practical limited feedback scenario and
see the degradation in both link outage and
link coverage radius. In fact, our analysis
provides performance upper  bound
corresponding to MIMO broadcast systems
with practical finite rate feedback.

7. Reference

[1] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,”
European Trans. Telecomm, vol. 10, no. 6, pp. 585-595, Nov.
1999.

[2] G J. Foschini and M. J. Gans, “On limits of wireless
communications

in a fading environment when using multiple antennas,”

Wireless Personal Communications, vol. 6, no. 3, pp. 311-335,
Mar. 1998.

[3] G. Caire and S. Shamai, “On the achievable throughput of a
multi-antenna Gaussian broadcast channel,” IEEE Trans. on
Information Theory, vol. 49, no. 7, pp. 1691-1706, Jul. 2003.

[4] S. Vishwanath, N. Jindal, and A. Goldsmith, “Duality, achievable
rates, and sum-rate capacity of gaussian MIMO broadcast
channels,” IEEE Trans. on Information Theory, vol. 49, no. 10,
pp. 2658-2668, Oct. 2003.

[5] Z. Tu and R. S. Blum, “Multiuser diversity for a dirty paper
approach,” IEEE Commun. Letter, vol. 7, no. 8, pp. 370-372,
Aug. 2003.

[6] G. Dimic and N. D. Sidiropoulos, “On downlink beamforming
with greedy user selection: performance analysis and a simple
new algorithm,” IEEE Trans. on Signal Processing, vol. 53,

no. 10, pp. 3857-3868, Oct. 2005.

[7] M. Sharif and B. Hassibi, “On the capacity of MIMO broadcast
channels with partial side information,” IEEE Trans. on
Information Theory, vol. 51, no. 2, pp. 506-522, Feb. 2005.

[8] T. Yoo and A. Goldsmith, “On the optimality of multiantenna
broadcast scheduling using zero-forcing beamforming,” IEEE
Journal on Selected Areas in Commun., vol. 24, no. 3, pp. 528-
541, Mar. 2006.

[9] R. de Francisco, M. Kountouris, D. T. Slock, and D. Gesbert,
“Orthogonal Linear Beamforming in MIMO Broadcast Channels,”
IEEE WCNC, pp. 1210 — 1215, Mar. 2007.

[10] A. Narula, M. J. Lopez, M. D. Trott, and G. W. Wornell,
“Efficient use of side information in multiple antenna data

transmission over fading channels,” IEEE Journal on Selected



Areas in Commun., vol. 16, no. 8, pp. 1423 — 1436, 1998.

[11]] D. Love, R. Heath, and T. Strohmer, “Grassmannian
beamforming

for multiple-input multiple output wireless systems,” IEEE

Trans. on Information Theory, vol. 49, no. 10, pp. 2735- 2747,
2003.

[12] N. Jindal, “MIMO broadcast channels with finite rate feedback,”
IEEE Trans. on Information Theory, vol. 52, no. 11, pp.

5045 — 5059, 2006.

[13] S. Shamai and B. M. Zaidel, “Enhancing the cellular downlink
capacity via co-processing at the transmitting end,” IEEE Vehicular
Technology Conference, vol. 3, pp. 1745 — 1749, May

2001.

[14] M. K. Karakayali, G. J. Foschini, and R. A. Valenzuela,
“Network

coordination for spectrally efficient communications in

cellular systems,” IEEE Trans. on Wireless Commun., vol. 13,

no. 4, pp. 56 — 61, 2006.

[15] M. K. Karakayali, G. J. Foschini, R. A. Valenzuela, and R. D.
Yates, “On the maximum common rate achievable in a coordinated
network,” IEEE ICC, vol. 9, pp. 4333 — 4338, 2006.

[16] O. Somekh, O. Simeone, Y. Bar-Ness, and A. M. Haimovich,
“Distributed multi-cell zero-forcing beamforming in cellular
downlink channels,” IEEE Global Telecommunications Conference
, pp. 1 -6, 2006.

[17] A. D. Wyner, “Shannon-theoretic approach to a Gaussian cellular
multiple-access channel,” IEEE Trans. on Information

Theory, vol. 40, pp. 1713-1727, 1994.

[18] G. L. St- -uber, Principles of Mobile Communication, 2nd ed.
Kluwer Academic Pubishers, 2001.

[19] M. K. Simon and M. S. Alouini, Digital Communication over
Fading Channels: A Unified Approach to Performance Analysis,
1st ed. John Wiley, 2000.

[20] S. Catreux, L. J. Greenstein, and V. Erceg, “Some results and
insights on the performance gains of MIMO systems,” IEEE
Journal on Selected Areas in Commun., vol. 21, pp. 839- 847,
2003.

[21] C. J. Chen and L. C. Wang, “Enhancing coverage and capacity
for multiuser MIMO systems by utilizing scheduling,” IEEE

Trans. on Wireless Commun., vol. 5, no. 5, pp. 802-811, May.

[22] D. A. Gore, R. W. Heath, and A. J. Paulraj, “Transmit selection
in spatial multiplexing systems,” IEEE Commun. Letter, vol. 6,

no. 11, pp. 491-493, Nov. 2002.

Simulation
% Anolysis

Link Dutage Probabiity
H

10 H H H H H H H H H
-0 -8 -5 -4

-2 a 2
Traremit Power (B
Figure 1 : Link outage probability performance v.s. transmit power
PT for different stream links of both ZF-DPC and ZFB when
N, =3, noise power = =103 dBm, £ =3, R =1kmand
Vi = 2dB.
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Abstract
In the environment of wireless channel, fading

=

1 E

is the main challenge. Utilizing the techniques
of cooperative communication can increase
the diversity gain to mitigate fading.
Comparing the cooperative communication to
direct transmission, the transmission rate of
the former one is lower. Therefore this study
Is aiming at design a throughput-oriented relay
selection
outage probability. There are a few
assumptions: Considering two-hop
communication ~ Rayleigh fading ~ path loss

rule while maintain reasonable

maximal ratio
perfect

exponent equals to four -
combing are applied at the receiver -
synchronization of signals arrive at the
destination receiver. This study proposed two

throughput-oriented relay selection rules.

Throughput of these two methods is
significant higher
literature. For the outage probability, the
second rule is better than the first rule,

approaching the best outage performance of a

than methods in the

method in the literature. Extending form
single relay to multiple relays and distributing
transmission power to the two phases is our
future works.

Keywords: cooperative communication, relay
selection scheme



