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Abstract

In this paper, we propose a Hierarchical Role-based Data Dissemination approach, named
HRDD, for large-scale wireless sensor networks with multiple mobile sinks. In HRDD, we use
a hierarchical cluster-based structure to discover and maintain the routing paths for distributing data
to the mobile sink. We assign two roles, named Indexing Agent and Gateway Agent, to some sen-
sor nodes in the wireless sensor networks. Indexing Agents are used to remove unnecessary query
messages, while Gateway Agents contribute to decrease energy consumption and the broadcasting
messages. We evaluate and compare the impact of the number of nodes with prior approach. The
simulation results justify that HRDD has the capability to reduce the energy consumption in the
wireless sensor networks and to prolong network lifetime.

1 INTRODUCTION

The primary goal of a wireless sensor network (WSN) is to collect useful information such as battlefield
surveillance, habitat monitoring [5] [12], disaster rescue, and traffic tracking. The sensor generating
data reports is called a source node, while the control center issuing the query messages is called a
sink. The sink sends query or control commands to sensor nodes and collects information from the
sensors. Data dissemination protocols are the means to distribute queries and data among the sensor
nodes. Although several kinds of protocols have been proposed [8] [13] [3] [14], data dissemination
protocols in WSNSs still have the following challenges:

1. Some research [8] [13] [14] requires all sensors equipped with positioning devices, such as Global
Positioning System (GPS), to build a unique routing structure for each source. Unfortunately, posi-
tioning devices usually have the following limitations: (a) the high power consumption of position-
ing devices drains out the battery of a sensor node fast; and (b) the cost of positioning devices can
become the most deterrent factor for large-scale deployment of WSNs.

2. In many situations, a static sink may be unfeasible because of deployment or security constraints.
In addition, sink mobility may also improve the lifetime of a WSN [3]. In the applications with
sink mobility, the difficulty for sensor nodes is to efficiently track the location of sink. However,
broadcasting the sink information consumes much energy of all sensors [7].



3. To maintain routing information, sensor nodes must periodically broadcast control messages to
neighbor nodes. In large-scale wireless sensor networks, the overall control overhead leads to large
power consumption to deplete the lifetime of WSNs.

In this paper, we propose a Hierarchical Role-based Data Dissemination approach (HRDD) for provid-
ing a scalable and energy-efficient data dissemination with multiple mobile sinks in WSNs. We adopt
clustering techniques to build a hierarchical structure so that each mobile sink can easily maintain its
data dissemination paths. HRDD assigns the special roles, index agent and gateway Agent, to some
nodes to greatly improve overall system scalability and lifetime. HRDD settles the data dissemination
challenges in WSNSs :

S1. We exploit a clustering algorithm [1] to discover the initial location and construct a specific struc-
ture to maintain the routing paths without the help of GPS devices.

S2. For efficient tracking, we set some nodes, named Index Agents, to form a virtual infrastructure
formed for routing, data aggregation and data dissemination.

S3. Without periodically broadcasting messages, HRDD delegates specific nodes to perform deliver
tasks. Moreover, we adopt hierarchical-based approach to construct a two-tier architecture to bal-
ance the load of transferring messages.

To evaluate the performance of HRDD, several experiments are conducted. The experimental results
show that the proposed Hierarchical Role-based Data Dissemination (HRDD) reduces the total energy
consumption of the WSNs by 50%, achieves longer network lifetime, and outperforms our counterpart
Hierarchical Cluster-based Data Dissemination (HCDD) [9] in terms of total transmission overhead.

2 Hierarchical-based dissemination schemes

In 2005, a hierarchical-based dissemination scheme is proposed, named Hierarchical Data Dissemina-
tion Scheme (HDDS) [13]. A source routes data towards sinks using a hierarchy of randomly selected
dissemination nodes. Because dissemination nodes have limited resources, whenever a dissemination
node is overloaded, it inserts another level of dissemination nodes to reduce its load. For an energy-
efficient communication scheme, data forwarding path is close to the shortest route since this path
optimization is essential to prolong lifetime of sensor networks. HDDS follows a data transmission
policy that forwards data to the forwarding agent directly. Thus, data may take a shorter path, and the
total energy consumption and delay can be reduced.

Next, a scheme named Hierarchical Cluster-based Data Dissemination (HCDD) [9] is proposed to
discover and maintain the routing paths for distributing data to the mobile sink, as shown in Figure 1.

In HCDD, all nodes distributedly build a cluster structure without the location information, so each
node only has to exchange the information with its neighboring nodes. There are three steps in HCDD.

Step 1. Cluster Construction: All nodes are divided into multilevel clusters by Max-Min D-Cluster
Formation Algorithm [1], and each cluster will designate a node as the cluster head (CH). After the
cluster construction, all of CHs in the highest hierarchical level CHs, called routing agent, should
keep dynamic global information, i.e. the sink information and routing information.
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Figure 1: Hierarchical Cluster-based Data Dissemination (HCDD)

Step 2. Sink Location Registration: each sink has to register at one of the routing agents, which are
responsible for the management of the sink information. The sink information should only be
broadcasted to routing agents, but not flooded to all sensor nodes.

Step 3. Data Delivery and Path Routing: CHs and Routing Agents cooperate to find the paths from
data sources to the sink by the inter-cluster routing and the intra-cluster routing.

3 HRDD: HIERARCHICAL ROLE-BASED DATA DISSEMINA -
TION

Based on the hierarchical-based approach, we propose hierarchical role-based data dissemination scheme,
named HRDD. Conceptually, HRDD consists the following five steps.

Step 1. Cluster Construction

We use clustering technique to build a hierarchical structure so that each mobile sink can easily
maintain its data dissemination path. Figure 2 illustrates the fundamental concept of our two-tier
hierarchy infrastructure, and the numbers in the figure expresses the ID of sensor nodes.

First, all sensor nodes organize themselves into low-level clusters via a CH election process [1] [2]
[6] [11], shown in Figure 2 (a). The low-level clusters, in turn, organize themselves into high-level
clusters, shown in Figure 2 (b). All nodes are grouped into multilevel clusters, and each cluster will
elect a node as the CH.

Step 2. Selection of Indexing Agent and Gateway Agent
Each high-level CH has to select a set of nodes as indexing agents and gateway agents to reduce the
communication overhead.

Step 3. Event Detection

The sensing data are stored to its low-level CH and an event information message containing the
event type and event location etc. is sent to Indexing Agent for events queries.
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Figure 2: An Example of Hierarchical Role-based Data Dissemination (HRDD)

Step 4. Sink Location Registration

Before issuing a query, each sink will register its location information to all high-level CHs through
Gateway Agents.

Step 5. Data Forwarding

When an Indexing Agent has the relevant data which a sink queries, the data will be forwarded to
the sink by the reverse path.

The details of each procedure are presented in the following subsections.

3.1 Cluster Construction

Considering the implementation cost and network scale, we exploit the Max-Min D-Cluster Formation
Algorithm [1] as the load-balanced clustering algorithm. The Max-Min D-Cluster algorithm guarantees
that no node is more than D hops away from its CH. After the Max-Min D-cluster algorithm, CHs form
a virtual backbone and may be used to route packets for nodes in their cluster. These CHs are called
low-level CHs. Then, Max-Min D-cluster algorithm is performed on the low-level CHs to form high-
level clusters.

3.2 Selection of Indexing Agent and Gateway Agent

After the cluster construction, the high-level CHs are aware of local information, i.e. the information of
low-level clusters and the neighboring high-level clusters. The agent selecting algorithm is proposed to
assign indexing agents and gateway agents by the local information. The main idea of agent selecting
algorithm is selecting a set of nodes to play two roles.

(1) Indexing Agents:



Figure 3: An Example of selecting agents

A node serves as the rendezvous area to save the event messages of neighboring low-level clusters.

(2) Gateway Agents:

A node allocates broadcasting paths for other high-level clusters.

These nodes are placed in the border nodes of high-level clusters or the border clusters of high-level
clusters. In this way, when a sink issues a query, it is easy to communicate to the other high-level
clusters through gateway agents and to query the interesting data by indexing agents, rather than using
heavily broadcasting to the other high-level clusters and searching for all the low-level clusters.

The agent selecting algorithm consists of the following two phases:

Phase I: Agent parameters setup

e There are two input parameters for the agent selecting algorithm: agent candidates and agent
candidates’ neighboring clusters.

A. Selecting indexing agents: agent candidates are the low-level border nodes in the high-level
CH’s low-level cluster, and neighboring clusters are the neighboring low-level clusters of
high-level CH.

For example: In Figure 3, high-level CH 73’s Indexing Agent candidates are node 1, 7, and
35, and neighboring low-level clusters are cluster 65, 85, and 100.

B. Selecting gateway agents: agent candidates are the low-level border clusters belonging
to the same high-level cluster and neighboring clusters are the high-level CH’s neighbor
high-level clusters.

For example: In Figure 3, high-level CH 73’s Gateway Agent candidates are cluster 65, 85 as
well as 100, and neighboring high-level clusters are cluster 89, 92, and 99.

The high-level CHs setup the relationship between agent candidates and neighboring clusters,
and then build the agent table according to these relationships.

Phase II: Agent selecting

Depending on the number of neighboring clusters, high-level CHs set some agent candidate nodes
connecting the most neighboring clusters to be agent nodes.
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Table 1: Agent selecting for high-level CH 73’s Indexing Agents
Agent candid. H Neigh. clusters ‘ Conn. neigh. clusters ‘

Node 35 C65 CNC35 :{C65}
Node 7 Css CNG={Cgs}
Node 1 C]()() CNC1={C85, C]Q()}
’ Round ‘ Agent Candidate ‘ Selected Agent ‘
1 Node 35(1), node 7(1), node 1(2) Node 1
2 Node 35(1) Node 35

For example: Table 1 shows the example of the second phase in agent selecting algorithm for indexing
agents for high-level CH 73. We briefly define some notations in this example. C; represents the cluster
whose CH is node i. CNC, is the set of clusters connecting with node node i. First, high-level CH 73
has the information of agent candidate nodes and neighboring clusters, and lists all agent candidates
node 35, 7 and 1 with their connecting neighboring clusters CNC;. Then, high-level CH 73 selects node
i to be an agent, where node i=max(ICNC;l, ICNCl), for j is the number of agent candidates. Once an
node i becomes a selected agent, high-level CH 73 eliminates any cluster C; in CNC; if (C;,€CNC; and
CreCNC)) for i#j. If ICNC;|=0, then node j is weeded out. If no any node exists, then we finish the
selection procedure.

When the agent selecting algorithm has finished, high-level CH sends messages to those nodes
selected to be agents. Once being selected as index agents, these nodes will collect the information of
neighboring low-level clusters which they are responsible for. Gateway agents will wait for registration
messages from mobile sinks and then transmit these messages to neighboring high-level clusters.

3.3 Event Detection

HRDD proactively exploits indexing agents to support the target mobility. In the event detection, we
can classify all possible situations into the following cases:

Case 1: Static event

When a source detects an event, the sensing data are sent towards the local low-level CH. After that,
local low-level CH informs its indexing agent by an event information message including his own ID
and the event type.

Case 2: Moving events around the same local low-level CH

When an event moves, the source is changed accordingly. Since the event only moves nearby, the new
source may be still in the range of the same local low-level CH . Therefore, the sensing data are also
stored in the same local CH.

Case 3: Moving events into the range of different local low-level CH

When the event moves to the new location within different local low-level CH, the sensing data are sent
towards the new local low-level CH. When the old source found that an event expired, the old source
will delete the sensing data of the target and informs its indexing agent. Also, the new local low-level
CH should inform its event information message to the indexing agent.

6
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Figure 4: Query Data Forwarding

3.4 Sink Location Registration

When a mobile sink issues a query, it has to register their location information to high-level CHs. The
sink registration consists of two phases:

Phase 1: High-level local CH registration

When a mobile sink issues a query, it needs to send a registration message transmitted by its low-level
cluster to its high-level CH.

Phase 2: High-level global CH registration.

As the sink’s high-level CH receives the registration message, it will send the registration message to the
other high-level CHs through gateway agents. When the other high-level CHs receive the registration
message, they should save the source path of the registration message to assure the source data can
easily be forwarded back to the sink along the reverse path.

3.5 Data Forwarding

After the sink location registration, each high-level CH starts the data forwarding which consists of the
following two phases:

Phase 1: Data searching

In the query data searching phase, each high-level CH forwards sinks’ queries to its indexing agent to
acquire the interesting data. Once there is an indexing agent possessing the event information, it sends
a request to the corresponding low-level CH holding the source data, and then goes to phase 2.

Phase 2: Data delivery

The low-level CH first sends event data to its high-level local CH, and the local high-level CH forwards
event data to the sink’s high-level CH by the reverse path.



Table 2: Simulation Parameters

Parameter Value

Field size 1000 x 1000 m?
Number of nodes 1500

Number of sinks 6

Number of targets 30

Speed of sink and target | 5— 10 m/sec

D hops 2

Query packet size 76 bytes

Data packet size 59 bytes

Initial energy 2J

Ejec 50 nJ

Efs 10 pJ /bit /m?
Eap 0.0013 pJ /bit /m*

Query generation period | 100.0 sec

Simulation time 18000.0 sec

For example: We illustrate data forwarding in Figure 4. In phase 1, the sink first issues a query to
the other high-level CHs node 89, 92 and 99 through its high-level local CH node 73. Node 89, 92 and
99 will forward the sink’s query to their indexing agents node 59, 30 and 27, respectively. Indexing
agent node 55 will discover that the event data are under node 77. Next, node 77 delivers the event date
to its high-level CH node 89, and high-level node 89 sends the event data to sink’s high-level CH node
73. Finally, high-level node CH 73 dispatches the event data to the sink by the sink’s low-level CH
node 100 and low-level node 61.

4 PERFORMANCE EVALUATION

In this section, we evaluate the performance of HRDD by simulations. We first describe our simulator
implementation, simulation environment and metrics in Section 4.1. Then we compare HRDD with its
counterpart HCDD on the effect of the number of nodes in Sections 4.2. The results show HRDD has
the better efficiency and scalability in delivering data from sources to multiple mobile sinks.

4.1 Simulation Environmental and Metrics

We develop a simulator based on JSIM [10] to evaluate and compare HRDD with HCDD. The mobility
of sinks and targets follows the standard Random WayPoint Model [4]. Table 2 lists the parameters in
the simulation.

4.2 Impact of the Number of Nodes

In general, the more nodes are, the more high-level CHs exist. More high-level CHs may increase
the registration messages and data messages greatly. Figure 5 shows the total messages at different
numbers of sensor nodes. In sink location registration procedure, since gateway agent could help to
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decrease the number of flooding messages, the registration messages in HRDD are less than that in
HCDD. In data forwarding procedure, the number of data messages of HRDD is also smaller than
that of HCDD. When high-level CHs forward sink queries to acquire the interesting data, they forward
these queries to indexing agents in HRDD rather than forward these queries to low-level CHs in HCDD.
Therefore, HCDD will increase the data messages for forwarding queries to low-level CHs while the
number of high-level CHs increases. In HRDD, the usage of indexing agent makes the data messages
increase slightly.

Figure 6 and Figure 7 show the energy consumption and network lifetime, respectively. The en-
tire sensor network consumes much energy caused by the increase of registration messages and data
messages. This result influences the network lifetime directly. Since HRDD has fewer registration mes-
sages and data messages than HCDD, HRDD has the better performance of lower energy consumption
and longer network lifetime. Moreover, the more numbers of nodes are, the more performance advan-
tages of HRDD have. In the case of 500 nodes, the network lifetime of HRDD and HCDD is 27002
and 21504, respectively. In the case of 2500 nodes, the network lifetime of HRDD and HCDD is 10222
and 4709.667, respectively. The advantage rate comes from 0.25 to 1.17, which means that HRDD is
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more suitable for large-scale wireless sensor networks.

5

CONCLUSIONS

In this paper, we has proposed a Hierarchical Role-based Data Dissemination (HRDD) scheme for
data dissemination with multiple mobile sinks in WSNs. We assign two roles, indexing agent and
gateway agent to decrease the energy consumption of broadcasting and number of flooding messages.
Simulations results have shown that HRDD is more efficient than prior work in conserving the battery
energy.
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