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SHORT-TERM TRAFFIC FORECASTING FOR URBAN ROADS

ABSTRACT

The interests and applications of short-term traffic forecasting have been growing in the
recent years. Many of the applications in Advance Traveler Information System (ATIS) and
Advance Traffic Management Systems (ATMS) require an estimation and forecasting of the
traffic conditions of the network. With a historical database of past traffic data from various
types of vehicle detectors installed in the roads, real-time traffic information is collected
which will be used to estimate the current traffic conditions and predict the condition in near
future. Whereas most of the literature focused on the traffic flow prediction on the freeways,
modeling traffic flow in urban arterials is more challenging as there are disturbances such as
motorcycles and traffic signals in urban area. In this study, the traffic flow forecasting for
urban arterials is investigated. Seasonal ARIMA and neural network are considered as the
algorithms, and two arterials in the Taipei city, Taiwan, are studied in our numerical example.

1. INTRODUCTION

The interests and applications of Intelligent Transportation Systems (ITS) have been growing
in the recent years with the development of technologies in telematics. Two of the most
important areas of ITS are Advanced Traveler Information Systems (ATIS) and Advance
Traffic Management Systems (ATMS). ATIS aims at providing useful travel information to
road users, providing travelers accurate and real-time information such as travel time and
delay, which can help road users make better travel decisions. ATMS controls the traffic in the
network in real time not only alleviate traffic congestion but also improve the use of system’s
capacity and thus improve overall network efficiency. These applications require the
technique of traffic forecasting in the near future. Therefore, the objective of this study is to
find a flow prediction model which forecasts the short-term traffic flows based on the traffic
data measurement from the past.

Short-term traffic forecasting necessitates the collection of historical time series data. Time
series data are a set of observations in sequence of time they occur; in other words, they are
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ordinal observation set that observed in accordance of time of a dynamic system. Such data
measuring the traffic stream characteristics such as traffic flow, speed and lane occupancy are
recorded by various types of vehicle detectors and are widely available on freeway and
arterials for the operation and incident detection purposes. With a historical database of past
traffic data, collected real-time traffic information can be used to estimate the current traffic
conditions and predict the conditions in near future. Dia (2001) stated that there are basically
two distinct categories of predictive traffic information: strategic and short-term. The
difference between strategic and short-term traffic information is the length of the forecasting
horizon. Traditional strategic predictive models usually utilize a large amount of data and
predict over a period of month or year which is needed for making decisions on transportation
planning. On the other hand, short-term predictive models often forecast traffic conditions
within a day or an hour that captures the dynamics of traffic, therefore, short-term forecasting
models are more suitable for traffic management and information systems.

A wide variety of studies have been done concerning the short-term forecasting during the
past decades. Vlahogianni et al. (2004) gave a comprehensive overview on the topic, and they
concluded that the modeling methodologies and outputs could be quite different with the
scope of each study. In general, the widely used predict models can be classified into two
techniques: parametric and non-parametric modeling. Parametric techniques assume a form of
probability distribution with parameters, such as smoothing (Smith and Demetsky, 1997),
ARIMA (Ghosh et al., 2005), Bayesian SARIMA(Ghosh et al., 2007) and Kalman filtering
(Stathopoulos and Karlaftis, 2003; Whittaker et al., 1997). Non-parametric techniques include
non-parametric regression (Smith et al., 2002) and neural networks (Dougherty and Cobbett,
1997, Ledoux, 1997, Yin et al., 2002).

Ghosh et al. (2005) used three different time series models to forecast traffic flow in Dublin,
and they concluded that seasonal ARIMA outperformed random model and Holt-Winters’
exponential smoothing technique. Smith et al. (2002) compared seasonal ARIMA model and
non-parametric regression coupled with heuristic forecast method for traffic volume
forecasting and found that the later approach may not produce better result than seasonal
ARIMA, with the argument that the traffic data is characteristically stochastic rather than
chaotic. Ledoux (1997) proposed a cooperation based neural networks model and
demonstrated by simulated data that neural networks can be used to predict future traffic flow
accurately. Yin et al. (2002) developed a fuzzy-neural model to predict the traffic flows in an
urban area.

On the implementation, whereas most of the literature focused on the traffic flow prediction
on the freeways, modeling traffic flow in urban arterials is more challenging as there are
disturbances such as motorcycles and traffic signals in urban area. As the two problems are
fundamentally different, an accurate estimation and prediction should involve the theory of
the traffic flow along the arterials. In this study, the traffic flow forecasting for urban arterials
is investigated. Seasonal ARIMA and neural network are considered as our algorithms to be
investigated in this initial study. Two arterials in the Taipei city, Taiwan, were studied in our
numerical examples.

2. THEORETICAL BACKGROUND

In general, seasonal ARIMA and neural network are two different kinds of techniques, not
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only because of their parametric/non-parametric natures, but also their inherent data structure
and dependence to the past data. Specifically, seasonal ARIMA model is a time series function
of past information, and it only requires the information in the past to forecast future
conditions of the same detector location. On the other hand, with the neural network model,
the traffic data of a location can be expressed a function of data from other locations (e.g.
upstream detectors). Therefore, seasonal ARIMA is a temporal model whereas neural network
model is a spatial one.

2.1 Seasonal ARIMA Model

The ARIMA model, also known as Box-Jenkins method, composed of three essential
elements: AR stands for autoregressive part; | stands for differencing, a technique that
transfers time series data to a stationary form; and MA stands for moving average part. A
seasonal ARIMA model is the model which accounts for the seasonal variations, such as
months or seasons in a year, in which the pattern of the time series repeats itself in each cycle
by the seasonal effect. The construction of the model is described as follows.

Assuming a time series (yt,t :1,..,T) the first-differenced transformed values of the time
series, z,, are defined as. '

Zi =Y — Y (1)

where yi, Yo, ..., Y; are the original time series values and zy, z,, ..., z; are the stationary time
series values. An autoregressive process of order p can be expressed as follow,

2, =0+¢2,,+0,Z,, +...+¢§pzt_p + &,

(2)

where & is a constant mean that time series values fluctuate, ¢ ,¢,,4,,....,4, are the
coefficients of the autoregressive process of order p, &, is the random error components in
the time series. A moving average model of order q is defined by the equation,

Z=pt+e —0¢& ,—0 ,—.— 0, (3)
where 6,,6,,0;,...,0, are the coefficients of the moving average process of order g.

Combining the above three elements and making use of the backshift operator B¥, which
shifts the subscript of a time series observation or error term backward in time by k periods,
we then consider the mixed autoregressive moving average process of order (p, d, q), which
is,

4,(B)1-B)y, = 6,(B)z, (4)
where ¢(B)=(1-a,B—a,B*-..—a,B"), 6(B)=(1-BB-pB,B°-..—3,B%), and B is
the backshift operator.

If the time series has seasonal variation, a simple ARIMA model no longer fits, and a seasonal
ARIMA is required. A general multiplicative seasonal model of order (p, d, q)(P, D, Q). which
is analogous to the mixed autoregressive moving average process of order (p, d, ) can be
expressed as follow,

#,(B)gp(B")L-B)* (1-B")°y, =6 +6,(B)0, (B )z, (5)
where ¢,,6,, P, D, Q are the seasonal counterparts of ¢ ,6,, p, d, g respectively and L
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denotes the seasonality.

The purpose of identifying a seasonal ARIMA model is to determine the values of p, d, g and
P, D, Q, while the cycle length L is usually given explicitly. In our study, we utilized the
statistical software Minitab15 (2009) to compute the autocorrelation function and partial
autocorrelation function so as to identify these values.

2.2 Artificial Neural Network (ANN)

Abundant applications of Artificial Neural Network (ANN) can be found in the literature. To
briefly describe the background, ANN is an information processing system that imitate neural
network. It can be used for problems which are non-linear, with high dimensions, or lack of a
clear statement of mathematic formulation. A neural network consists of a set of processing
units, also known as neurons. These units can receive inputs from other neurons and compute
outputs using transfer function. Neurons are connected to each other by weighted connections,
thus the information can be transmit based on the value of weight.

Generally any topological arrangement of neurons could be used. However, a Multilayer
Perceptron (MLP) with hidden layer is in common use. In order to simplify the problems of
analysis it is usually arranged in layers, with every neurons in adjacent layers connected to
each other. This network is a typical feedforward network (see Figure 1).

Input layer

Hidden layer

Figure 1 Atypical feedforward network

As above mentioned that there are some relationship between the inputs of neurons and their
outputs, so we can assume that the output y; of neuron j is a function of its inputs Xo, X1, ..., Xn,
shown in equations as follow.

yj:f(ZWini_Hj) (6)

where f is non-linear transfer function, Wj; is the weight value representing the strength
between neuron i and neuron j, and 8, is the bias, only if input multiply weight value is greater
than bias can be transfer to other neurons.

The operating process of neural network composes of two stages, training and recalling. A
training procedure that connection weights be updated over time, causing the neural network
to adapt and learn is needed. A rule that define how and when the connection weights are
updated is a learning rule. The learning process of feedforward network in our research is a
supervised learning network. In supervised learning, output is computed after an example of
input presented to one side of feedforward network. To move the output toward the desired

4



output, the weight values are updated according to this output. If the training is successful,
after presenting a large number of examples, we can image that the global error will decrease,
since the network converge to a steady state. Processes that recall algorithm, determining the
outputs by input data are recalling procedures. The recalling process of a feedforward network
is actually a classifying or predicting process, when we import an example, we want the
network to tell us the most possible result.

3. NUMERICAL EXAMPLES
3.1 Data set

To compare the traffic conditions and the applicability of the models on urban overpasses and
arterial roads, traffic data, including traffic volume, speed and lane occupancy, were collected
every 5 minutes for detectors on JianGuo Overpass and Minsheng W. Road, Taipei city,
Taiwan. Due to the strong variability of the traffic flow within a short time, the data are
aggregated into 15 minute intervals for better forecasting accuracy, and therefore there are 96
observations in each day in the analysis.

A data set of four weeks were recorded from 29" June 2009 to 24™ July 2009. The data of the
first three weeks were used for calibrating the model, and the data of last week were used for
validation purpose. We only consider data from Tuesday to Thursday in the analysis, as these
days are having similar daily traffic pattern. Monday, Friday and weekends are ignored here
to avoid the large deviations compared the mid-week traffic conditions.

The data of twelve days, with a total of 1152 observations, for each detector were analyzed
here. There were 7 vehicle detectors from south to north along the JianGuo Overpass, and 7
vehicle detectors from east to west along Minsheng W. Road, and the locations of the
detectors are shown in Figure 2. Blue diamond shape represents the detectors along the
JianGuo Overpass and red square shape stands for detectors along Minsheng W. Road.
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Figure 2 Locations of the detectors
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To fit the seasonal ARIMA model, we consider the traffic data from the downstream detectors
on each road, i.e. VPLKP40 for JianGuo Overpass and VMTG520 for Minsheng W. Road,.
We used software Minitab 15 to calculate the seasonal ARIMA model. The time series plot of
the volume reveals that the data has the seasonality every 96 observations, i.e. data in one day.
To transfer the time series data into stationary series, some form of (p, 0, )(P, 1, Q)gs of the
seasonal ARIMA model will fit for the traffic data. The results of the estimation with several
reasonable combinations of parameters (p, g, P and Q) for the seasonal ARIMA model are
shown in Table 1 and 2. Autocorrelation and partial correlation functions indicated that the
process must be AR1 or AR2. Besides, MA1 or MAZ2 also seemed to be a possible seasonal
component.

For the detector VPLKP40, we found that the modeling parameters (2,0,1)(0,1,1)9s and
(2,0,0)(0,1,1)gs best fit the traffic conditions on JianGuo Overpass with the smallest MSE
(mean squared error) values of 1196, as shown in Table 1.

Table 1 Error estimated from different ARIMA models for VPLKP40

VPLKP40 ARl | AR2 MAL |MA2 |AR9 |MA9 |MSE

(1,0,1)(0,1,1)96 |  0.121 0| -0325 0 0| 0580 1206
(1,0,00,1,1)96 |  0.382 0 0 0 0| 0568 1234
(0,0,1)(0,1,1)96 0 0| -0418 0 o| 0577 1209
(2,0,1)(0,1,1)96 | 0.644 | -0.256| 0.195 0 0| 0595 1196
(2,0,2)(0,1,1)96 | 0584 | -0.262| 0.136| -0.037 0| 0.594 1198
(2,0,0(0,1,1)96 |  0.454 | -0.182 0 0 0| 059 1196
(0,0,2)(0,1,1)96 0 0| -0456| -0.075 0| 0582 1204

The volume data from 21% July and 23 July 2009 are then used for the validation purpose.
With the above model parameters, we forecasted 96 future observations with (2,0,1)(0,1,1)s
and compared them with observations of the 21% and 23", as shown in Figure 3(a) and Figure
3(b), respectively. We can see that the model fits the observations quite well during off-peak
when the flows are low in values and the observations were not fluctuate. But the model may
not capture the extreme peak variations when it comes to rapid fluctuations. The
corresponding error by MSE (mean squared error) and MAPE (mean absolute percentage
error) for VPLKP40 are shown in Table 2.
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Figure 3 Comparison of forecast volume and the observations for VPLKP40

6



Table 2 Error estimated for forecast volume for VPLKP40

2009/7/21 2009/7/23
VPLKP40

MSE MAPE | MSE MAPE
(1,0,1)(0,1,1)96 | 39225 | 10.97% | 456.89 | 9.08%
(1,0,00,1,1)96 | 397.91 | 11.04% | 459.32| 9.06%
(0,0,1)(0,1,1)96 | 393.12 | 10.97% | 457.66 | 9.09%
(2,0,1)(0,1,1)96 | 385.68 | 10.87% | 453.05| 9.06%
(2,0,2)(0,1,1)96 | 386.30 | 10.88% | 453.31| 9.06%
(2,0,000,1,1)96 | 387.95| 10.91% | 454.54 | 9.07%
(0,0,2)(0,1,1)96 | 391.69 | 10.97% | 456.48 | 9.08%

As compared to the application to freeway in the above case, we apply the modeling
methodology on the data from the Minsheng W. Road, which is an urban arterial. Table 3
shows some of the different possible outcomes of the seasonal ARIMA and the error
estimated for the model for VMTG520. From the error estimated we can find that
(2,0,1)(0,1,1)g also best fit the traffic conditions on Minsheng W. Road. The MSE for the

model was 775, lower than the one JianGuo Overpass had.

Table 3 Error estimated from different ARIMA models for VMTG520

VMTG520 |ARL |AR2 |MAL |[MA2 |AR96|MA9 |MSE

(1,0,1)(0,1,1)96 |  0.582 0| 0.348 0 o| 0533 821
(1,0,0)0,1,1)96 |  0.255 0 0 0 0| 0543| 830
(0,0,1)(0,1,1)96 0 0| -0.190 0 0| 0539| 845
(2,0,1)(0,1,1)96 | -0.620 | 0.343 | -0.905 0 o| 0543| 775
(2,0,2)(0,1,1)96 | -0534 | 0.428| -0.807 | 0.093 0| 0537| 779
(2,0,000,1,1)96 | 0219 | 0.139 0 0 0| 0531| 815
(0,0,2)(0,1,1)96 0 0| -0231| -0.190 0| 053 | 815
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Figure 4 Comparison of forecast volume and the observations for VMTG520

Figure 4(a) and 4(b) show the comparison of (2,0,1)(0,1,1)es forecast volume and the
observations for VMTG520 on 21st July and 23rd July 2009 on Minsheng W. Road. Table 4
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shows the estimated error of forecasting by MSE and MAPE for VMGT520. Interestingly, we
can see that while the calibration error of Minsheng W. Road (775) is less than that of
JianGuo Overpass (1196), the validation error is much higher, with MSE 943.58 vs 385.68
and MAPE 12.38% vs 10.87% for 21st July observations. We can also see from Figure 4 that
the traffic volume fluctuates during morning peak and evening peak. For one reason, the
traffic flows on the urban arterials are disturbed by traffic signal and the length of the signal
phases. Therefore, using the ARIMA model on urban arterials which has local variations in
traffic volume may take further investigations.

Table 4 Error estimated for forecast volume for VMTG520
2009/7/21 2009/7/23

MSE MAPE | MSE MAPE
(1,0,1)(0,1,1)96 |  937.30 | 12.27% | 760.22 | 10.52%
(1,0,0)0,1,1)96 | 925.00 | 12.19% | 752.39 | 10.48%
(0,0,1)(0,1,1)96 |  929.61 | 12.22% | 755.44 | 10.50%
(2,0,1)(0,1,1)96 | 943.58 | 12.38% | 765.24 | 10.70%
(2,02)(0,1,1)96 | 951.73 | 12.43% | 77042 | 10.72%
(2,0,0)0,1,1)96 |  939.57 | 12.29% |  761.36 | 10.55%
(0,0,2)(0,1,1)96 | 934.90 | 12.27% | 758.49 | 10.54%

VMTG520

3.3 Artificial Neural Network model

The data collected from JianGuo Overpass and Minsheng W. Road were used for modeling,
and the neural network was trained with Matlab (2009) toolbox. In our model, a two-layer
feedforward network with 7 sigmoid hidden neurons and linear output neurons was employed.
As we want to see the relationship that the downstream flow coming from the upstream with a
time lag, the output vector is the northbound traffic volume from the downstream dector, and
the input vectors are those of the corresponding upstream detectors at the previous time step,
on the JianGuo Overpass on Tuesday to Thursday from 30" June to 23" July 2009.

Our network divided the total 1151 samples into three sets, i.e., the first 805 samples for
training purpose, the following 173 samples of validation data and the remaining 173 samples
of testing data, and trained them with the default Levenberg-Marquardt backpropagation
algorithm. To evaluate the prediction performance and compare with seasonal ARIMA model,
the MSE were used to measure the error. The error estimated for the training data and
validation data were 1149.76 and 585.85 for detector VPLKP40. Figure 5(a) shows the
regression plot for the detector VPLKP40. The regression analysis revealed that R for training
data, validation data and testing data are 0.94771, 0.97209 and 0.96679, respectively. The R
for overall data was 0.95392.

To predict traffic flow on the urban arterial Minsheng W. Road with neural network, the
westbound traffic volumes are analyzed similarly. The error estimated by MSE for the training
data and validation data were 562.61 and 634.45 for detector VMGT520, and Figure 5(b) is
the regression plot. The regression analysis revealed that R for training data, validation data
and testing data are 0.95039, 0.93656 and 0.95123, respectively, and the R for overall was
0.94864.
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3.4 Comparison of seasonal ARIMA and Neural Network

In order to find out which model is capable of predicting future traffic volume, we compared
the MSE of calibration and MSE of validation for the two models. It is noted that the MSE
values are not fully comparable between the two models as the number of data are different,
as there are 864 observations for fitting ARIMA model, and 805 observations for the neural
network. Error estimated by MSE for ARIMA model (2,0,1)(0,1,1)9s and neural network were
1196 and 1149.76 for VPLKP40, and they were 775 and 562.61 for VMTG520. Thus, both of
the model fitting using neural networks on JianGuo Overpass and Minsheng W. Road were
better than the seasonal ARIMA models.

Comparing the calibration and validation MSE, we can see that both the ARIMA model and
Neural Network model can reasonably forecast the traffic flow for the overpass. For the urban
arterial example, the validation error is generally much higher than the calibration error. This
posts the question that if the classic time series modeling methodology is suitable to model
the arterial traffic flow with signalized controlled intersections.

4. CONCLUSIONS

In this paper, traffic flow forecasting are modeled using seasonal ARIMA and neural network,
using traffic data from an overpass and an arterial in Taipei city, Taiwan. Our research
demonstrated the potentials of seasonal ARIMA and neural network in modeling traffic flow
on urban arterials. With the numerical examples, the results show that the seasonal ARIMA at
the temporal dimension and neural network formulating at the spatial dimension are able to
forecast volume data with a high degree of accuracy. However, traffic flow forecasting for
arterial with signalized intersections needs further investigated.

Forecasting of traffic volume at a particular location is useful for the traffic operation at a

local level. However, for the purpose of ATMS which requires a macroscopic view of the

traffic pattern, traffic forecasting for a wide area of the network is necessary. Therefore, the
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spatial-temporal characteristics of the network will be a direction for future studies. For
example, the cross-correlation functions may help in finding out the dependency between
several time series data at different locations over time.

5. FINAL COMMENTS

Although the submitted proposal of the project is to investigate the traffic estimation and
forecasting problem for traffic flow and travel time, the project is only granted for one year (it
was proposed to be two years in the study plan). Therefore, only the traffic flow estimation
and forecasting are executed.

Indeed, following the reviewer’s comments that the travel time estimation in urban arterial is
too difficult to be success in reality because of reasons such as the disturbance of traffic signal,
mixed traffic, as well as the malfunction issues of the vehicle detectors, the applicant further
extended the study direction with submitting a NSC proposal on the spatial-temporal
modeling of traffic flow, which was granted this year for a one year project.
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partly with the NSC fund).
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SHORT-TERM TRAFFIC FLOW FORECASTING FOR URBAN ROADS
Ya-Chen Hsieh and K.I. Wong*

Department of Transportation Technology and Management, National Chiao Tung
University, Taiwan

ABSTRACT

The interests and applications of short-term traffic forecasting have been growing in the
recent years. Many of the applications in Advance Traveler Information System (ATIS) and
Advance Traffic Management Systems (ATMS) require an estimation and forecasting of the
traffic conditions of the network. With a historical database of past traffic data from various
types of vehicle detectors installed in the roads, real-time traffic information is collected
which will be used to estimate the current traffic conditions and predict the condition in near
future. Whereas most of the literature focused on the traffic flow prediction on the freeways,
modeling traffic flow in urban arterials is more challenging as there are disturbances such as
motorcycles and traffic signals in urban area. In this study, the traffic flow forecasting for
urban arterials is investigated. Seasonal ARIMA and neural network are considered as the
algorithms, and two arterials in the Taipei city, Taiwan, are studied in our numerical example.



A MULTIMODAL NETWORK DESIGN
PROBLEM FOR DOMESTIC CONTAINER
TRANSPORTATION WITH SHORT SEA
SHIPPING

WONG, K.I., Department of Transportation Technology and Management, National
Chiao Tung University, Taiwan; kiwong@mail.nctu.edu.tw

LEE, Paul T.-W, Department of Logistics and Shipping Management, Kainan
University, Taiwan; paultwlee@mail.knu.edu.tw

SZETO, W. Y., Department of Civil Engineering, University of Hong Kong, Hong
Kong; ceszeto@hku.hk

LAI, G. H., Department of Transportation Technology and Management, National
Chiao Tung University, Taiwan

ABSTRACT

With the growing importance of logistic in a green and environmental friendly way, it is widely
accepted that short sea shipping (SSS) is a mean to divert the freight traffic from congested
corridor in local communities as well as to reduce environmental costs. It can also relieve the
problem of traffic congestion and investment on road construction and maintenance. This
paper considers a multimodal transportation model for domestic container cargos, in which
the flow of container cargos moving between foreign seaports and domestic cities can be
transported via domestic seaports using SSS and inland by truck. We propose a two-level
strategy in evaluating the various government policies to encourage or regulate the usage of
SSS. While the objective of the freight carriers is to minimize its transportation cost, the
government could internalize the external cost and invest on the transportation network with
considering the cost to the society. A case study with the Taiwan network is performed to
illustrate the benefit and performance of the model.

Keywords: Container Cargo, Intermodal Transportation, Short Sea Shipping, Trucking
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