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Continuous collision detection is widely used in virtual reality applications and physics-
based simulations as well as in robot navigation planning. We developed parallel scheme
for improving continuous collision detection and elementary test processing. We also
employed CUDA for rendering objects on a multi-core platform. We implemented our
system for simulating garments.

Typically a four-stage process is employed for performing collision detection:(1)
construction of the bounding volume hierarchies; (3) updating the bounding volume
hierarchies; (2) traversing pairs of bounding volume hierarchies for culling; and (4)
filtering and the elementary test processing. Much work has been done in the first three
stages of the process for improving the collision detection performance. The last step, the
elementary test processing, has attracted much attention recently. In the elementary test
processing, the potentially colliding triangle pairs are computed for collisions. A
significant amount of time is spent in the elementary test processing in physics based
simulation, such as deformable objects interacting with each other. However, a majority
of the potentially colliding triangle pairs do not collide. These can trigger false-positive
collision events. The situation deteriorates for multiple stacked thin deformable surfaces,
for example, piles of cloth draping over objects. The false positive events could be
eliminated by applying a low cost filter for improving the computation cost in the
elementary test processing, thereby improving the overall performance of collision
detection.

Lastly, we employed CUDA for rendering objects. Users can use our simulation system
to visualize the results.
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Continuous collision detection improves the computation of the contact information for
interacting objects in dynamic virtual environments. The computation cost is relatively
high in the phase of the elementary test processing. In virtual environments, such as
crowds in large urban models, there is a large portion of feature pairs that do not collide
but the computation is relatively of high cost. We developed a robust approach for
solving the scalability of the collision detection problem by applying four distinct phases.
Moreover, a parallel collision detection scheme was developed for improving the speed
of collision detection. We also built a system for rendering objects based on CUDA.
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I. Continuous collision detection

Collision detection is important in the simulation of deformable objects, such as cloth
simulation [Breen et al. 1994; Volino and Magnenat-Thalmann 2000; Bridson et al. 2002;
Baraff and Witkin 2003; Choi and Ko 2005; Govindaraju et al. 2005; Harmon et al. 2008;
Ye 2008; Volino et al. 2009]. A comprehensive survey on collision detection for



deformable objects can be found in [Teschner et al. 2005]. A brute force approach for
collision detection is to perform an elementary test for every two features of triangles.
The run—time complexity is bounded by O(n2), where n is the number of features.
Employing bounding volumes would cull away a large portion of non-colliding triangles,
such as the methods in [Hubbard 1993; Gottschalk et al. 1996; Klosowski et al. 1998; van
den Bergen 1999; Mezger et al. 2003; Smith et al. 1995; van den Bergen 1999]. The
hierarchies of k-DOPs [Klosowski et al. 1998] are widely used because of its high culling
effectiveness.

Continuous collision detection can be used for computing precise contact times for two
objects. Continuous collision detection has been applied in the simulation of rigid bodies
[Redon et al. 2005]. For handling deformable objects, an approach was proposed in [Liu
et al. 1996] for computing the contact time between two triangles by checking the fifteen
feature pairs of these two triangles. Each test for a feature pair involves solving a cubic
equation for the times when the feature pair is coplanar. The shortest distance of the
feature pair is then computed. If the distance is less than or equal to a predefined
threshold, the feature pair collides. Subsequently, this method was adopted in [Provot
1997; Bridson et al. 2002; Wong and Baciu 2005; Hutter and Fuhrmann 2007]. Solving
the cubic equations takes the most amount of time. It is unnecessary to solve the cubic
equations as a large portion of feature pairs are not coplanar over the simulation time
interval. Based on that, Tang et al. [Tang et al. 2010] proposed an approach to filter the
feature pairs that are not coplanar so as to avoid solving the corresponding cubic
equations. They employed a numerical iteration method, Interval Newton, to solve the
cubic equation of the feature pair if the filter test is passed.

An assignment scheme was proposed in [Wong and Baciu 2006] for assigning features to
adjacent triangles. Each edge and vertex in the mesh is assigned to one of their adjacent
triangle in a randomized manner. Their method significantly reduces the number of
duplicate tests for feature pairs. The idea was adapted in [Hutter and Fuhrmann 2007;
Curtis et al. 2008; Tang et al. 2009a].

High-level culling technologies have been proposed for reducing the computation cost in
self-collision detection. Volino et al. [Volino and Magnenat-Thalmann 1994] proposed a
method for partitioning surfaces into low-curvatured regions. There would be no self-
collisions for the regions with low curvature. Originally, the method was adopted in
discrete collision detection. The idea was extended in [Provot 1997; Wong and Baciu
2005; Tang et al. 2009a] for continuous collision detection. Collision detection can be
performed at interactive rate for complex deformable objects by employing parallel
computation techniques. An approach was proposed in [Kim et al. 2009] for treating
inter-collisions and self-collisions as inter-CD tasks. Independent inter-CD tasks are
assigned to different threads for performing parallel update and traversal of bounding
volume hierarchies on a multi-core platform with graphics processing units. In [Tang et al.
2009b], a parallel collision detection method was developed for storing the front nodes
temporarily as the start nodes for the traversal of bounding volume hierarchies at each
frame.

II. Parallel collision detection
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III. CUDA for rendering objects

Popov et al. [14] presented an algorithm of the SAH-based kd-tree on GPUs by
increasing the coherence of memory accesses during construction of the kd-tree
signi_cantly. Later on, Zhou et al. [21] presented a real time algorithm to construct kd-
tree on GPUs. It constructs tree nodes completely in breadth first search order by
exploiting the large scale parallelism of GPUs. For bounding volume hierarchies,
Lauterbach et al. [10] presented a hybrid algorithm to construct SAH-based hierarchies
on GPUs.
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I. Continuous collision detection

We developed a robust approach for solving the scalability of the collision detection
problem by applying four distinct phases. First, k-DOPs are used for culling non-
proximal triangles. Second, the feature assignment scheme is used for minimizing the
number of potentially colliding feature pairs. Third, an intrinsic filter is employed for
filtering non-coplanar feature pairs. Forth, we use a direct method for computing the
contact time that is more efficient than the numerical Interval Newton method. We have
implemented our system and have compared its performance with the most recently
developed approaches.

II. Parallel collision detection
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III.CUDA for rendering objects

We adopted multithreading techniques and streaming SIMD extensions (SSE) for ray
packets. A dynamic loading balancing scheme is employed for multiple threads on a CPU.
On the other hand, we perform ray tracing on a GPU with CUDA. Then we assign tasks
to the CPU and the GPU as evenly as possible for load balancing.
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We have built out system and tested for performance.

I. Continuous collision detection

We implemented our algorithm and performed experiments. All the experiments were
performed on an Intel(R) 2.66 GHz quadcore CPUs with 4GB main memory and one
thread was used. The computation was all carried out in double precision floating point
for solving the cubic equations. The type of bounding volume was k-DOPs. We had
implemented 6-, 10-, 14-, 16-,18- and 26-DOPs. For the update and traversal of bounding
volume hierarchies, we implemented them based on Intel SSE instruction set. The
shortest distance between the features is computed for the times t in an ascending order
[Hutter and Fuhrmann 2007]. On average we found that the performance for using 14-
DOPs, 16-DOPs and 18-DOPs were the best. We compared our algorithm to I-Newton
(implemented in [Kim et al. 2009]) and NPF (non-penetration filter in [Tang et al. 2010])
The type of bounding volume was 16-DOP in all methods. Moreover, we employed our
proposed feature assignment scheme for avoiding duplicate elementary tests. We
recorded the simulation data (such as positions of vertices) and the same set of data was
then employed for each method. In this way, all methods would have to process the same
amount of potentially colliding triangle pairs.



Table 1. Speedup factors for the elementary test processing: Comparison to I-Newton

and NPF.

N-dey Inter-collision 1.44x 1.68x
Self-collision
Cloth-ball Inter-collision 1.39x 1.30x
Self-collision 1.37x 1.29x
Inter-collision 1.44x 1.32x
Garments
Self-collision 1.89x 1.69x
Dragons Inter-collision 1.30x 1.23x
Self-collision 1.32x 1.24x
Cloth-torus Inter-collision 1.38x 1.28x
Self-collision 1.25x 1.23x
3 Inter-collision 1.43x 1.34x
Bunnies
Self-collision 1.39x 1.27x
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III. CUDA for rendering objects

We performed CPU ray tracing on Intel(R) Core(TM)2 Quad CPU Q9400 @ 2.66GHZ
2.67 GHz, 3.25GB RAM platform.There are four cores on the CPU, so we employed four
threads to get better efficiency. For GPU ray tracing, CUDA process runs on NVIDIA
Quadro FX 4600 graphics card that 1.0 compute capability is supported. The overall
performance, however, could be improved up to around 50%.
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Fig. 1 Snapshots of experiments for collision detection.

Figure 2. Rendering results.
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