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Abstract

Sprite coding adopted in MPEG-4 can increase the coding efficiency of backgrounds greatly.
The averaging blending used in MPEG-4 VM’s sprite generator makes some places ever
occupied by moving objects look blurring, and providing automatically segmented masks for
moving objects is suggested. However, automatic segmentation can not produce perfect object
segmentation masks. Segmentation faults in masks causes some moving objects being blended,
and makes ghost-like shadows appear in a sprite. A sprite generation without segmentation masks
is proposed. The proposed generator consists of two novel methods: a balanced feature point
extraction method and an intelligent blending method. The feature point extraction method
estimates the motion of background, and excludes pixels of moving objects from the feature
points. Intelligent blending blends only background pixels into a sprite by a counting schema.
Experiments show the feature points extracted by the proposed method increases the accuracy of
global motion estimation, and the quality of generated sprites is increased. The proposed
intelligent blending excludes pixels of moving objects directly in the blending procedure, and
shadows caused by segmentation faults is not exist. The visual quality of our spriteis close to that
using manually segmented masks and is better than that generated by Smolic et al.’s method.

Due to the geometric transformation applied in sprite coding, a sprite is distorted and its
available view angles are restricted. To solve this problem, multiple sprite generation method is
proposed by Farins with an exhaustive search to find the optimal partition and reference frames.
Let N be the number of frames, it requires O(N°) time and O(N?) space. A fast multiple sprite
partition method is proposed to reduce the complexity. The proposed method includes a fast
partition point finding method and a fast reference frame finding method. The proposed partition
point finding method measures translation and scaling between frames and finds candidate
partition points. The final partition positions are decided from these candidate points, and
reference frames of each partition are found by the proposed fast reference frame selecting
method. Let M candidate partition points are found, the proposed method requires only O(M?N)
in time and O(M?)+O(N) in space. The total size of generated sprites is only slightly higher than
that of Farin’s method.
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1. Introduction

MPEG-4 [1] have adopted sprite coding [2-5] to encode backgrounds belonging to a video
scene into a single image. This technique achieves very low bit-rate with good reconstructed
background quality. A sprite is constructed in the encoder by a sequence of complex algorithms
called a ‘sprite generator’. MPEG-4 Verification Model (MPEG-4 VM) [6] has proposed a
framework of a sprite generator, which is shown in Fig. 1.1. In the framework, a sprite generator
consists of three parts: the global motion estimation, the frame warping and the sprite blending.

video

\ 4

GIobaI Motlon
Estimation GMP warpe
video

v
Segmentation .
Masks Sprite

buffered sprite| Buffer

Warping Blending | —» Sprite

Fig. 1.1 The framework of the sprite generator in MPEG-4 VM.

The global motion estimation finds the global motion parameters (GMP) representing the
gpatial location variation caused by the camera motion of the background in the current frame
relative to the current sprite. Then the current frame is warped (geometrically transformed) to a
warped one with the same camera view as the current sprite. Finally, warped frame is blended
into the current sprite by a blending strategy.

2. Project Goal and Surveys

The goal of this project is to develop a novel sprite generator and a fast multiple-sprite
partition algorithm. A sprite generator is developed based on the MPEG-4’s framework, but the
demand of segmentation masks is removed. Then, a fast multiple-sprite partition method is
proposed. It consists of two algorithms: a video partition algorithm and a reference frame
selection algorithm.

2.1 Survey on Sprite Generation

Several sprite generators have been proposed [7-13], most of them followed the MPEG-4’s
framework. Smoli¢ et al. [7] proposed a hierarchal long-term global motion estimator and a
reliability-based blending strategy to generate sprite. Watanabe and Jinzenji [11] presented a
sprite generator with two-passed blending and automatic foreground object extraction. Lu et al.
[8-10] used a more precise segmentation method proposed by Meier and Ngan [14] to obtain
moving object masks. In these methods, to avoid sprite being blurred, pixels of moving objects
must be excluded from being blended into the sprite. Since manual segmentation is impractical,
unsupervised segmentation methods are employed or developed in these previous sprite
generators [ 7-13]. However, the performance of unsupervised methods can not be guaranteed and
segmentation faults are always existed. These segmentation faults cause the blended sprite blur.

The reliability-based blending [7] is used [7-10] to reduce the blurring. In the reliability-based
1



blending, a frame is divided into reliable, unreliable, and undefined regions according to the
segmented masks, as Fig. 2.1 shows.

(@ (b)
Fig. 2.1. Thereliability masks. (&) A segmentation mask. (b) Extracted reliability mask.

The reliable and unreliable pixels are average-blended separately, and the blended pixels
with the highest reliability are chosen into the sprite. The undefined pixels do not contribute to
the sprite blending. The given distance from the mask border must be large enough to cover all
segmentation faults, or the generated sprite will have ghost-like shadows in some places.
However, it is hard to decide the distance automatically.

2.2 Survey on Multiple Sprite Generation

The performance of a sprite generator is limited to the perspective motion model applied in
the MPEG-4 VM’s framework. The perspective model projects each frame of a video sequence
into a planar coordinate system, which is the coordinate system of the reference frame, as shown
in Fig. 2.2. The reference imaging coordinate system for a sprite is assumed to be the first frame
that is denoted as frame A. All the following frames must be projected to this reference system by
geometric transformation. As the camera rotates, transformed frames are geometrically distorted,
this phenomenon can be found between frame B and transformed frame B. If camera rotation
continues, from Fig. 2.2, we can see that frame C can not be projected to the reference system.

frame Aand transformed A on sprite #1
reference coordinate of sprite #1 transformed B on sprite #1

transformed B on sprite #2

transformed C on sprite #2

- reference coordinate
of sprite #2

Fig. 2.2 Geometric distortions using two sprites.

Massey and Bender proposed to use the middle frame of a video sequence as the reference
frame [15]. The generated sprite will be much symmetric and the boundary area of the generated

sprite becomes much smaller if the background of the frames in the video sequence pans toward
2



only one direction. This method only slows down the increasing effect of the sprite size, but the
range of view angle is not extended.

A technique using multiple sprites was proposed by Farin et al. [16-17]. In their works, the
background of a scene is stored by multiple sprites. In order to fit the MPEG-4 sandard, a video
sequence is divided into several subsequences, and sprites of all subsequences are generated
independently. Fig. 2.2 also shows the geometric distortions using two sprites. In contrast to the
geometric distortion using only one sprite shown in Fig. 2.2, the geometric distortion of frame B
in sprite #2 becomes smaller. Furthermore, frame C, which is unable to be projected into sprite #1
can be projected into sprite #2 now. Full 360 degrees of camera view can be covered if more
sprites are used. They have shown that using multiple sprites not only benefits the wider range of
camera view angles but also reduces storage for the generated sprites. This means that storage
required for multiple sprites is smaller than that for only one sprite. Farins’ method uses
exhaustive search to find the optimal partition set and optimal reference frames for each partition,
and thisis very time-consuming.

3. Proposed Sprite Generation M ethod without Segmentation M asks

A sprite generator without using segmentation masks is developed. The sprite generator
follows the framework of MPEG-4 VM shown in Fig. 1.1. A balanced feature point extraction
method is proposed to get accurate global motion parameters. With the estimated parameters,
each input frame is warped. An intelligent blending strategy is then presented to blend the warped
frame to form a sprite. The details of the proposed generator are described as follows.

3.1 Balanced Feature Point Extraction M ethod

The gradient descent method employed in the global motion estimation is time consuming.
To reduce the time complexity, only some selected feature points in the current frame are
employed while computing the registration error. Conventional methods choose pixels with
largest absolute Hessian values as feature points, but the distribution of pixels with large Hessian
values does not spread uniformly. Fig. 3.1(b) shows the feature points extracted by these methods.
The extracted feature points are concentrated in the half-upper of the image. Thiswill degrade the
accuracy of the estimated parameters because the registration will be focused only on the
half-upper of the image. A close look of sprite generated based on these feature points is shown in
Fig. 3.2(a). Although the half-upper of the sprite looks well, the white lines in the half-bottom of
the sprite are not fitted correctly since no white line points are considered as feature points. To
overcomet oblem,

A S

(@ * (b) (©)
Fig. 3.1 Feature point extraction. (@) Original image. (b) Feature points extracted by

MPEG-4 VM. (c) Feature points extracted by the proposed method.
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The border area of a frame is excluded. The rest of frame is divided into non-overlapping
blocks. For each block, the gray value variance is calculated to test its homogeneity. The
homogeneous blocks are discarded, and feature points are extracted in the non-homogeneous
blocks only.

Suppose that we want to extract N feature points from K non-homogenous blocks, N/K
pixels with largest absolute Hessian values are chosen in each non-homogeneous block. Feature
points extracted from Fig. 3.1(a) using the proposed method are shown in Fig. 3.1(c). In contrast
to the result of using the MPEG-4’s method shown in Fig. 3.1(b), the distribution of feature
points using the proposed method is more balanced. Several points on the white line in the
half-bottom of the frame are extracted as feature points, this will make the white line registered
well and will significantly improve the visual quality of the generated sprite.

However, from Fig. 3.1(c), we also find some points on the player located. These points
should be removed according to the information in segmentation masks, but we do not want to
have masks in our system. These points reduce the accuracy of estimated GMPs.

Since the motions of moving objects usually differ from the motion of background, this
provides us a clue to remove these outliers. Traditional translation-based motion estimation is
applied on each feature point to find the motion vector relative to the previous frame. In order to
reduce the searching time, a global translation is found based on some selected feature points first,
then a full search around the global translation for each feature point is preformed. First, the
global translation is found by the most occurrence motion vector of 100 pixels with the largest
absolute Hessian values in the feature points found previously. Then motion vector of each
feature point is compared with the global translation. Feature points with motion vector differ
from the global translation is classified as moving objects and is discarded from the feature points.
Fig. 3.2(a) illustrates the object pixels found from the feature points shown in Fig. 3.1(c). The
feature points on the player are detected successfully. These object pixels are removed from the
original feature points and the final feature points are shown in Fig. 3.2(b).

(@ (b)
Fig. 3.2 Ouitlier removing. (&) Detected object pixelsin Fig. 3.1(c).
(b) The feature points after removing outliers from Fig. 3.1(c).

Figs. 3.3(a) and (b) show a close view of sprites generated using the MPEG-4 VM’s method
and proposed balanced feature point extraction method, respectively. The same number of feature
points is used in both methods. From the figures, we can see that those white lines in the sprite
generated by the proposed method are registered very well. While the same place in sprite
generated by conventional method looks blurred. The proposed method achieves much better
visual quality.



€Y (b)
Fig. 3.3 Close view of sprites generated using different feature points with the same number.
(8) MPEG-4 VM’s method. (b) The proposed method.

3.2 Intelligent Blending

The precision of segmentation mask affects the quality of the generated sprite. Although the
unreliable region around segmentation mask boundary reduces the segmentation error in the
reliability-based blending, some errors still can not be covered. The uncovered segmentation
faults leave ghostlike shadows in a generated sprite, as Fig. 3.4 shows. In Figs. 3.4(a) and (b), we
can see that the left foot of the player in both frames is not completely segmented. These leave
some shadows after blending as shown in Fig. 3.4(c)

€Y (b)
Fig. 3.4 Ghostlike shadows. (&) Frames A with segmentation faults.
(b) Frame B with segmentation faults. (c) Sprite blended with segmentation faultsin (a) and (b).

The proposed intelligent blending strategy is based on a fact that for a series of pixels in
video frames corresponding to the same location of a sprite, most of these pixels will be
background; only few pixels are moving objects. Since objects are moving, those object pixels
will come from different positions of an object, or even different objects, their intensities will
have larger variation. On the contrary, intensities of those background pixels standing for the
same background point in the real world should be similar, and can be found out by counting
their occurrence. Fig. 3.5 shows the flowchart of the proposed intelligent blending schema.

Let X be the incoming pixel, Sbe the current sprite pixel. A candidate pixel C is used to store
a candidate of incoming background pixel. Two counters Cs and C¢ are used to store the number
of pixels being blended into S and C, respectively. Initially, S and C are undefined and both
counters are set as zero. A similarity check is performed on the incoming pixel by calculating two
absolute differences:

Ds =[X- §

D, =|x- ¢ (3.1)
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Current pixel

4
similar IEsimilar to not

to sprite ycandidate similar
Blend to Blend to Replace
sprite candidate candidate

‘ o
candidate

y occured more

Replace sprite
by candidate

Fig. 3.5 Flowchart of the intelligent blending.

In the garting of the blending, since S is undefined, it is set to be gray value of the first
incoming pixel and Cs is set to one. After filling S the similarity check is conducted. If an
incoming pixel isunlike S(i.e. Dsis greater than a preset threshold T) and C isundefined, C is set
to the gray value of the incoming pixel and Cc is set to one; otherwise, if Dsis smaller than T and
D¢, the incoming pixel is considered as a background pixel and is blended into S Csis increased
by 1. If D¢ is smaller than T and Ds, the incoming pixel is blended into the candidate C, Cc is
increased by 1. Two counters are compared when a pixel is blended into the candidate C. If the
candidate counter is larger than the sprite counter, the sprite and the sprite counter are replaced by
the candidate and the candidate counter. Then the candidate and its counter are reset to undefined
and zero, respectively. This replacement is based on the fact that being described before. Since
the candidate appears more frequently than the current sprite, the candidate is more likely to be
the background.

If both Ds and D¢ are larger than T, the candidate is replaced by the incoming pixel, and the
candidate counter is set to one. With a series of incoming object pixels, the candidate is
continuously replaced by the incoming pixels until a background pixel is replaced into the
candidate. If the background pixels appear continuously, the accumulation of candidate counter
will begin.

Blending results using the Smolic et al.’s reliability-based blending and proposed intelligent
blender are shown in Fig. 3.6. We can see that the ghostlike shadows are eliminated and the sprite

is still clear and sharp.
X 7 X w7 _

Fig. 3.6 Generated sprite using different blending methods.
(a) Smolic’sreliability blending. (b) The proposed method.



3.3 Results and Discussions

The proposed sprite generation is built with the proposed balanced feature points and the
intelligent blending. Comparisons with other methods are made both in PSNR and visual quality.

Backgrounds are reconstructed from the generated sprites and their PSNRs are calculated.
The qualities of generated sprites are measured by computing the averaging PSNR of the
reconstructed backgrounds. The comparison in PSNR is illustrated in Fig. 3.7. While calculating
the PSNR of a frame, only the background parts in the frame are attending the calculation
because the sprite contains only the information of backgrounds in a video sequence. Manually
segmented masks are used to exclude moving objectsin frames.

—-—-averaging without mask
EL) o R averaging with manually masks (MPEG-4 Wi [ L Freeo

———reliability-based blending B :
F-| ——proposed intelligent blending

I I | I
&0 100 180 200 250
frame no

Fig. 3.7 PSNR comparison of different blending strategies.

The results of the average blending with and without manually segmented masks are plotted
in dash-dotted and dotted line respectively in Fig. 3.10. The result without masks is degraded by
the shadows of moving objects and the frame borders, and has low average PSNR of 26.23dB.
With manually segmented masks, the averaging blending shows superior results not only in the
visual quality but also in the measured PSNR. The average PSNR is 28.38dB and is the best
result in our tests.

The reliability-based and intelligent blending strategies are plotted in dashed line, and
normal line respectively. The reliability-based blending has average PSNRs 28.20dB. The
proposed intelligent blending has average PSNRs 28.29dB, which is slightly higher than that of
reliability-based blending and close to that of the average blending with perfect masks. These
experiments show that the proposed method can generate high visual quality sprite without
needing any segmentation mask.

Comparisons in visual quality with Lu et al.’s method [10] are shown in Fig. 3.8. Fig. 3.8
shows close views of two parts from the generated sprites. From part A shown in Figs. 3.8(a) and
(b), we can see that the Lu’s sprite skews seriously but oursis not. Part B in Figs. 3.8(c) and (d)
shows that the white lines in the proposed method are registered well. The average PSNR of Lu’s
spriteis 23.1dB, which is much lower than that of the proposed generator (28.29dB).



Fig. 3.8 Close views of the generated sprites.
(@) PartAby Luetal. (b) PartA by the proposed method.
(c)PartB by Luetal. (d)Part B by the proposed method.

4. Proposed Fast Multiple Sprite Generation Method

In this section, a fast multiple-sprite partition method is proposed. The proposed method
reduces the searching time for finding an applicable partition for multiple sprite generation, and
the memory required during the searching is also decreased in contrast to the optimal partition
method. It consists of two algorithms: video partition algorithm and a reference frame selection
algorithm. The video partition algorithm is developed based on the characteristics of frame
translations and scaling. Since the geometric distortion depends on the accumulated global
translation relative to the reference frame, the accumulated global translation provides a good
measurement on the distortion. The effect of frame scaling caused by camera zoom-in or
zoom-out can be employed in a similar way. A reference frame selection algorithm is developed
based on the idea of Messey and Bender’s work. In their work, the middle frame of a video
sequence is suggested as the reference frame, since its background has higher possibility to be
located at the center of a generated sprite. The proposed algorithm extends this idea by taking the
frame with its background most likely being at the center of the corresponding sprite as the
reference frame.

4.1 Proposed Feasible Partition Points Selecting M ethod

Two types of feasible partition points, translation-based and scaling-based, are found in this
section. These points are possible partition points of the video, and the proper partition points are
decided later in Section 4.3.

4.1.1 Translation-based Feasible Partition Points
The geometric projection distortion comes from the camera rotation. Farins’ experiments [16]
show that the sprite area grows exponentially as camera pan angle increases. Thus the selecting of

partition frames must be highly related to the effect of camera rotation. In order to capture the
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effect of camerarotation, the global translations between video frames are calculated.
First, the global translation between two adjacent frames is calculated by averaging the
background displacements of four corner points:
L= ad .
PI {LT,RT,LB,RB}
where ovlp is the displacement of a pixel p. LT, RT, LB, and RB denote the left-top, right-top, left
bottom, and right bottom pixel. i and j are indices of two adjacent frames. Then the global

translations between any two frames are calculated by arecursive procedure:

(4.1)

v v v
A =y iy, (4.2)

where & isdefined to be (0,0).

The accumulated translations are illustrated in Fig. 4.1(a). The camera pans to the right from
the first frame to frame 29, then pans to the left until frame 107. When the camera begins the
left-panning, the backgrounds of frames from 29 to 69 are going back through an area that has
been recorded into the current sprite. Since the background area already exists in the sprite,
merging these frames into the sprite will not expand the sprite area. Thus, frames from 29 to 69
must not be selected as candidate partition points, and frames 70 to 107 are considered as
candidate partition points.

Now, the camera pans to the right from frame 107 to 204, and backgrounds of frames from
107 to 183 have been recorded, thus they will not be considered as candidate partition points. By
similar reasons, frames 204 to 244 are not considered as candidate partition points, and frames
after 245 are considered as candidates. The candidates of partition points are illustrated in Fig.
4.1(b).

sequence 'stefan’ sequence 'stefan’
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Fig. 4.1 Feasible partition point extraction. (a) Accumulated translations.
(b) Duplicated views and feasible partition points.

The candidates of partition points can be grouped into several pieces, and each piece covers
a small range of view angles. Since the covered view angle range in a piece is small, frames in
the same piece should be merged into a sprite. The first frame in each piece is considered as a
feasible partition point. If the candidates are grouped into K pieces, there will be (K-1) feasible
partition points. This will produce 2K-1 combinations of possible partitions. In Fig. 4.1(b),
feasible partition points are frame 70, 183, and 245.

The above finding method is applied to both x- and y-axis directions, and two sets of
9



feasible partition points (x-axis and y-axis) are found. The final feasible partition points are the
union of the x- and y-axis partition points (FPX and FPY).

4.1.2 Scaling-based Feasible Partition Points
The scaling is calculated in a similar way as the translations. Each frame is geometrically
transformed to its previous frame and the area of transformed frame is calculated. The scaling
factor is calculated by dividing the area of transformed frame to the area of its previous frame.
Then the accumulated scaling is calculated by similar recursive procedure:
as; = 6 Scen =881 Sign s (4.3)

k=i+1

where s, ;. ,, isthe scaling factor of frame j versus frame j-1. The accumulated scaling factors

areillustrated in Fig. 4.2.
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Fig. 4.2 Accumulated scaling factors of ‘tabletennis’.

The quality degradation of a reconstructed frame is higher as the scaling between the frame
and its reference frame increases. Therefore, the accumulated scaling of frames in a single sprite
is limited by the ratio of the maximum and minimum accumulated scaling factors of framesin a
sprite generated from frame k to frame h. That is,

max{as, |k <i £ h}

min{as,k|k<i£h}<t’

(4.4)

where t is athreshold. We process frames in a video sequence sequentially. When Eqg. (4.4) is not
satisfied at a certain frame h, frame h is considered as a feasible partition point. We keep
processing the remaining frames with frame h as the starting frame to find all feasible partition
points based on Eq. (4.4).

The fixed threshold t in Eq. (4.9) has a disadvantage: the scaling ratio of the last partition
will be smaller than that of the other ones. In the other words, the last partition covers less scaling
range than others. This can be solved by applying an adjusted threshold

t¢= k/miax{asll |L£i £ N}, (4.5)

where L is the number of feasible partition points found based on Eq. (4.4) and threshold t, and N
is the number of frames in the video sequence. The feasible partition points, FPS, based on the

accumulated scaling factors are searched again by recalculating Eq. (4.4) with the adjusted
10



threshold t’.

4.2 Proposed Reference Frame Finding M ethod

The second goal of a multi-sprite partition algorithm is to find a good reference frame for
each partitioned sub-sequence. In order to cover larger view angle from both directions of
panning, the frame with its view at the center of the view in the subsequence would be a good
reference frame. Massey and Bender suggested using the middle frame in a sequence as the
reference frame, but the middle frame is not always at the center of view in a sequence. Here, we
provide a method to get the reference frame with view near center.

When a sub-sequence is partitioned, its maximum and minimum values of x-axis
accumulated translations can be found. The maximum value represents the right view boundary,
and the minimum value represents the left view boundary. The mean of the maximum and the
minimum values will represent the view center, and the frame with accumulated translation
closest to the mean value is selected as the reference frame.

4.3 The Complete Algorithm

The proposed multi-sprite partition algorithm is based on the methods described in Sections
4.1 and 4.2. First, the accumulated translations and accumulated scaling factors are calculated and
the feasible partition points based on accumulated translations and accumulated scaling factors
are found separately. Then all feasible partition points based on translation and scaling are
considered as candidate partition points. After finding the candidate partition points, the reference
frames of all possible partitions are found. Based on these candidate partition points and
reference frames, an exhaustive search is performed similar to Farin et al.’s method.

4.4 Results and Discussions

Identical global motion parameters of testing sequences should be used in all competitive
methods to show the performance. Table 4.1 and Table 4.2 show the results of sequence ‘stefan’
and ‘tabletennis’, respectively. In both tables, we can see that Farins’ optimal method achieves
excellent performance. The total sprite sizes of all sequences by the optimal method are superior
to the sizes of using a single sprite. The performance of using multiple sprites is obvious, but the
execution time of the optimal method is very slow.

The proposed method divides the sequence ‘stefan’ into two partitions and divides the
sequence ‘tabletennis’ into three partitions. The total sprite sizes using the proposed method are
only 1.41% and 6.97% higher than those using the optimal method, but the executing time of the
proposed method are greatly reduced from 780 seconds to 4.1 seconds, and 95 seconds to 2.7
seconds.

Table4.1 Experimental results of sequence ‘stefan’.

Partitions (reference frames) Total(t;p/)tr;()a Size Ex?g:)rrl%;l)me
Using asingle sprite
(frame 1~250) 2,862,240
Farin et al.’s optimal method 1-242 (57), 243-300 (265) 766,350 780
Proposed method 1-244 (53), 245-300 (265) 793,529 41

1



Table4.2 Experimental results of sequence ‘tabletennis’.

. Total sprite size Executing time
Partitions (reference frames) (bytes) (seconds)
Using asingle sprite - 620,044
Farin et al.’s optima method 1-49 (48), 50-75 (52), 76-131 (76) 177,766 95
Proposed method 1-51 (4), 52-77 (52), 78-131 (78) 220,964 2.7

4.5 Complexity Analysis

Complexity can be discussed in two different ways. time and space. Both complexities of
the proposed and optimal method are discussed.

The complexity of Farins’ optimal method is divided into two parts: the building of coding
cost matrix and the optimal partition algorithm. While building the cost matrix, the coding cost of
all sub-sequences beginning at frame i and ending at frame k with reference frame r must be
computed. Suppose that the sequence has N frames, the time and space complexity of building a
cost matrix will be N°. However, they had developed a method to reduce the space required to N2
The optimal partition algorithm finding the best partition frame-by-frame takes N? time.

The proposed method calculates the accumulated translation and scaling first, and both of
them take linear time. The finding of candidate partition points is also linear time because it only
observes the changes of accumulated translation and scaling once. Let M be the number of
candidate partition points found, finding reference frame for al possible sub-sequences takes
M?N time. Finally, the Farins’ optimal partition is applied. Since only M candidate partition points
are involved, it takes only M? time. The accumulated translations and scalings must be hold in
memory and the coding-cost matrix must be generated. These will need 2N+M? space.

Table 4.3 shows the complexity of both methods. Since M isusually very small in contrast to
N in practical, for example, M=9 and N=300 in the sequence ‘stefan’, this makes the complexity
of the proposed method better than the optimal method.

Table4.3 Complexity comparison.

Time Space
Farin et al.’s optimal method | O(N®) O(N?
Proposed method O(M?N) | O(M3)+O(N)
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% < A fast multiple sprite partition method is proposed. The proposed
method includes a fast partition point finding method and a fast
reference frame finding method. The proposed partition point finding
method measures translation and scaling between frames and finds
candidate partition points by the measured values. The final partition
positions are decided from these candidate points, and reference frames
of each partition are found by the proposed fast reference frame
selecting method.
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