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A Study of P2P Computing, DNS and Network Infrastructure - Usage Pattern and
Performance
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Currently, P2P traffic dominates most of
the network applications’ traffic on many
Internet sites. For example, about 70%-80%
of the daily traffic at our university, National
Chiao Tung University (NCTU, one of
leading Internet service provider on Taiwan
Academic  Internet =~ Community),  is
contributed by P2P applications. In this
project, we would like to study the topic on
how different network architectures (i.e.,
asymmetric ~ vs.  symmetric  network)
influence the network traffic and the user

behaviors with the peer-to-peer (P2P)
applications. Through the integrated analysis
of Netflow traffic, DNS traffic and network
infrastructure, we would like to make a
comparison of how user behaviors differ
from one another and produce some insights
for facilitating network performance tuning.
Most importantly, we hope that NCTU
experiences could provide some valuable

suggestions for  interested  network
administrators (e.g., academic institutions,
ISP, etc.) to improve the network

performance of their sites.
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As mentioned above, the pattern of P2P
traffic poses another problem aside from the
sheer volume. Therefore, we would like to
further study the topic on how different
network architectures (i.e., asymmetric vs.
symmetric network) influence the network
traffic and the user behaviors with the
peer-to-peer (P2P) applications. As shown in
Fig. 1, using both the ADSL service (i.e.,
asymmetric network) and the Beta Site

Services (i.e., Dorm-Net, symmetric network)

on our campus network as examples (i.e.,
with roughly the same range of people
served), we would like to make a comparison
of how user behaviors differ from each other
on these two typical network architectures
and offer some insights for facilitating
network performance tuning.

(ADSL-Net)

Fig.1: NCTU Campus Network —
Asymmetric vs. Symmetric Network
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In general, DNS traffic consists of

independent queries from different sources
and of different types (e.g., A, MX, and PTR,
etc.). In principle, as shown in Fig. 2, a
typical site might have several independent
advertising and/or recursive DNS servers for
serving incoming and outgoing queries (e.g.,
two for the former and another three for latter)

about the forward and corresponding domain

zones.
Public server agents (G2) Legend
» (i.e., mail, web-proxy, etc.) = Forward DNS Quer}
& A — — > Reverse DNS Query
N C —

I ) = WE==>> Typical Net Conn.
Ordinary = Network Attacks
Client (G1) l

Client + p2p (G3) -
i —

Bot (G6)

attempt
- i.e.,Botnet

Client with protection (G4)
-1.e., IDS, firewall, etc.

Fig. 2: A simple operation model of DNS

Table 1: Typical users/programs of an ordinary

DNS resolving server

Category Examples ( refer to Fig.1)
1.  Ordinary |Ordinary clients without
clients |[specialized protection
(G mechanism
2. Normal [Mail, web proxy etc. (G2),
server  |Personal firewall systems
(G2, G4) ((G4)
* VolP: Skype, FreePP, etc.
3 PZ.P e File Transfer: BitTorrent,
clients
(G3) eDonkey, etc.
Video Streaming:
ppstreaming, etc.
4. DNS Downstream DNS forwarding
server servers
(G5)
5 Malicious|® Botnet (e.g., Trojan, etc.).,
program network virus/worm (mail,




(G6) web, etc.), etc.
* intrusion attempts
(SSH/Telnet/Ftp exploits,

etc.), etc.

According to domain expertise, the DNS
traffic distributions vary from site to site and
slightly from time to time on the same site.
However, in practice, most of the DNS
queries are conducted on some major hosts in
daily use. For example, Table 1 shows some
potential top users (or programs) of typical
DNS servers of our campus network. Under
normal conditions, the DNS clients listed in
2, 4,

recognized and acceptable. However, on the

categories 1, and 5 are usually
other hand, the traffic introduced by hosts in
categories 3 and 6 are usually not welcome.
Often, either they are malicious programs, or
they are underground client/server processes.
All of these might consume lots of network
and system resources. If the administrators
could not recognize the problem sources in
time and handle them properly, under severe
emergent situations, some may even crash

the entire network or related systems.
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m The DNS Traffic Analysis

Most Internet services are based on the
working model that there will be some
Domain Name System (DNS) queries before
the communication activities. Therefore,

patterns of DNS queries are suggestive of

other kind of network

network user behaviors. By intuition, a
statistical approach (as shown in Fig. 3a & 3b,
running the dnstop program) might be such a

typical solution to find the patterns.

50 new queries, 94160 total queries

Figure 3a: Top-N list by sender IP
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Figure 3b: Top-N list by DNS queries
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Fig.4: Traffic statistics (Netflow) from
NCTU campus network.
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As shown in Fig. 5, we also install some

service control
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platforms for conducting high-capacity

stateful  application and session-based

classification and control of application-level
IP traffic per subscriber [6].

Global Bandwidth per Service
Traffc Direction: Both Directions
Time Span: 2008-10-27 12:01:47 - 2008-10-27 18:04:59
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Fig.5: Global Service Type Distribution on
NCTU Campus Network

m The P2P-Network-Architecture
Ontology

Fig.6 shows the skeletal model of the

P2P-network Based the

P2P-network ontology hierarchy, we could

ontology. on
construct the following heuristic rules to help
improve the network performance.

® Heuristic 1:  Adjust the

infrastructure to facilitate

network
p2p
applications and benefit most users of

typical Internet sites.

As mentioned above, P2P traffic dominates
most of the Internet traffic. We could collect
the required statistics by conducting typical
Netflow traffic analysis and DNStop traffic
analysis.

® Heuristic 2: Build a symmetric network
P2P

infrastructure to facilitate

computing.

Netlow Trff
Anelyss

DisTop Treffi
Andysis

Fig. 6: The skeletal model of the
P2P-network ontology.

Currently, most of the typical users (e.g.,
SOHO, home user, etc.) of Taiwan domestic
ISPs use ADSL services. In practice, the
bandwidth of the download capacity of
typical ADSL is much higher than the upload
capacity, which is not very good for
tasks. As

mentioned before, symmetric network rather

conducting P2P computing
than asymmetric network (e.g., ADSL) is
P2P
applications. It is highly suggested that ISPs

more  suitable for  conducting
had better upgrade (or replace) current ADSL
services with other xDSL services to have a
better support of P2P applications.
® Heuristic 3: Build meshed network (e.g.,
fully or partially meshed) to enhance the

network performance.

P2P application routings are primarily based

on user communities rather than on



conventional — network  routings  (e.g.,
determined by network administrators). For
example, as most people know, BitTorrent
starts with a random set of peers, but then
prefers peers that deliver better bandwidth.
Therefore, it is very helpful to build meshed
network to neighboring sites since these
users share lots of similar interests on
(e.g.,
geographical areas, etc.).
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