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Abstract—In this paper, exact signal-to-interference-plus-noise
ratio (SINR) analysis of direct-sequence ultra-wideband (UWB)
systems with Rake receiving in the presence of inter-symbol
interference and multiple-access interference over a generalized
Saleh—Valenzuela (GSV) channel with a generic pulse shaping
function is provided. The SINR expression, for synchronized
multiple-access, is first obtained without assuming random
spreading. The GSV channel structure under consideration is a
generalization of the Saleh—Valenzuela channel structure with
generalized path-gain and path-arrival models, examples of which
can include all the IEEE 802.15.3a UWB channel models and some
of the IEEE 802.15.4a models. Then, by the novel treatment of
renewal processes, the exact average SINR over the GSV channel
statistics is obtained. Our analytical results well match computer
simulations and can readily be applied to evaluate and improve
the performance of UWB systems over realistic channel and
interference models.

Index Terms—Direct-sequence (DS), generalized Saleh—Valen-
zuela (GSV) channel, Poisson process, renewal process, signal-to-
interference-plus-noise ratio (SINR), ultra-wideband (UWB).

1. INTRODUCTION

NCREASING demands for higher-rate wireless com-

munications have induced the need for more advanced
communication technologies. One very promising candidate
is called ultra-wideband (UWB), which is characterized as
a signaling technique with ultra-wide signal bandwidth and
reduced power spectral density [1]. Owing to its ultra-wide
bandwidth, a UWB system has potential advantages over
conventional systems, such as robustness to multipath fading,
coexistence with other systems using the same band, high data
rate capability, and fine time resolution [2]-[5].
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Despite the progress in UWB technology, there is still consid-
erable uncertainty over the parameters of what will constitute
successful UWB designs and deployment. This can be caused
by the difficulty to take into account the unique path-arrival sta-
tistics in UWB channels [6], such as those modified from the
Saleh—Valenzuela (SV) channel model [7] and adopted by IEEE
802.15.3a [8], [9] and 802.15.4a Task Groups [10], [11]. In [8],
a channel is described by two Poisson processes of cluster and
ray arrivals. The inter-arrival time of the ray arrival process is
further generalized to possess a mixed exponential distribution
in [10]. It is clear that successful UWB designs and deployment
should be able to exploit the channel statistics, but we notice
that few analytical results with realistic UWB channel models
have been provided in the literature.

Nevertheless, concerning the performance analysis of
spread-spectrum (SS) UWB systems [12], [13], the average
output signal-to-interference-plus-noise ratio (SINR) of a
time-hopping SS UWB system with Rake receiving over
IEEE 802.15.3a channel models has been provided in [14].
The cluster and ray arrival processes, modeled as Poisson
processes, are approximated by binomial random sequences
under the assumption of very fine channel resolution. The
approximation can, however, become inaccurate with coarser
channel resolution, and the inter-symbol interference (ISI) is
ignored in [14]. A more precise analysis for SS UWB systems
with maximal-ratio-combining over IEEE 802.15.3a channel
models has been conducted in [15] while the effect of the pulse
function is simplified as a rectangular window and neither ISI
nor multiple-access interference (MAI) is considered. In [16],
a computable bit-error rate formula is provided by deriving
the moment-generating function of the sum of combined path
gains in a given observation window. The result is further
extended in [17] to take the shadowing effect and configu-
rations of a Rake receiver into consideration and in [18] for
IEEE 802.15.4a channel models. However, no interference has
been taken into account in [16]-[18]. Although [19] and [20]
have provided some useful analytical results to characterize
the statistics of IEEE 802.15.3a channel models, they are still
not adequate for performance analysis regarding interferences,
such as ISI, and generic pulse shaping functions. For impulse
radio UWB systems employing correlation receivers, e.g.,
transmitted reference systems [21], performance evaluation
regarding inter-frame and multiuser interferences has been
carried out by utilizing some channel-related decay profile
functions [22]-[24], where, however, the profile functions are
only obtained over measurement data or a simplified channel
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model. Consequently, consideration of both the interferences
and realistic UWB channel models have not been completely
addressed in the previous works [14]-[20], [22]-[24].

In this paper, we propose an analytical framework based on
the novel treatment of renewal processes [25], [26] to derive an
exact analytical expression of the average output SINR for a
direct-sequence (DS) UWB system with Rake receiving. The
investigated system model includes the realistic presence of
both ISI and MAI. The SINR expression, under consideration
of the code correlation functions, a Rake receiver with variable
number of combining fingers, and arbitrary channel corre-
lations, is first derived without assuming random spreading,
which was usually assumed in the literature, e.g., [27], [28]. The
discrete-time baseband channel considered is generated and
converted from a generalized Saleh—Valenzuela (GSV) channel
regarding the effect of a generic pulse shaping function, where
the GSV channel structure is an extension of the SV model
[7] with generalized path-gain and path-arrival models. Then,
by treating the cluster and ray arrivals as renewal processes,
the exact average SINR over channel statistics is obtained.
Our analytical results well match computer simulations and
can readily be used to evaluate and improve the performance
of DS-UWB systems over realistic channel and interference
models. It is noticed that, by virtue of the generic channel
structure investigated, our analysis can cover many UWB
channel models of interest, including all the IEEE 802.15.3a
channel models and some of the IEEE 802.15.4a models with
clustering phenomena.!

This paper is organized as follows. In Section II, system and
channel models are introduced. The SINR expression, before
averaged over the channel statistics, is derived in Section III. In
Section IV, the exact average SINR is obtained by exploiting
the properties of renewal processes. Analytical and simulation
results are then given and compared in Section V. Finally, con-
cluding remarks are drawn in Section VI.

II. SYSTEM AND CHANNEL MODELS

In this section, the considered DS-UWB system and channel
models are introduced. To reflect practical system operations,
we consider the equivalent discrete-time baseband models.

A. DS-UWB System

The transmitted signal of the vth user in a DS-UWB system
assumes the following format:

s =dlY) x e

)
where {d,(:) }keZ

mean zero and E {dg")d,(:/)*}

/

denote the modulated data symbols with

E; only when k = k'

and v = 1/ and zero, otherwise. ¢(*)[n] represents an
inﬁglte periodic spreading sequence with period N. and
ZTJ: ~11¢™[n]|? = 1. Assuming N,, synchronized co-channel

I'This paper is extended from a previous conference version [29], where only
preliminary results for IEEE 802.15.3a channel models with idealized effect of
pulse shaping functions are provided.

users,2 we can express the discrete-time baseband received
signal as

W@ [0 — 1]+ nln]

where {h)[n]}EZ} denote the tap coefficients of a
length-L channel experienced by 5)[n] and n[n] is the
complex Gaussian random sequence with mean zero and
E{nn]n*[n']} = Nob[n — n'], representing the effect of the
additive white Gaussian noise. Note that §[n] = 1 whenn = 0
and zero, otherwise.

Without loss of generality, assume that user 1 is the desired

user and d(()l) is to be detected by forming the following decision

variable:
L-1 N.—1
Z = Z h*[7] c*[n]rin + 4] (1
1=0 n=0
where
= [ hli], 0<i<Np—1
hli] = {0, otherwise

and all the superscripts corresponding to the desired user 1 will
be dropped hereinafter for notation simplicity. Note that (1) cor-
responds to the combining operation in a Rake receiver with Ny
fingers. In Section III, we will further investigate the interfer-
ence parts in (1).

B. Discrete-Time Baseband Channel From GSV Channel
Structure

The considered discrete-time baseband channel is obtained
from the GSV channel structure, where a random channel real-
ization consists of clusters of random arriving rays

:ZZO&Tth’l)&(t—Tl _Tk,l) (2)

1>0 k>0

where 6(t) is the Dirac delta function, 7; is the arrival time of
the first ray in the [th cluster, and 75, ; denotes the delay time of
the &th ray in the /th cluster relative to T;. And «(7}, 7%;) is the
path gain of the kth ray in the /th cluster, satisfying that

E{o(Ti, i) (Tv s i )| 115 Tty Ty T a0
_ Qoe—Tz/I‘e—n,z/'Y7 ity =Ty and 74, = T v 3)
0, otherwise

and the fourth-order joint moment,

E {a(Tll » Thy,ly )O‘*(Tb ’ Tkz,lz)a(Tls ’ Tk’3,13)a*(Tl4 ) Tk'4,l4)

|Tl Tk, 0;.J = 1,...,4}, can be nonzero only if (I1,k1) =
(lg,k‘g) = (lg/kg,) = (l4,]€4) ( kl) = (l/ ]C/) and
(14, k5) = (I}, k) where (l;k;) j=1,....,4,is arelabeling

2The synchronized assumption can be realized by applying some synchro-
nizing methods, e.g., those in [30], [31] with novel signaling and receiving de-
signs. Nevertheless, it is possible to extend the following analysis to asynchro-
nized cases, as will be commented in Section VI.
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of (I;,k;), 7 =1,...,4. Also Qy is the mean energy of the first
ray in the first cluster, and I" and v denote the cluster and ray
decay factors, respectively. For ease of the following analysis,
we also require the following ratios to be constant:

E {|a(T1, 710) o T, ) 1P| 10, it Tt

" = B (T o) P[ T e} B {lo(@h ) Pl 7}
@
E T 41,
ry= {la (T3, i) | L Tt} )

B (E {|a(ﬂ,7k,l)|2|n77k7l})2

for all k, k', 1.3 Note that, the path loss, frequency-dependent
decay, shadowing effects, etc., are not included in the path-gain
model since we mainly focus on the multipath effect.

According to the realistic channel measurements [7], [8],
[10], the cluster inter-arrival times, {7} —T;_1 };>1, are assumed
to be independent and identically distributed (i.i.d.) exponential
random variables (RVs) of parameter A with probability density
function (pdf):

fo(z) = Ae™A", (6)

The initial cluster arrival time, Tg, follows the same distribution
whenever there is no line-of-sight (LOS) but it is set to zero if
LOS is present. The ray inter-arrival times, {75 — Tk—1,1 }x>1,
are, on the other hand, assumed to be i.i.d. RVs with a more
generic pdf

f1(£L) = ﬁ . /\16_>\1z + (1 _ ﬁ) . /\Ze—Azz )

where 0 < # < 1. The initial ray arrival times 79; = 0, for all /,
i.e., there is always a ray when a cluster begins. Note that, when
B =1, (7) is reduced to an exponential pdf of parameter A;.
The GSV channel structure described by (2)—(7) can com-
prise many channel models of interest. For example, when
{a(T},7%1)} are complex Gaussian RVs, the cluster and
ray inter-arrival times assume exponential distributions of
parameters A and \q, respectively, and, if 7; = 0, one can
obtain the complex baseband channel structure defined in [7].
When {«(T}, 1)} are further modified to be real-valued RVs
with log-normal distributed magnitude and equally probable
positive and negative signs and T is chosen according to
the presence of LOS, we have the IEEE 802.15.3a passband
channel structure, in absence of the shadowing effect, de-
scribed in [8], [9]. The values of 79 and 74 can be found to
be, respectively, e(n10/10)*e% apq e(1“10/10)2(”f+”5), where
o1 and oo are constants defined in [8]. For IEEE 802.15.4a
channel models specified in [10], [11], excluding CM4 and
CMS of the tap-delay-line structure and CM7 of ray decay
factor v varying with the cluster arrival times, {« (7}, 7,)} are
RVs with magnitude of Nakagami-m distribution* and uniform
random phase, and one can have 7y = e("19/ 10)* 08 ueter and

3This assumption is actually not too restrictive as it will be seen that these
two ratios are indeed constant for the UWB channel models of interest, namely,
the considered IEEE 802.15.3a and IEEE 802.15.4a models.

4Although the IEEE 802.15.4a channel structure allows a different value of m.
for the first ray in each cluster, which makes that r4 in (5) may not be a constant,
we notice that it is not implemented in the concerned IEEE 802.15.4a channel
models [10].
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ry = e(n10/10°0%ier (1 4 e=mo+™5/2)  where o eusters Mo
and mg are constants defined in [10]. The cluster and array
arrival models are identical to those in the GSV structure
except that the number of cluster arrivals is a Poisson RV with
mean L, contrary to the nonrestricted case in (2). However, the
following analytical results based on (2) can still be applied to
some of the IEEE 802.15.4a channel models, as will be clarified
in Section V. It is noticed that each of the [IEEE UWB channel
models is abstracted from rich channel measurements and
shall best represent the channel ensemble of certain scenarios,
e.g., see [6], [9], [11], and references therein. Therefore, the
following analytical results can also reflect the performance
tendency of DS-UWB systems in various real-world UWB
channels.

The discrete-time baseband channel coefficients {h[n]}==}
can then be obtained by

W] = / T (T — Dh(t)e Tt dt

= > 9T =Ty = m)el(Ti, i g)e e Tt
1>0 k>0

®)

where 7' is the chip duration of the DS-UWB system and g(¢) =
J25 p(w)p(u — t)du is the composite response of the pulse
shaping function p(¢) and the matched function p(—t) at the
receiver. We may assume that ¢(¢) is real-valued and satisfies
g(0) = 1, corresponding to unit pulse energy. The term ¢ ~7w<?
stands for the down-conversion process for passband channel
models, e.g., those in [8], with w. = 27 f. and f. the carrier
center frequency. Note that we should have w. = 0 for the case
with baseband channel models [7], [10]. Finally, the value of €2
will be properly chosen so that

L-1

> E{lhln]l*} =1
n=0

and that of L denotes the largest tap index with tap energy above
a threshold of the ignorable value. Regarding the multiple-ac-
cess, we assume that different users experience independent
channel realizations from a common channel model.

III. SINR EXPRESSION AT THE RAKE RECEIVER OUPUT

In this section, the effect of ISI, MAI, and noise will be in-
vestigated. The SINR expression before being averaged over the
channel statistics will be obtained. We start by expanding (1)
into the following terms:

Ny—1 -1 L-1
=0 i=0 1=0,1#i
N.—1
’ Z d| (n—143)/N. " [n]c[n — 1+ i]
n=0
N, L-1L-1

+3 33 W)
v=2 1i=0 [=0

>

n=0

d(")

[(n—t4i)/N. € (0] — 1+ ]
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L—1~ N.—1
+ Z h*[i] Z *[n]nn + 4]
Nf 1
Z |h[i]|? +ZISI+ZZMAI+Z
v=2

where the first term denotes the desired signal and the remain-
ders correspond to ISI, MAI, and noise. We can define the av-
erage output SINR as in [14] by

E.. (E{ ; |hm|2}>

Py |hli]|”

EL|Z —dy-

(NzlE [hf })
E{|ZISI|} NE {’ZﬁAI‘2}+E{|Zn|2}

where the expectation is over the random data and channel sta-
tistics and the equality follows from the fact that the interference
and noise terms are uncorrelated of zero mean. As a companion
metric, the amount of fading [15], [32] defined by

Var{ > |h[z’]|2}
AF = =0

Sty

will also be considered, and a smaller value of AF indi-
cates less relative variation in the combined channel energy
and thus better signal quality. For the case without ISI and
MAI, (10) can coincide with the original definition in [32],

(10)

i.e., Var {SNR,} / (E{SNR,})®, where SNR, is the output
signal-to-noise ratio at the Rake combiner output.

The ISI effect for DS-SS systems with low spreading gain
has been investigated in [27] and [28] where random spreading
sequences are commonly assumed. In this paper, we can, how-
ever, obtain an expression for the ISI power as a function of the
employed spreading sequence, which can then be used to eval-
uate and optimize the spreading sequence design by looking at
the resulting interference power. Define the two periodic code
correlation functions as in [27]

(—m—1) mod N,

R [m] = Z ¢*[n)c)[n 4 m)
n=0
N.—1
RV [m] = > ¢*[n)e™[n + m]

n=(—m—1) mod N.+1

and the channel-related correlation functions of higher-order
cross moments as shown in the equation at the bottom of the
page, where the expectation is over the channel statistics. Then,
we can obtain (11), as shown at the bottom of the next page,
where R{-} denotes the real part of its entry. Similar to the
derivation for (11), the normalized MAI power can also be ob-
tained as in (12), shown at the bottom of the next page. Finally,
direct calculation results in

{127} Ny e

2 - E 1;] n/Z:o
Ny—1

Y E{MOA 40/ —n]}  (13)

=0

c*[n]e[n’]

and then the average output SINR can be obtained from
(9)-(13). From (11)—(13), it can be observed that the output
interference and noise powers are functions of the correlation
functions of both the spreading sequences and channel taps. In
contrast to the UWB systems with sparse pulses, as considered

l&] = L%
otherwise
lv] =15 +1
otherwise
[ =T%1
otherwise
[F1=[%1-1

otherwise
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in [22]-[24], the pulses/chips of DS-UWB systems are close in
succession and thus the suppression of the output interference
relies heavily on the design of the spreading sequence. Although
low autocorrelation side-lobes and low cross-correlations of the
spreading sequences generally give smaller values of (11) and
(12), the effect of the channel correlations should be considered
as well. Consequently, the obtained equations, regarding the
joint effects of the spreading sequence and channel, can be
particularly useful in obtaining the best sequence(s) from a set
of candidates, as will be demonstrated in Section V.

IV. EXACT AVERAGE SINR OVER GSV CHANNEL STRUCTURE

Careful examination indicates that computation of (9)—(13)
requires evaluation of F {|h[n]|2 , E{h[n1]h*[n2]}, and the
generic form E {h[n1]h*[na]h)[n3]h()*[n4]} (for all the
channel-related correlation functions and other related quanti-
ties). We first note that

E{ I’} = E{hlmlh e}, oy (4

487

and, by the assumption that all users’ channels are independent
but generated from a common model, we can have

E {h[nl]h*[nz]h(”)[n3]h(”)*[n4]}
= E{h[n1]h*[n2]} - E {h[ns]h*[n4]}

if v # 1. Consequently, it suffices to consider the two-tap
correlation, E {h[ni]h*[n2]}, and the four-tap correlation,
E {h[n1]h*[no)h[ns]h*[ng4]}. It is noticed that, for IEEE
802.15.3a channels, the two-tap correlation with generic g(#)
can be obtained from [20], while, in the following subsections,
we are able to provide extended results for the GSV channels.
The four-tap correlation for IEEE 802.15.3a channels can be
found from [15] when an idealized rectangular g(¢) is assumed.
We can, however, derive exact results for the GSV channels
with generic pulse shaping functions. The key to the desired
results is the analytical framework based on the useful proper-
ties of renewal processes, as will be introduced in the following
subsection.

] ( (1,1) [m]R(l 1)*[ /] —I—]A%((:l’l)[m]ﬁigl’l)*[ml])

1,1 * D > *
+ 3030 B ] (RO =] RED ]+ RO [=m] RO -]

RV [m, /| RS [m] RED* [

=1lm’'=1
N.—1N.—1 N
+ 30 S B RO ) RO [
m=1 m’'=1
L—-1 L-1
+ 303 B imm ROV m]REl’”*[—m’]} 1n
m=1m'=1

(R(l y)[ m]R(l 1/)*[

) (RO ] R )+ R ] R )

] R(lu)[ ] (1 u)[ m/])

L—-1 L-1
+ 2%{ Z 3 RN [m, m! | RO [m] RO [

m=0m'=0
N.—1N.—1

+ Z Z R (1,v) [, m/] Rgl’”)[m]l%gl’”)*[—m']

m=0 m’'=1

L—-1 L-1

3 > B,

m=1m'=1

ml]Rgl’V) [_m]f%‘(jl,z/)* [_m/] } )

12)
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A. Properties of Renewal Processes

In a Poisson process, the time durations between successive
occurrences of a concerned event are i.i.d. exponential RVs.
When the inter-arrival time follows a common generic distri-
bution, we can obtain a renewal process, where an event occur-
rence is called a renewal [25], [26]. It is clear that the cluster
arrival and ray arrival processes in a GSV channel can both be
described by renewal processes. We first recall some useful re-
sults from [25] and [26].

Definition 1 (Renewal Function and Renewal Density [26]):
Consider a renewal process, {N(t),t > 0}, with inter-arrival
time pdf f(z). The renewal function, denoted by M (), is de-
fined as the mean number of renewals in (0, z], i.e.,

M(z) = E{N(z)}.

The first derivative of M (x) with respect to z is called the re-
newal density, denoted by m(z).

One useful property of m(z) is that m(x)dz corresponds to
the probability that one renewal occurs in (z, z + dx)[25], [26].
Since the probability of more than two renewals in (z, 2 + dz)
vanishes as dz approaches zero if f(z) does not degenerate to
8(z), it turns out that m(z) corresponds to the instantaneous
rate of a renewal process at time x. It should be noted that m(z)
is not a pdf in x since

ot
tlim m(z)dx = tlim E{N(t)} = .
oo Jr=0 — 00
Yet the probability nature in m(z) still allows manipulations as
for pdfs. In addition, m(z) can be obtained from f(z) by the
following relation [26]:

Lemma 1: Let m(z) be the renewal density of a renewal
process with inter-arrival time pdf f(z); then m(x) can be ob-
tained from f(z) by

 L{f(x)}
L@} = T 27T

where £{-} stands for the Laplace transform.

Note that m(z) defined above does not include the possible
arrival at z = 0, which can, however, be present in the cluster
and ray arrival processes of a GSV channel. To accommodate
this phenomenon, we will consider the extended renewal density
(ERD) m(x) such that m(z)dz corresponds to the probability
that there is a renewal in [z, 2 + dz). Now, with Lemma 1, we
can further obtain the following two useful lemmas:

Lemma 2: Let m.(z) be the ERD of the cluster arrival
process in a GSV channel with inter-arrival time pdf given by
(6). Then

me(r) = A+ 6(z)ILos (15)
where [ = 1 if the event F in the subscript is present and zero,
otherwise.

Proof: When there is no LOS, the cluster arrival process
is exactly an ordinary Poisson process with rate A. Then, by
Lemma 1 and (6), it can be shown that

me(x) = A.

When LOS is present, there is always a cluster arrival at time 0,
which then contributes to the second term in (15). |

Lemma 3: Let m,|.(y|z) be the conditional ERD of the ray-
arrival process, given that its cluster begins at x, in a GSV
channel with inter-arrival time pdf given by (7). Then

Mple(ylr) = A+ ce™ W 4 §(y — )

where 1 = 1/[(1 — B)A1 + BA2], ¢ = B(1 — B)(A\1 — X2)?p,
and A = )\1 )\2[1,.

Proof: Ignoring the ray arrival whenever a cluster begins,
we can have that the ray-arrival process is an ordinary renewal
process with inter-arrival time pdf f,.(z) given in (7). Then, by
the fact that the ray arrival process only depends on the time
difference to its start time, we first have

(16)

mr|c(y|$) = mr(y - .17)

where m,.(z) is the renewal density obtained from f,.(x). By
Lemma 1, one can obtain that

me(y —x) = X+ ce—W—=z)/n

with p, ¢, and A defined above. The last term in (16) occurs since
there is always a ray whenever a cluster begins. |

Notably, (16) reveals that the ERD of the ray arrival process
can decrease with time when 3 # 1, which provides additional
flexibility for channel modeling as utilized in [10]. On the other
hand, if 3 = 1, one can simply set ¢ = 0 in the following
analytical results.

B. Two-Tap Correlation

Now, with the above properties, the two-tap correlation can
be obtained as obtained by

E {h[m]h*[no]}

(;) E{ZZ Z Z g(an—Tl _Tk,l)

150 k>01'>0 k'>0
~g(neT — Ty — 1 )Ty, i) o™ (T, T )

. e_j‘-‘)c(Tl+Tkﬂ,l—Tll—Tk/,l/)}
®)
=By Y g(mT =T =)
1>0 k>0

2
cg(nol =Ty — 7i0) | e(Th, 70 ) | }

© /OOO /OtE{g(an — t)g(nsT — t)

2| a cluster in [s, s + ds) }

Jals,t —5)|

with a ray in [¢,¢ + dt)
My (t]s) Me(s)dsdt

e t
:/ g(mT = t)g(naT — 1) - / Qpe=/Te=(t=5)/
0 Jo

: [)\ Feem =)/ (1 — s)] [A + 8(s)ILos] dsdt

—~
=
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where the equality (a) follows from (8), (b) is by the path-gain
assumption in (3), (c¢) represents the calculation conditioned
over all possible cluster and ray arrival times, and (d) is ob-
tained by (3), Lemma 2, and Lemma 3. After evaluating the
above equation, we can arrive at the following proposition:
Proposition 1: Consider a discrete-time baseband channel
converted from a GSV channel according to (8), and then the
cross-correlation of two channel taps h[n1] and h[ns] is given

by
E {h[ni]h*[n2]}
= Q(]A [)\anl,ng (’77 0) +
=+ QoACﬁ [Bnl,ng (’vYa 0)

(1 - Ap>Bnlvn2 (r70)]
- Bnlmz (F,O)]

489
+ ILos - Q0 [ABn, s (7,0) + ¢Byy ny (7,0)
+Q(H1T)g(n2T)] (17)
where p = (1/T = 1/7) %4 = (/v +1/p)~", p = (1T -
1/4)", and
Bunn (€, we) = / g(mT — t)g(nT — t)e™t/s eIy,
0 (18)

C. Four-Tap Correlation

For the four-tap correlation, we first observe the first equa-
tion shown at the bottom of the page. Then, by removing the
terms with zero contributions due to the assumption on the

E {hn]h*[nolh[ns]h*[na]}

2 P3) 3393 3) 3 3) WAL

1120k12012>0k2>01320k3>010,>0k4>0
g(an - Tll = Tkyi,ly )g(nZT - le

= Tka,ly )g(n3T - TlS

(le » Tha,lo )O‘(Tls » Tha, I3 )Oé* (Tl4 ) Tk4,l4)

= Tks,l3 )g(n4T - Tl4 - Tk4,l4)

e dwe (Tll F7hy 0y — Ty = Tho i 115 + Tk 15 —T1y —Tk4,13) }

E {h[m]h*[nolh[ns]h*[na]} ZE{ DD D 9T =Ty~ )

110 k1 >0 135>0 k3 >0

g(TLQT - Tll

- Tklyll)g(n?’T - Tls - TkB,lB)

g(n4T - Tl3 - Tks,ls) |a(Tl1ka1711)|2 |O‘(Tl377—k3,l3)|2}

E{Z Z Z Z g(an_Th _Tkl,ll)

1:>0 k1 >012>0 k3 >0

g(nsT —
g(nyT —

T, = Ty 1) 92T =11, — Thy 1)
2 * 2
le - Tszz) (a(ThaTkhll)) (a (T1277—k2712))

Lo J2we (Tll +Thq 1, — T, *Tk-Q.tg) }

S0 P3) 3 3) SUELIEEN

>0k1>015>0 ko >0

(’I”L4T -

g(nsT

Tl1 — Tky,ly )g(’l’LgT - le - Tk2,l2)

2 2
- le - Tszz) |O‘(T117Tk1,11)| |a(T1277_k2,l2)| }

E{Z Zg(an =1 = 1) g(n2T —1i — 1)

1>0 k>0

g(nsT

=T = 71,1)g(naT = Th — 73,1) |0l(Tl>Tk,1)|4}

19)
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fourth-order joint moment of path gains, one can obtain (19),
as shown at the bottom of the previous page, where either
the cluster arrival times or the ray arrival times are distinct
in the first three terms. For the path gains defined in [7] and

[10], E{(oz(Tth._yl))2 = 0, for all k, [, and the second
term vanishes. But, for the real-valued path gains in [8],
E {(a(Tl,Tk,l))Q} = E{|a(Tl,Tk,l)|2} and we may denote
and rewrite the second term as

Ps(ni,n3,na,ng,we)

:E{Z Z Z Z g(an—Th _Tkhll)

11>20k120102>0k22>0
~g(nsT = Ti, = Tiy 0,)9 (2T — Ty, — Ty 1)
' g(n4T - le - Tszz) |O‘(T117Tk1,ll)|2

' |a(T12 y Tha,lo ) |2 e*ijc (Tll FTeyny Tt Ty '12) } .

(20)

Now, since the first and third terms in (19) are equal to
Py(ny,n9,n3,n4,0) and Ps(ni,n4,n9,ns,0), respectively,
it suffices to evaluate (20), which is accomplished in the Ap-
pendix.

Denote the last term in (19) by Py(n1, n2, ng, n4), and then it
can be evaluated in a similar way as for the two-tap correlation,
as shown in the equation at the bottom of the page, where 74 is
defined in (5). For clarity, further define

By i ma (§)
= [ gnaT — g(naT = 0g(asT — )g(nT — e e
0
and then, after some calculations, we can obtain
Py(n1,n2,n3,14)
= ryQZA

/\Pl Bm ,M2,n3,ny (%)

T
+ (1 - )\pl)Bn1,n2,n3yn4 <§>]

+ mQ%Ach

-1
2 1
Bn17n23n37n4 <<; + ;) )
r
- Bnl,ng,ng,n4 <§>

Y
)\Bnl,ng,ng,n4 (5)

—1
2 1
+ CBnlan27n33n4 <<; + ;) )

+ g(n1T)g(n2T)g(n3T)g(naT)

+ ILos

. 7"49%

21

where p1 = (2/T = 2/7)  and p2 = (2/T = 2/7 — 1/p)~".
In summary, we have the following proposition:

Proposition 2: Consider a discrete-time baseband channel
converted from a GSV channel by (8), and then the cross-cor-
relation of four channel taps h[n1], h[na], h[ns], and h[ng] is
given by

E{h[n1]h* [no]h[ns]h*[na]}
= Pz(nl,ng,ng,n4, 0) + Pz(nl,ng,ng,n4,wc)

+ Po(n1,m4,n2,n3,0) + Py(n1,n2,13,n4)

where Po(m,n,m’,n’,w.) and Py(n1,n2,n3,n4) can be ob-
tained from (24) and (21), respectively.

V. NUMERICAL AND SIMULATION RESULTS

A. Application to IEEE Channel Models

The application of the above analytical results to IEEE
802.15.3a channel models in [8] is straightforward by setting
¢ = 0 and substituting corresponding values to other parame-
ters, while it is not the case for IEEE 802.15.4a channel models
[10] as mentioned in Section II-B. The number of cluster
arrivals of a GSV channel, if we restrict 0 < 1; < Tirune,
becomes a Poisson RV with mean AT}, une + I1,0s. On the other

Py(ny,n9,n3,n4) = /000 A E{g(an —t)g(noT — t)g(nsT — t)g(naT — t)

Jals,t - )[*

Mo (t]s)Me(s)dsdt

a cluster in [s, s + ds)
with a ray in [¢, ¢ + dt)

- / g T — t)g(naT — H)g(nsT — H)g(naT — 1)

ot 2
. / r (Qoefs/re*(tfs)/’Y)
0

: [)\ Fee @ O/m 51— s)} A + 8(s)Ios) ds dt
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Fig. 1. Average tap energy for IEEE 802.15.3a channel models with chip duration 7" = 0.769 ns and root-raised-cosine pulse function of roll-off factor 0.3.

TABLE I
VALUES OF M = (L — ILo0s)/(AT') FOR THE
IEEE 802.15.4A CHANNEL MODELS

Model L A I M = (L — I 0s)/(AT)
CM1 3 0.047 22.61 1.882
CM2 3.5 0.12 26.27 1.110
CM3 5.4 0.016 14.60 18.836
CMS5 13.6  0.0448  31.70 8.872
CM6 10.5 0.0243 104.70 4.127
CM9 331 0.0305 56.00 1.938

hand, channel realizations generated from the channel models
of clustering phenomena in [10] take the following format:

L.—1
h(t)= > (T, mi)6(t = Tr — 7h1)

1=0 k>0

where L, is a Poisson RV with mean L but there is no restriction
on 7;. For a GSV channel to give the same average number of
clusters, we shall restrict 0 < 7} < Tirune = (L — ILos)/A.
Since the cluster power decreases exponentially with time, a
cluster arriving at 7; becomes ignorable if 7; > MT with I the
cluster decay factor and M not too small, which effectively cor-
responds to Tiune = MT. Consequently, for IEEE 802.15.4a
channel models with M = (L — I1,0s)/(AT") not too small, our
analytical results should be able to provide good predictions, as
will be verified in the following subsection. Since this value of
M is obtained by matching the the mean cluster number of the
cluster arrival process over [0, MT") to L, it follows that, for an
IEEE 802.15.4a channel model with M very small, cluster ar-
rivals may essentially appear within the confined time interval
[0, MT) and the average energy is expected to be relatively more
concentrated on the front taps than that of the corresponding
GSV model. Table I summarizes the values of M for IEEE
802.15.4a channel models, excluding CM4, CM7, and CMS8 of
different structures from the GSV model.

B. Performance Evaluation and Comparison

In this subsection, performance results of DS-UWB systems
over IEEE UWB channels will be presented, along with simula-
tion results to verify our analysis. For IEEE 802.15.3a channels,
we assume a DS-UWB system with carrier center frequency of
3.9 GHz, chip duration T' = 0.769 ns, and a root-raised-cosine
pulse shaping function of roll-off factor 0.3, as used in [13].
Since the DS-SS scheme is not adopted by the IEEE 802.15.4a
Task Group [33], we will test another system configuration,
which can also demonstrate that our analytical results are valid
for wide ranges of system parameters. Therefore, for IEEE
802.15.4a channels, we will consider chip duration 7" = 2 ns,
roll-off factor 0.5, and particularly discuss the value of M,
which may affect the accuracy of our analysis.

The analytical results of the average tap energy given by
(14) and (17) with IEEE 802.15.3a CM1, CM2, CM3, and
CM4 channel parameters specified in [8] are first compared
with computer simulations. For each channel model, 10000
channel realizations are averaged in the simulations, and the
comparisons are given in Fig. 1. As observed, the analyt-
ical results well match the simulations. For IEEE 802.15.4a
channel models: CM1, CM2, CM3, CMS5, CM6, and CM9, the
analytical and simulation results for average tap energy are
compared in Fig. 2. As shown, when M > 4, our analytical
results can give close predictions; while the average energy of
4a channels with M really small is more concentrated on the
front taps, as expected. The simulated SINR performance of
the DS-UWB systems with a single user and three co-channel
users are also provided to verify our analytical results regarding
interferences. Assume the following additional configurations:
Ey, /Ny = 15 dB, binary phase-shift keying (BPSK) data mod-
ulation, the first spreading sequence of N. = 12, 6 specified
in [13] for the single-user case and the first three sequences
of N. = 24, 12 for the multi-user case, Rake receiving with
finger number Ny = 3n, forn = 1,2,3,..., and 10000
channel realizations tested for each user. Then, comparisons
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Fig. 2. Average tap energy for IEEE 802.15.4a CM1, CM2, CM3, CM5, CM6, and CM9 channel models with chip duration 7" = 2 ns and root-raised-cosine

pulse function of roll-off factor 0.5.
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Fig. 3. Average output SINR versus the number of Rake fingers for a DS-UWB system with a single user over IEEE 802.15.3a channels.

of analytical and simulation results over IEEE 802.15.3a CM1
(with LOS) and CM2 to CM4 (without LOS) are given in
Figs. 3 and 4 for the single-user and multi-user cases, respec-
tively. It is clear that our analytical results agree with computer
simulations very well. For the curves of CM1 in the single-user
case, it is interesting to note that choosing Ny = 12 suffices
to approach the optimal SINR. In fact, with the sequence of
N. = 12, more fingers can even degrade the performance due
to the resulting severe ISI by the short period of the spreading
sequence. This phenomena has, however, not been revealed in
previous related works ignoring ISI [14]-[17]. The analytical
and simulated curves for AF are also collected in Fig. 5, where
30000 channel realizations are averaged for each simulated
curve. Together with Figs. 3 and 4, it can be observed that the

number of Rake fingers to reach most of the asymptotic SINR
values can be considerably small for channels with LOS, while
one can obtain better AF values over CM2 and CM4 channels
than those for CM1 with more Rake fingers. An immediate
application is now evident that one can readily determine the
number of Rake fingers with the best trade-off among SINR,
AF, and receiver complexity by evaluating the average output
SINR and AF versus the number of Rake fingers according to
our analytical results.

For IEEE 802.15.4a channels, we may consider CM3, CM5
(with LOS), and CM6 (without LOS) with M > 4, under which
our analytical results are expected to give good estimates. For
SINR simulations, the same additional configurations as for
IEEE 802.15.3a channels are assumed, and comparisons with
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Fig. 5. Amount of fading versus the number of Rake fingers over IEEE 802.15.3a channels.

the analytical results for the single-user and multi-user cases
are shown in Figs. 6 and 7, respectively. As observed, our ana-
lytical results can reach good agreement with the simulations.
For AF curves given in Fig. 8, the agreement is weaker for
CM5 and CM6 with smaller values of M. But the deviations
are not large and the tendencies have essentially been catched.

C. Finding the Best Spreading Sequence

An alternative application of our analytical results is to
find the best spreading sequence regarding the joint effect of
the sequence and channel, as noted at the end of Section III.
For the demonstration purpose, we consider the length-6 and
length-12 sequences for the single-user scenario over IEEE
802.15.3a CM1 and CM2 channels. Assume a ternary alphabet,
{—A,0, A}, for each sequence entry where A is a scalar for

normalization of the sequence energy; then there are totally
3% — 1 and 3'2 — 1 nonzero length-6 and length-12 candi-
dates, respectively. According to the previous SINR and AF
results, we can pick out the sequences that give the best and the
second-best SINR values with 12 and 24 Rake fingers for CM1
and CM2 channels. Table II summaries the found sequences
with the achieved SINRs. Note that only the representative
sequences are given in the table and other equivalent sequences
giving the same SINR values can be obtained by circularly
shifting the representatives or multiplying them by —1. It is
interesting to note that the best sequences are of the same
type, i.e., there is only one nonzero entry. In addition, the best
length-6 sequence and the second-best length-12 sequences for

the CM1 channel turn out to be identical to those adopted in
[13].
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Fig. 6. Average output SINR versus the number of Rake fingers for a DS-UWB system with a single user over IEEE 802.15.4a CM3, CMS5, and CM6 channels.
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Fig. 7. Average output SINR versus the number of Rake fingers for a DS-UWB system with three users over IEEE 802.15.4a CM3, CMS5, and CM6 channels.

VI. CONCLUDING REMARKS

In this paper, we have derived an exact analytical expression
of the average output SINR for a DS-UWB system with Rake
receiving in the presence of ISI and MAI over the GSV chan-
nels. The novel treatment of the renewal processes is the key
for the analytical results. Computer simulations have verified
the accuracy of our analysis over different channel and system
configurations. The obtained analytical results can readily be
applied to performance prediction/evaluation and system opti-
mization over realistic channel and interference models, such
as determination of the number of Rake fingers with the best
tradeoff among SINR, AF, and receiver complexity, finding the
best spreading sequences, etc.

It should be noticed that, although synchronized multiple ac-
cess is assumed in the paper, the analytical results can, in fact,
be extended to the asynchronous case by first imposing the mul-
tiple-access random delays in (2) and adjusting the discrete-time
baseband channels in (8) for the co-channel users. Then, the
extension will only involve the modification of the co-channel
users’ two-tap correlation functions required in the formula of
the MAI power. For the concern of the applicability of our ana-
lytical results in real-world UWB channels that may not be well
described by the IEEE UWB channel models, performance eval-
uation can still be carried out by computing (9)—(13) with the
channel correlation functions obtained through averaging the
channel measurement data whenever they are available.
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TABLE II
SELECTED REPRESENTATIVE SEQUENCES

Sequence Length ~ Channel Model SINR  Representative Sequence(s)
6 CMI 644 (—100000)
58 (—-11-1-1-10)x+/1/5
(-1-1-11-10) x4/1/5
6 CM2 597 (—100000)
568 (—11-1-1-10) x4/1/5
(-1-1-11-10) x4/1/5
12 CMI 1137 (—-100000000000)
1059 (—-1-1-1111-111-110) x4/1/11
(-11-1-11-1-1-11110) x,/1/11
12 CM2 950 (—-100000000000)
904 (—-11-1-1-10000000) x4/1/5
(-1-1-11-10000000) x/1/5
APPENDIX of the cluster arrival process, m(sz2|s1)

EVALUATION OF P3(n1,n3,n2, N4, W)

We first separate the evaluation of (20) into two cases, namely,
Ty # Ty and T; = Ty but 74,; # 74 1, which corresponds to
cases that the two distinct rays in (20) belong to different clus-
ters or a common cluster. Denote the corresponding contribu-
; () ()
tions by P,"(n1, ng, na, na,we) and Py~ (n1,n3,n2, N4, we),
respectively. Then, for the former contribution, let the ray at ¢;
belong to the cluster at s; with 0 < s; < ¢;,¢2 = 1,2, and
$1 # $9, and let m(ty, 81,12, s2) denote the joint ERD. Re-
stricting to s; < s2 and noting the probability nature of the
ERD, we can have

m(ty, 51,2, 82) 1[5, <sy)
= [m(ta]t1, 51, 82) - ™
'I[sl<52]
= [myc(tals2) -

: I[S1<82]

(t1ls1,82) - m(s2]s1) - me(s1)]

Mpie(t1]1) - e(s2)I[sy>0) - Me(s1)]

where m(+|-) is an abbreviated notation for the conditional ERD
and the last equality follows from the fact that ¢; and ¢, only de-
pend on s1 and ss, respectively, and, by the Markovian property

=1m(s2 —51) =A =

me(82)1[s,>0)- By symmetry,

m(t17317t2752)l[51>82]
= [Mpc(t1]s1) - Tpe(tals2) - me(s1) ][5, 50) - Te(s2)]
- I[Sl>52].

Now conditioned over all possible cluster and ray arrival times,
P( (n1,n3,m2,n4,w.) can be found to be

I

t1 ;éh
’fLQT — tg) (7’L4T — tg)e_jzwc (tl _tz)

/ / 906—51/Fe—(t1—51)/*y,Qoe—SQ/Fe—(tQ_SQ)/y
0 0

-ty s1,t2, 52) (s, <s0) + M(t1, 51,82, 52) 15, 5.55])
. dsldSthldtg
= Q(%Cm,ns (we)Chyny (—we) + ILos

’ Q(2) |:Cn1,na (we) ()‘an,m (77, —we)

+ B s (3, =) + 9(n2T)g(naT))

’fllT — tl) (713T — tl)
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/oo /OO
0
70 t1F#to

. / g Que=t/Te1=9)/7 . e=s/T o=t/
0

. (ﬁl(tl, t2, S)I[t1<t2] + ﬁl(tl,tz, S)I[t1>t2]) dsdtldtz

g(niT — t1)g(nsT — t1)g(naT — t3)g(naT — ty)e 2w (t1=t2)

= T2Q%A (/\(1 - )\pl - Cp2)Dnl,n3,n2,n4('77wc) + C(l - /\92 - val)Dnl,nB,n2,n4(;Y7 wc)

+ Acpz [Bm,na (v, we) + By, ns (%, we)] [an,m (v

+ )\()\,01 - CpZ)Bnl,na (77 wC)B"27n4 (77 _wC) + C(Cﬁl

_w0)]

- )\,DZ)Bnl,ng (;y/ wC)anﬂM (;ya —’lUC))

) —'LUC) + Bn2,’n4 (’77

+ ILOS : TQQg <[)‘Bn11"3 (’V? ’U}C) + CBn1,"3 (;Y wC)] [)‘Bn2,"4 (’V? —’U)C) + CBTL2,"4 (;Vv —’U)C)]

+ g(an)g(n3T) |:)\Bn2,n4 (’Y _wc) + CBng,n4 (;Y _wc)]

+PﬂmmWww+dﬁmJ%Wﬂﬂmﬂﬂmﬂ>

(23)

+ ()‘Bnl ;N3 (77 wc) + CBnl,n3 (’3// wc)

+g@nTm0mT»cmmx—wa} 22)

where the restriction ¢; # to is ignored since the integrand is
integrable in R? and the support of {#; # t»} is of zero measure.
In addition, By, (-, ) is defined in (18) and

Cm,n(wc) =A [)‘mem(’77 wc) +
+Acp [Bomn (¥, we) —

(1 = Ap)Bmn (L, we)l

Bn(T,we)] -
For the contribution from a common cluster, let the cluster

arrive at time s and (¢, %2, s) be the joint ERD of the cluster

and ray arrival times. Restricting to £; < t9, we have s < #; <
to and

m(t1,te, ), <)
= [Mrje(t2]8) 11> 5) - Tre(ti]8)] Tty <o) - Mc(8) Tasty]
= [/\ + ce_(trs)/“} [)\ +ce” /1 gty — s)]
Tty <t,) - [A + 0(5)ILos] Tjs<t,1-

By symmetry

m(tlat% S)I[n >to]
= [A n ce*(trS)/u} [A + e 9)/m 4 (g, — s)]

. I[t1>t2] . [A + 6(8)ILOS] I[sgtz]-

Again, similarly, Péc)(nl,ng,ng,m;,wc) can be found to
be as shown in (23), at the top of the page, where the re-
striction t; # t9 is also ignored by the same reason as for
P2(d)(7z17n3,n2,n47wc) and 7o is defined in (4) and intro-
duced since rays at ¢; and ¢, have the same cluster effect.

Besides, p1 = (2/T — 2/4)7%,
p2 = (2/T' = 2/y—1/p)~", and

o= (2/T = 2/9)7",

Dy ingmang 57 wv

// g T — 11)g(nsT — 1)

ngT—tz) (n4T—t2)
—]ch(fl ta) —|tl ta]/€ —2m1n(t1,t2)/l—'dt1dt2.

In summary

PZ(n17n37n27n47wc)

= Pz(d)(nla,n/?)an??nél?wc) + P§C)(n17n37n27n4aw6) (24)

where Pz(d) (n1,n3,n2,n4,w.) and PQ(C) (n1,n3,n2,ny4,w.) are
given by (22) and (23), respectively.
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