FREFTAELR RS LT R E

»+ e K+ 7y

The Study of Connect6 and K-in-a-row games

Fhae W RHATE O FEAVE
P % %0 NSC 95-2221-E-009 -122 -MY2
WA 2006 087 0lpE 2008& 70 3¢

B JERE = IR g
FRadEAs
FEEE R CHLZ HIF R SR R

@&
#=
r
N
T
‘\
b
7\
7

m

TSRS 3 E RS CORINL S EEN

AR HENT RE 2L “Tri :

AR Y e FIRL -

[ AR R Z Y AR 2 — >
Dq'}ﬁ@]“’—(ﬁjﬁfg %’iﬁ'\‘ "F”jﬂ;/* ilﬁ’?{\;pm )Ié-—‘ i
(R & v 3 23R P T H23 - >

/%@/:—% JT\“ . Kﬁé_g
2L
P
A

REEE I RERAAFTAIAT
PoE 3 R® 4L+ &2 Lo -1

%#%
e

HaR+



EE X

AP HIAFAB205EF - BEORETRFELFRAHEF L - Kmh - kT
Frepk F HPEEE o pl PN - A L Connect(mnkp,q): 2 v A IR LIFLZE F 0 23
AT QI REBIRL T pF Amxn it LS k—rﬂ“z%”éﬁ* *Nﬁfrmkﬂ“%ﬂ" ’
L€ R mﬁk{— + 42 @ Connect(19,19,6,2,1) » i It % & & % i = > & # % Connect6 -
AAPHE LR ANEIE LTRSS 4&:\»,{&%%—5 -+ BT EERE
G B E ST BT S (- BRR) 2L PR Fla g PSR STR

B o

NI R RF-hwmy RO SR AR R SATERY FARE F AR
%71 7 I 48 (open problems) > ¥ - BApE EEFA T AT R o AEE A F Ty 1 (FIHE P
PR - BRI L IFRP 40T

Lo e fk 2 m4r4p b R

2. FIRIFAFA FHEAIFERES

3. A3 & A 22 F 3T null-move heuristics = jE 0 A 2 gt E P 2 F - it A
% /Eiwftfm] °
4,  FH M I KIHE* A2 F #.a937 dependency-based search FjiE o
g
5. B Rhip * %t 3 fihinthreat proof search Hji o
6. Ayl ez A BHE - kA2 ATenn FHBHAR L T o
7 ﬂ’# ieﬁkjptl,ﬁ?@fgfﬂi & m——rvftfgi—\ °

Vi e p AN AR 3L -

P TX-HO B B (%8 Figure 13(a)) & 2 &% o i34t F # 7 ¢
o bMAARLERZAD (AWIYTE10" 3p ) A3+F 48
MRRAAE A I ERNEFY L ERSERT TR

B EWE Y -

HipE s ph A H £ S d N HRRFE BT 2B P E S
-l ST HEEN S BT IR 2 2R s SHBRARRIRE TR

TR AR R

Méagze A1 FE T3 3 (@) B h T cHFHF S F
% %% ~ null-move heuristics + dependency-based search - proof-number search °



Abstract

In the 11th Advances in Computer Games Conference (ACG'11), the principle investigator
(PI) of this project presented a paper that proposed a new family of k-in-a-row games, called
Connect(m,n,k,p,q). Two players, say B and W, alternately put p stones, black and white
respectively, on unoccupied intersections of an mxn board, except for that B initially places q
stones. The one who gets k consecutive stones first (horizontally, vertically or diagonally) of
her own wins. Among these games, Connect(19,19,6,2,1) is most interesting to this paper and is
named Connect6. For Connect6, since one player always has one more stone than the other after
making each move. This balanced advantage makes it promising as a fair game, unlike the

traditional Gomoku (five-in-a-row) apparently favoring B.

Since the game was newly introduced, there have been many open problems. This project is

to investigate these problems. In this project, the research items of the first year are as follows.

1. Collect and analyze the related data.
Study and design a primitive artificial intelligence program for Connect6.

3. Study and propose a new null-move heuristics technique for Connect6, and prove some
winning patterns based on the technique.

4. Propose and design a new dependency-based search technique for Connect6.

The research items of the second year are as follows.

5. Study and design a proof-number search technique for Connect6.

6. Generate new Tsumego and Joseki for Connect6 by running programs as described above.

7. Study and design a strong artificial intelligence program based on the above search

techniques.

In this project, we proved that a popular Joseki, TX-H9 Joseki, won by black (the first player).
And, we also wrote a program, named NCTU6, and won the gold of the 13th Computer
Olympiad in 2008.

For Connect6 as well as some potentially fair connect games, since they have the features of
simple rules, fairness and high complexity in playing, they has high chances to be popular as
Gomoku all over the world. This will be of great help to promote the image and name of our

country.

Keywords : Artificial intelligence, Gomoku, Connect6, Connect games, Tsumego, Joseki, Search
techniques, threat-based search strategy, null-move heuristics, dependency-based search,

proof-number search °
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1. INTRODUCTION

A new family of k-in-a-row games were introduced and presented by Wu and Huang (Wu
and Huang, 2005). A k-in-a-row game is called Connect(m,n,k,p,q) as follows. Two players,
say B and W, alternately place p stones on an mxn board in each turn except for that the first
player places q stones for the first move. The player who gets K consecutive stones of his
own first wins. Games in the family are also called Connect games. Obviously, Go-Moku in
the free style is Connect(15,15,5,1,1). For simplicity, Connect(k,p,q) denotes the game
Connect(eo,0k,p,q), played on infinite boards.

Among these Connect games, Connect(6,2,1), also named Connect6, is most interesting due
to fairness and game complexity. Since Connect6 was presented (Wu and Huang, 2005), tens
of thousands of players, including many Renju dan players, have played this game in a
Taiwan game site (ThinkNewldea Inc., 2005). So far, these dan players still have not been
able to identify who the game favors.

Like Go-Moku, threats are the key to win for Connect6. Since Connect6 was presented,
many players have learned how to win by making double-threat moves, each with two threats,
as defined in Section 2. Recently, Lee (Lee, 2005), a Renju 3-dan player, presented some
Josekis and Tsumegos for Connect6. Among them, he thought that W wins in the opening
position in Figure 1 (below), and also showed many subsequent variations from this position.
Three subsequent variations are shown in Figure 2, and winning sequences from these
variations are respectively shown in Figure 3. These winning sequences indicate the
importance of making single-threat moves in Connect6. For example, the moves at (14,15)
and (18,19) in Figure 3 (a), (10,11) and (22,23) in Figure 3 (b), and (14,15) and (22, 23) in
Figure 3(c¢).

This paper investigates new threat-based proof search techniques for Connect6 programs.
These search techniques include dependency-based search and threat proof search. Based on
these techniques, this paper solves many positions including those in Figure 2. In addition,
the program with these new techniques is apparently stronger than our old program, which
uses only double-threat moves in threat-based search and can already beat 70% players in the
above game site.

This paper is organized as follows. Section 2 reviews the game Connect6 and some related
definitions and properties. Section 3 describes threat-based proof search for Connect6
programs. Section 4 reports the experiments on solving positions. Section 5 concludes our
work.

2. DEFINITIONS AND PROPERTIES

Definition 1. For Connect6, assume that one player, say W, cannot connect six. B is said to
have t threats, if and only if W needs to place t stones to prevent B from winning in B’s next
move.

Figure 1: An opening position favoring W given by Lee (Lee, 2005).
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Figure 4: Threat patterns for Connect6. (a) One threat, (b) two threats and (c) three threats.

Threats are defined in Definition 1 as above. Figure 4 shows line patterns with one, two and
three threats. A move is called a single-threat move, if there is one and only one threat after
the move, and a double-threat move, if two. Based on the above definitions, we can derive
the following properties for Connect6 (Wu and Huang, 2005).

1. One player can win the game if the player has three threats.
2. Consider some line on the board only. Placing one stone on this line increases threats
by at most two.

Based on the second property, live and dead threats are defined in Definition 2.

Definition 2. In Connect6, a line includes a dead-| threat for one player, say B, if B only
needs to add extra 4—1 stones to create one threat. Similarly, a line includes a live-| threat for



B, if B only needs to add extra 4—I stones to create two threats. ||
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Figure 5: (a) Live-3, (b) live-2, (¢) dead-3 and (d) dead-2 threats for Connect6.

Figure 5 illustrates live-3, live-2, dead-3 and dead-2 threats. The four threats are also called
potential threats or P-threats, since one more move can create one or more threats. Among
potential threats, live-3, live-2, dead-3 threats are also called highly potential threats or
HP-threats, since one more move can make two or more moves. Among HP-threats, live-3
and dead-3 threats are also called HP3-Threats. For a HP3-threat, placing on one square of it
can make one or more threats.

3. THREAT-BASED PROOF SEARCH FOR CONNECT®6

Many proof search techniques, such as dependency-based search (Allis, 1994; Allis, Herik,
and Huntjens, 1995), proof-number search (Allis, 1994; Allis, Meulen, and Herik, 1994),
lambda-like search (Thomsen, 2000; Cazenave, 2001; Cazenave, 2003), were proposed to
reduce the search tree size and prove whether a game position is a win for one player.

For simplicity of discussion, this player who is to be proved to win is called Attacker and the
other Defender in the rest of this paper. For a game position P, a sequence of subsequent
moves is called a move sequence from P. A move sequence from P is called a double-threat
sequence from P, if the subsequent moves made by Attacker are all double-threat moves. A
move sequence from P is called a mixed-threat sequence from P, if all the subsequent moves
made by Attacker are either single-threat or double-threat moves.

Subsection 0 presents a threat space search framework for Connect6. Subsection 0 presents
some schemes to detect whether positions are in a quiescent state. Subsection 0 presents
dependency-based search for Connect6, while Subsection 0 presents the technique of threat
proof search based on null move heuristics to find all the implicit threats.

Threat Space Search Framework

For Connect6, similar to other Connect games, such as Go-Moku, it is important to prove by
a search tree whether Attacker wins in a game position. Such a search tree can be considered
as an AND-OR search tree (Allis, 1994), instead. For a position, the corresponding search
node returns the value true, if the position is a win for Attacker; and it returns the value
false, if the position is a draw, a win for Defender or a quiescent. A position is a draw
when all stones are filled up in the board without winners. If an infinite board is used for
Connect6, there is no draw game. So, for simplicity, this paper ignores draw games, and
considers quiescent positions, instead. A position is quiescent when it is hard for Attacker to
win from the position. The routine IsQuiescent, described in more detail in Subsection 0,
is designed to judge whether the current position is quiescent.

The positions to be moved by Attacker are represented as OR nodes, while the positions to be
moved by Defender are as AND nodes. The operation steps of these search nodes are as
follows.

1. If Attacker wins for this position immediately, return true.
2. If Defender wins for this position immediately, return false.



Call the routine IsQuiescent. If the routine returns False, return false.

In OR nodes, call the routine EvaluateBestMoves, which generates a list of nodes
for several best moves by Attacker, and evaluates each node in the list. If some node
returns true (win for Attacker), return true; otherwise, return false.

5. In AND nodes, call the routine EvaluateAl IMoves, which generates a list of nodes
for all the moves by Defender, and evaluates each node in the list. Note that if some
node returns False, return Fal se; otherwise, return true.

palbad

From the above operations, we can easily obtain Corollary 1 (below) that a position is a win
for Attacker if the corresponding search node returns true. However, this does not imply
that the search node must return true if Attacker wins in the position.

Corollary 1. For an AND-OR search tree as described above, if the returning value the tree
is true, then Attacker wins. |

For the above operations, one problem is that the routine EvaluateAl IMoves needs to
generate all the moves for Defender. The routine is time-consuming for 19x19 boards and
even impossible for infinite boards. Therefore, we need to change it to
EvaluateAl IDefensiveMoves, which only generates a set of defensive moves. If it
can be proved that Attacker wins for all the other moves not in the set, then Corollary 2 can
be obtained. Subsection 0 describes the technique of threat proof search based on null move
heuristics to find all the defensive moves. This technique can be used in the routine
EvaluateAl IDefensiveMoves.

Corollary 2. For an  AND-OR  search tree using the  routine
EvaluateAl IDefensiveMoves as described above, assume that Attacker wins for all
the moves not in the set of defensive moves, generated by the routine. If the returning value
of the tree is true, then Attacker wins.

For the above operations, another problem is how many and which best moves need to be
generated for Attacker in the routine EvaluateBestMoves. Normally, the number of best
moves is usually limited to a threshold, say 10. For Connect6, since one move includes two
squares, there are many combinations even for double-threat moves. So, the threshold is
usually high, like 30, for finding solutions. However, for such a high threshold, the program
may generate many quiescent moves, which usually result in a huge tree size. Therefore, it is
important to filter moves. In this program framework, the routine EvaluateBestMoves
simply uses the routine IsSQuiescent to determine whether to continue the search.

Quiescence Detection Heuristics

As described in Subsection 0, our Connect6 program uses the routine 1sQuiescent to
determine whether positions are quiescent, and stops searching in quiescent positions in order
not to traverse a huge search tree. For finding a winning double-threat sequence,
IsQuiescent returns true, unless Attacker makes a move with two threats. Such an
IsQuiescent is fast, but too conservative to prove some winning positions as those in
Figure 2. The most aggressive way to design IsQuiescent is to return false in all cases,
that is, try to find all the possible results. However, this is not realistic since it expands a
tremendously large tree. This subsection presents an in-between design for IsQuiescent,
based on our empirical experiences. In order not to expand a huge search tree, this routine is
still somewhat in a conservative manner, but can be more aggressive by adjusting some
parameters. This routine is described as follows.

As described in Subsection 0, this routine is especially important to limit the number of
Attacker’s moves generated in the routine EvaluateBestMoves. This paper only
discusses the routine IsQuiescent called in the AND node to be moved by Defender. In
AND nodes, Defender must have no threats. Otherwise, the operation step 2 of the AND
node returns False. Let us discuss the heuristics in the following three cases, C1, C2 and
C3, respectively.

Case C1: Attacker has two threats.

This routine IsQuiescent simply returns Fal se in this case.



Case C2: Attacker has one threat only.

This routine IsQuiescent returns False, if one of the two non-quiescent conditions C21
and C22 holds, and true, otherwise.

® Non-quiescent condition C21: Defender has dead-3 threats but no live-3 threats, while
Attacker has one HP3-Threat plus at least two additional HP-threats (without counting
the single threat).

For example, the move at (22, 23) by W (Attacker) in Figure 2 (b). Since Defender has
only dead-3 threats, Defender places one stone to defend Attacker’s single threat, while
placing the other either to make a single-threat move or to defend one HP-threat. For the
former, Attacker can place one stone to reply Defender’s single threat, while placing the
other to make threats in the next move. For the latter, since Defender has no threats,
Attacker can use two HP-threats to make a double-threat move.

® Non-quiescent condition C22: Defender has no HP3-Threats, while Attacker has at least
two additional HP-threats.

For example, the moves at (14,15) and (22,23) in Figure 2 (¢). Since Defender has no
HP3-Threats, Defender places one stone to defend Attacker’s single threat, while
placing the other to defend one HP-threat. Thus, Attacker can still make threats in the
next move.

Case C3: Attacker has no threat.

This routine IsQuiescent returns False, if one of the three non-quiescent conditions
C31, C32 and C33 holds, and true, otherwise.

® Non-quiescent condition C31: Defender has only one dead-3 or live-2 threat and no
more HP-threats, and Attacker has one HP3-Threat plus at least two HP-threats.

It is possible for Defender to make a threat without subsequent threats. For example, the
move at (6,7) by W (Attacker) in Figure 1. As long as Attacker maintains three
HP-threats including one HP3-threat, it is still likely that Attacker gets some chances to
fight back. On the other hand, if Defender can increase the number of HP-threats, then
Defender takes the initiative and the position becomes quiescent.

® Non-quiescent condition C32: Defender has dead-2 threats and no HP-threats, and
Attacker has one HP3-Threat plus at least two HP-threats.

For example, the move at (10, 11) in Figure 2 (¢). Since Defender has no HP3-Threats,
Defender places two stones either to form a threat or to defend Attacker’s HP-threats.
For the former, while placing one stone to defend the threat, Attacker can still place
another make a new threat. For the latter, since Defender can block two HP-threats,
Attacker can make threats from the remaining HP-threat.

® Non-quiescent condition C33: Defender has no P-threats.

Since Defender cannot make threats in the next move, there is no need to worry about
Defender’s counter threats. This happens initially. For example, the move at (2, 3) in
Figure 1.

Dependency-based Search

Dependency-based search, also called threat space search, (Allis, 1994; Allis, Herik, and
Huntjens, 1995) is an important search technique for Go-Moku to reduce the tree size. This
search technique can also be applied to Connect6 with some modifications. One issue for
dependency-based search is to let Defender place stones on all the defensive squares at a time.
For a double-threat move, all the defensive moves together covers a set of defensive squares,
called the reply set, which has at most four defensive squares. If Defender places all stones in
the reply set and Attacker still wins, then this implies that Attacker still wins for all the
defensive moves. For example, in Figure 7 (below), W places four stones for each



double-threat move, such as squares 6, 7, 8 and 9 for the double-threat move at (4,5). Since
all the three kinds of defensive moves at (6,8), (6,9) and (7,8) covers the four squares and
such a defense, four at a time, will greatly reduce the search tree

However, on the other hand, placing more than two defensive stones for a double threat may
make it harder to find winning threat sequences in some positions, where some winning
threat sequence actually exists. For example, in Figure 2 (b), if let Defender (B) place on the
reply set for W’s double-threat move at (28, 29), then W cannot win due to 34 occupied by B.
This problem can be solved by detecting whether the moves with more than two defensive
stones refutes potential winning sequences, and then to search these defensive moves
individually again.

Figure 6: A position for dependency-based search.

Another important issue for dependency-based search is to reduce the tree size by traversing
threat-space search trees, like Go-Moku (Allis, 1994; Allis, Herik, and Huntjens, 1995). For
Connect6, this paper focuses on the effects of single threats and double threats. In this
subsection, dependency-based search for Connect6 is illustrated by the position in Figure 6,
where a correct winning sequence for B is to place stones on both A and D and then on both
B and C.

In threat-space search trees, paths from the roots to leaves are called threat dependency
sequences. In a threat dependency sequence, each element (S, n, y) denotes three attributes,
respectively indicating the squares to play (at most two squares), the number of threats to be
created, and whether a defensive move refutes the sequence. The element for placing one
stone on a dead-3 threat includes one square and one created threat. The element for placing
two stones on a live-2 threat has two squares and two created threats. The element for placing
one stone on a live-3 threat has one square and two created threats. Note that there are no
elements for placing two stones on a dead-2 threat.

For the threat dependency tree starting from A, a threat dependency sequence SQa is {(A, 1,
1), (B, 1,7), (C, 2,v)}. The rules of generating sequences are as follows. In the sequence, the
first element with L indicates that all the defensive moves such as E do not refute the
sequence, while the second element with y indicates that some defensive move, say at F,
refutes the sequence. For an element with one square and with y, the sequence can still take
one extra element with one square only (but no more), e.g., (C, 2, y), since it is possible that
B makes a move on both squares at a time. For the tree starting from B or C, a threat
dependency sequence SQgc is {(B&C, 2, y)}. The sequence contains no more elements since
the element with y has already two squares and the move at G refutes the sequence. For the
tree starting from D, a threat dependency sequence SQp is {(D, 1, 1)}.

A threat dependency sequence for Connect6 is called a winning threat sequence or a WT
sequence, if the sequence can be partitioned into consecutive subsequences with the
following conditions.

® In the last subsequence SQ, the total threat number is more than two, and, in each of



other subsequences, the total threat number is two.
® In each subsequence except the last one, the last element is not marked with y.
® In each subsequence, the total number of squares is at most two (normally two).

Each subsequence represents a move made by Attacker. Obviously, if a threat dependency
sequence is a WTy sequence, Attacker wins as in Corollary 3. For example, both {(X&Y, 2,
D), (Z, 1,v), (W, 2, y)} and {(X, 1, L), (Y, 1, L), (Z, 3, L)} are WTy sequences, but the
sequence SQa is not.

Corollary 3. If a threat dependency sequence is a WT sequence, Attacker wins. I

Furthermore, a threat dependency sequence is called a WT; sequence, if the sequence can be
partitioned into consecutive subsequences with the above three properties except for that the
first property is modified as follows.

® In the last subsequence SQ, the total number of threat numbers is more than two, and in
each subsequence in front of SQ, the total number of threat numbers is either one or two.
The number of subsequences whose total threat numbers are one is i.

Each subsequence with one threat in total represents a single-threat sub-move made by
Attacker. A sub-move is to place on one square only. Thus, for a WT; sequence, if the board
has other i independent single-threat sub-moves, Attacker wins as in Corollary 4. For the
above example, the threat dependency sequence SQa is a WT; sequence, and Attacker (B)
wins since SQp has an independent single-threat sub-move.

Corollary 4. If a threat dependency sequence SQ is a WT; sequence and there exists at least i
single-threat sub-moves independent of one another and SQ, Attacker wins. ||

Threat Proof Search

Threat proof search includes lambda search (Thomsen, 2000), null move heuristics (Allis,
1994; Wu and Huang, 2005), and abstract proof search (Cazenave, 2001; Cazenave, 2003)
are usually used to determine implicit threats, such as Go-Moku and Go, by preventing from
searching all the moves in a large board. These search techniques share the same threat
strategy as follows. First, Defender makes a null move that places neither stones on the board,
and then apply dependency-based search to finding winning double-threat sequences for
Attacker. If some winning double-threat sequence is found, we need to determine the
relevance zone (Thomsen, 2000) for Defender to defend. If the relevance zone is much
smaller than the board size, a great amount of time can be saved. For Connect6, this is
especially important since an infinite board is considered. For Connect6, we define relevance
zones in Definitions 3 and 4, and then can easily obtain Corollary 5 (below).

Definition 3. For a given position P to be moved by Defender, a set of squares S is called a
RY(P)-Zone, if the following condition holds: If Defender places neither stones in S, he must
lose.

Deflnltlon 4. For a given position P to be moved by Defender, a set of squares S is called a
RY(P,s)-Zone, if the following condition holds: If Defender places one stone at S and the
other not in the set S, he must lose.

Corollary 5. For a given position P, let S2 be a R®(P)-Zone, and S1(s) be a R‘(P,s)-Zone,
where S € S2. Defender loses in P, if Defender loses for all the moves at (S,S’), where s € S2
ands” e S1(s). ||

From above, for a position P, the routine EvaluateAl IDefensiveMoves can be
designed for Defender by considering the following three cases. The first case is that
Attacker has already two threats in P. In this case, Defender simply tries all the defending
moves for the two threats.

The second case is that Attacker has one threat in P. In this case, Defender first places the
first stone, say at S, to refute the threat. Then, find a RY(P,s)-Zone, denoted by S1(s). Thus,
for all s’ in S1(s), (s s’) are defensive moves.



The third case is that Attacker has no threat. In this case, first find a R®(P)-Zone, denoted by
S2, and then finds R‘(P,s)-Zones, S1(s), for each s € S2. Thus, for all s € S2 and s’ e S1(s),
(s, s’), are defensive moves.

N
D).

Figure 7: A winning double-threat sequence after a null move by W.

Now, we want to investigate the algorithms A? and AY of finding R(z)(P)-Zone and
R(P,s)-Zone, respectively, for a given position P and square s. We also illustrate the
algorithms of building these zones by using an initial position, denoted by Pgps, only
including the three squares, 1, 2 and 3 in Figure 7. The position can be viewed as an initial
move of Connect(6,2,3).

The algorithm A® for building R®(P)-Zone first finds a winning double-threat sequence
after Defender makes a null move in P. For example, Figure 7 shows a winning double-threat
sequence from Pgys after a null-move by W. Then, the algorithm uses the routine
Bui ldZone(2) to build the shadowed zone S2 in Figure 7. The routine can be generalized
as Bui 1dZone (1) by using the following three rules.

1. All black and white stones are included in the zone.

2. All defensive squares for the final threats are included in the zone.

3. For i empty squares, if Defender places stones on all of them and can form a threat,
these squares are included in the zone. For example, when i=2, Ds in Figure 7 are in
the zone. Placing two stones on both Ds builds a counter threat, also called an
inversion (Thomsen, 2000). However, those Es are not in the zone, because for squares
8 and 9, we actually place one stone only and thus two extra white stones at Es cannot
form a threat.

Note that in Figure 7 W places on four squares 6, 7, 8 and 9 for the double-threat move at
(4,5) to reduce the tree size as mentioned Subsection 0. However, in case that the algorithm
still needs to separate the three defensive moves at (6,8), (6,9) and (7,8), the algorithm still
uses the above Bui ldZone (2) to build a zone for each defensive move. Then, the zone S2
is the union of these zones.

Built from the above routine, S2 for Pg;3 satisfies a R(z)(Gezg)-ZOIle for the following reasons.
From above, placing two stones outside S2 cannot block the winning double-threat sequence
from Rules 1 and 2 and cannot form a counter threat from Rule 3. Therefore, Attacker still
can win the game by playing the same sequence. Thus, we can obtain the following
corollary.

Corollary 6. For a given position P, the zone S2 built by the above algorithm is a
R(z)(P)-Zone. I

The algorithm A" for building R™(P,s)-Zone, similar to A®, first lets Defender make a
semi-null move, which means to place on the square S only, and then find a winning

double-threat sequence for Attacker as above. Then, the algorithm simply calls the routine
Bui 1dZone (1) to build a zone S1(s).

For example, for position Pg,3 and square 4 in Figure 7, Figure 8 (below) shows a winning



double- threat Sequence after the semi-null move by W; and the shadowed zone, denoted by
S1(4), is a R" (G623,4) Zone. From above, placing one stone at 4 and the other outside S1(4)
cannot block the winning threat sequence from Rules 1 and 2 and cannot form a counter
threat from Rule 3. Therefore, Attacker still wins the game by playing the same sequence.
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Figure 8: A winning double-threat sequence of B’s after a semi-null-move.

Similarly, suppose that the algorithm finds winning double threat sequences for Attacker by
separating all the defensive moves. The zone S1(S) is the union of these zones, built for
individual defensive moves respectively. Thus, we can obtain the following corollary.

Co roIIary 7. For a given position P and square S, the zone S1(s) built by the above algorithm
is a RY(P,s)-Zone. i

Figure 9: Semi-null moves at 8 and 11.

Now, an interesting question is what if the algorithms A® and A" cannot find winning
double-threat sequences. For example, if we want to )prove for the openlng position, denoted
by OP4, in Figure 1, we first apply the algorithm A to find a R )(OPy)- Zone which surely
includes square 8 in Figure 9. Then, we apply the algorithm A" to find a R (OP1,8) Zone.
However, W can win by some winning mixed-threat sequence, but unfortunately cannot for
any double-threat sequence.

The above example 111ustrates the need to make a null or semi-null mgve inside another null
or semi-null move, like A*tree search (Thomsen, 2000). However, A*-tree-like search does
not always work for Connect6. For example, if we want to solve Connect(6,2,2), B needs to
make null moves twice. Since W can actually place four stones on any squares to form a
counter threat to refute the winning sequence of B. Thus, all squares are in the relevance
zone. The goal of building a smaller relevance zone fails.
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Figure 10: A winning double-threat sequence after two semi-null moves at 8 and 11.

Now, investigate how to build a RY(OP4,8)-Zone. For the semi-null move at 8, let W make a
single-threat move at (9,10) as shown in Figure 9, and then let B make another semi-null
move, say on 11. Then, after finding a winning double-threat sequence as shown in Figure 10,
we use the routine Bui ldZone(2) to build the relevance zone S, as the shadowed zone in
Figure 10. An intuition about the reason for using BuildZone(2) instead of

BuildZone (1) is that the two stones skipped by B can be placed on any two squares to
defend W’s attack, like a null move in A,

Figure 11: A winning double-threat sequence after the semi-null-move at 8 and the move at
(11, 12).
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Figure 12: The relevance zone for the semi-null move at 8.



After obtaining the zone S, B makes moves (11, s) for all s in S. For example, in Figure 11,
for the move at (11, 12), we obtain a winning double-threat sequence and the relevance zone,
shadowed in Figure 11. Then, for all s in S, we use the same method to obtain relevance
zones S(S). After all S(S) are obtained, the union of these S(s) is the relevance zone for the
semi-null move at 8, as shown in Figure 12. The theory behind the above method is
discussed in the rest of this section.

Definition 5. For a given position P, if Defender has skipped placing i stones, the position P
is called an i-level position and is denoted by PY. These skipped stones are called null stones.

From Definition 5, a game position P without skipping Defender’s stones is also PO a
0- level position. Once Defender makes a null move in a position P'”, the new position is
P '(+ )3 and once Defender makes a semi-null move in a position P() the new position is
P 1+

Consider a sequence of moves {Mgg, Moy, .. |\/|ol<o, Mo, Mi1, ..., M1k1, Mso, M3y, ..., M3s},
where Myg is a semi-null move by Defender M30 is a null move by Defender, and others are
non-null moves. Let Py’ denote the 3)051t10n after maklng the move M” Then, the
correspondlng ?osmon sequence is {Poo Po® ., Po. o, Pio®, Py , Pia @ P30(3)
Pa1 , Pajal

Deflnltlon 6. For a given position PO, aset of squares S is called a relevance zone of PDora
R(P N)-Zone, if the following condition holds: If Defender places i stones back and none of
the i stones are in S, Defender must lose.

For each position PYina position sequence, derive a R(P(i))-Zone in a reversed direction as
follows.

® Assume that PO is the last position in a position sequence. If Attacker wins, the zone
can be built from the routine Bui ldZone (1). If Defender wins, the zone includes all
squares on the board

® Assume that P" is not the last position in a position seq(uence for the rest of items. If
Attacker is to move in P and wins in the successor of P, the zone is the same as that
of the successor. _ _ _

® If Defender is to move in PU. the zone is the union of R(PS")-Zone, for all PS;",
where PS;"” are successors of P and i-level positions.

Corollary 8. For a given position P, the zone derived by the above method is a
R(P )Zone

From above, Corollary 8 is obtained. The proof is omitted in this version. Besides, in the case
that i > 4, the routine Bui ldZone (1) creates the whole board as the zone due to Rule 3.
This explains why it is hard to build the relevance zone when solving Connect(6,2,2).

Now, we want to investigate the operation in the position p® again where Defender is to

make a null or semi-null move. For simplicity of discussion, we only discuss the case that

Defender makes a semi-null move in this position. In this case the successive posmon

becomes PV The zone for P™? derived from above is a R(P" ,)) Zone, denoted by R

Similar to A’ ) the algorithm lets Defender make moves by placing the null stone on all

s%uare in R"™ Thus the successive position is back as an i-level position. And, the zone for
is the union of the relevance zones of these successors.

Since R™* is a R(P™Y)-Zone, Attacker wins in P**Y if none of i+1 null stones are placed
back in the zone. So, one of the i+1 null stones should be placed back in R™* to possibly
prevent Attacker from winning. Consider the following two cases: (1) the null stone for the
semi-null move 1n P+ s placed inside R™, and (2) one of the I null stones in position P O s
placed inside R™. In the first case, for each square in R Defender already tries in the
algorithm. In the ‘second case, it is implied that the zone for PY need to include R™™.
Interestingly, for the above algorlthm since all squares in R™* are tried by Defender and the
relevance zone of each position must include the placed squares according to Rule 1, the
zone for PY derived from the above algorithm must include R™*. Thus, we conclude that all
defensive moves are tried.



4. EXPERIMENTS

Based on the search techniques described in Section 3, we developed a new Connect6
program. The new program is apparently stronger than our old program, which uses only
double-threat moves in threat-based search and can already beat 70% players in the game site
(ThinkNewlIdea Inc., 2005). Our Connect6 program is also modified to solve many positions.
Let P1, P2 and P3 respectively denote the positions after the moves at (8, 9) in Figure 2 (a),
(12,13) in Figure 2 (b), and (16, 17) in Figure 2 (c). Our program solves all of them with W
winning. The statistical data are listed in Table 1. The CPU of the machine we used for the
statistical data is AMD Athlon 64 1.8G Hz.

Pl P2 P3
The total CPU time (in 288 15 481.46 584.82
seconds) _

The total number of visited 38,179 45,267 47,479
nodes -

The longest winning 13 13 15
sequence

Table 1: Statistics for solving the games in Figure 2.

Besides, we also use the threat proof search technique in Subsection 0 to find all the
defensive moves by B in the position in Figure 1. The total number of the defensive moves
for this position is 2341. So far, we have solved 939 defensive moves of them with W
winning. Among these solved defensive moves, 425 defensive moves are solved with
mixed-threat sequences (which also include single-threat moves in the winning sequence).
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Figure 13. (a) The TX-H9 Joseki. (b) The key position based on our techinque.

Most importantly, we use this technique to solve a popular joseki, TX-H9 Joseki, with B
winning as shown in Figure 13 (a). Among all the variations (Connect6 Organziation, 2007),
the position as shown in Figure 13 (b) is proved based on the threat proof search technique.

5. CONCLUSION

This paper investigates new threat-based proof search techniques for Connect6 programs.
The contribution of this paper is summarized as follows.

® Propose a quiescent detection heuristics for solving Connect6 position (in Subsection 0).

® Propose a new dependency-based technique for Connect6 (in Subsection 0).

® Propose a new threat proof search technique (in Subsection 0), like A'-tree search, to
generate all the defensive moves.

® Use the above techniques to solve many Connect6 positions, some with mixed-threat
winning sequences (in Section 4).



Based on the work in this paper, we expect to solve the opening in Figure 1 soon, if W does
win in this position. Since the game Connect6 is quite new, the professional players are not
still far less than those of Go, Renju, Chess, etc. It is very important to develop some search
techniques to help us understand more about this game.
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