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AN EFFICIENT FGS TO MPEG-1/2/4 SINGLE LAYER

TRANSCODER WITH R-D OPTIMIZED MULTI-LAYER

STREAMING TECHNIQUE FOR VIDEO QUALITY

IMPROVEMENT

Shih-Hao Wang, Wei-Lin Chen, and Tihao Chiang*

ABSTRACT

The need for interoperability poses a challenge with the widespread use of mul-
tiple video formats.  A Multi Layer Streaming-Simplified DCT Domain Transcoder
(MLS-SDDT) is proposed to achieve efficient transcoding and video quality
improvement.  However, an efficient architecture is needed to handle drifting errors.
The MLS-SDDT algorithm addresses these issues by proposing: (1) an FGS compat-
ible Simplified DCT Domain Transcoder (FGS-SDDT) architecture for MPEG-1/2/4
single layer transcoding, and (2) an R-D optimized multi-layer streaming technique
for video quality improvement.  To support efficient transcoding from FGS to MPEG-
1/2/4, the FGS-SDDT adopts low complexity Simplified DCT Domain Transcoder
(SDDT) architecture as an FGS compatible SDDT.  To resolve the serious error-drift-
ing problem from SDDT, especially for heterogeneous transcoding, a mathematical
analysis of the error-drifting problem is provided and a solution by multi-layer stream-
ing is adopted.  The multi-layer streaming approach pre-computes the errors accord-
ing to the mathematical analysis and encodes the errors as the second enhancement
layer for error compensation.  For different network conditions, an R-D optimized
model is used to improve the bit allocation in the two enhancement layers for better
R-D performance.  Our experiments show that the MLS-SDDT can deliver 1.4~7.0 dB
PSNR improvement for MPEG-1 and 1.9~8.6 dB improvement for MPEG-2 as com-
pared to the SDDT.  For FGS to MPEG-4 single layer transcoding, the MLS-SDDT
can achieve minor PSNR loss (0.0 ~ 0.4 dB) with lower computational complexity as
compared to the SDDT approach.

Key Words: transcoding, MPEG-4 FGS, MPEG-1/2/4, multi-layer streaming, R-D
optimization.
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I. INTRODUCTION

Multi-format video transcoding demand has in-
creased with the popularity of Internet video.  In MPEG-
21, Universal Multimedia Access (UMA) has provided
a platform for multimedia content delivery which can
be accessed by anyone anywhere (Mohan et al., 1999).
Due to numerous video bitstream formats such as

MPEG-1/2/4, interoperability becomes difficult.  Thus,
a video transcoder which is capable of converting source
video formats to target video formats has increased
importance.

Transcoding architectures can be roughly catego-
rized into four types as shown in Table 1 (Xin et al.,
2005).  The first type is Decoder-Encoder (DEC-ENC)
transcoding architecture that cascades a full decoder
and a full encoder.  The second type is Cascaded Pixel
Domain Transcoding (CPDT) that is a simplified DEC-
ENC architecture with motion vectors (MV) and reuse
(Bjork and Christopoulos, 1998; Shanableh and
Ghanbari, 2000; Shen et al., 1999; Sun et al., 1996;
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Youn et al., 1999).  The third type is Cascaded DCT
Domain Transcoding (CDDT) that converts the data
operations of CPDT from pixel domain to DCT do-
main (Assuncao and Ghanbari, 1998; Chang and
Messerschmitt, 1995; Merhav and Bhaskaran, 1997;
Song and Yeo, 2000).  One feature is that motion com-
pensation (MC) is replaced with a new MC algorithm
in the DCT domain to save unnecessary DCT and IDCT
operations.  The fourth type is Simplified DCT Do-
main Transcoding (SDDT) that adopts the single MC
architecture in CDDT to share this MC for the encoder
and decoder (Assuncao and Ghanbari, 1998; Keesman
et al, 1996; Morrison et al, 1996).  Among these four
architectures, DEC-ENC and CPDT have the greatest
flexibilities and smallest error-drifting problems, but
suffer from huge computational complexity.  SDDT has
the smallest computational complexity, but it suffers
from minor PSNR loss for homogeneous transcoding,
and a serious error-drifting problem due to the predic-
tion mismatches from using the same MC for hetero-
geneous transcoding.

In this paper, a Multi Layer Streaming-Simpli-
fied DCT Domain Transcoder (MLS-SDDT) is pro-
posed to achieve efficient transcoding and video quality
improvement.  The MLS-SDDT contains the FGS-
SDDT to achieve efficient FGS to MPEG-1/2/4
transcoding.  For multiple formats video transcoding,
FGS is selected as the bitstream format at the server
end because its bitstream can be truncated at any point
to match the network bandwidth.  MPEG-1, MPEG-2
and MPEG-4 are selected as the target bitstream for-
mats at the client end as they have been widely used
in consumer terminals such as VCD players, DVD
players, cell phones, etc.  To enable efficient transcoding
of FGS to single layer MPEG-1/2/4, the FGS-SDDT
adopts the SDDT architecture which is a very low
complexity transcoder with 7.77 ~ 9.67 times speedup
as compared to the DEC-ENC (Xin et al., 2005).

To resolve the serious error-drifting problem for
heterogeneous transcoding (FGS to MPEG-1 and FGS
to MPEG-2) using SDDT, we mathematically analyze
the error-drifting sources including arithmetic and
prediction mismatches.  Since the prediction mis-
match is the major error-drifting source, we propose

a multi-layer streaming technique for the error
compensation.  The multi-layer streaming approach
reproduces the prediction mismatch and encodes it
as the second enhancement layer at the server end.
For different network conditions, a Rate-Distortion
(R-D) optimized model is used to improve the bit al-
location in two enhancement layers for better R-D
performance.  Our experiments show that the R-D
optimized multi-layer streaming can deliver 3.6~9.
6dB PSNR improvement as compared to the SDDT
for heterogeneous transcoding.

The contributions of this work include:
• Efficient FGS-SDDT architecture for FGS to

MPEG-1/2/4 single layer transcoding: We develop
our multi-format transcoder based on the low com-
plexity of SDDT architecture.  To support the FGS
bitstream in the SDDT architecture, we derive a
new transcoding architecture called FGS-SDDT
that integrates FGS decoder into the SDDT.

• Significant R-D performance improvement over the
SDDT: The SDDT sacrifices R-D performance for
low computational complexity.  To resolve this
issue, we mathematically analyze the error-drift-
ing problem and propose a multi-layer streaming
technique with a new enhancement layer for mis-
match compensation.  For better R-D performance
under limited channel bandwidth, an R-D model is
used to re-arrange the bit allocation for the two
enhancement layers so as to deliver better R-D
performance.  Our experiments show the R-D op-
timized multi-layer streaming can deliver 1.9-8.6
dB improvement as compared to the SDDT for het-
erogeneous transcoding.

The remainder of this paper is organized as follows.
In Section II, we present the architecture of FGS-SDDT
for the FGS to MPEG-1/2/4 single-layer transcoding
and the mathematical analysis for the error-drifting
problem.  According to the analysis, a multi-layer
streaming technique and an R-D model are proposed
in Section III to resolve the error-drifting problem
and improve the video quality.  In Section IV, the
experiments show significant PSNR improvement over
SDDT.  Section V gives concluding remarks and ideas
for future work.

Table 1  The comparison of four commonly used transcoding architectures

Type DEC-ENC CPDT CDDT SDDT

Features Full encoder and Reuse of MV Transcoding in Single MC
decoder information DCT domain architecture

Operational domain Pixel Pixel DCT DCT
Speedup1 1.0 2.72 ~ 3.23 4.41 ~ 6.54 7.77 ~ 9.67
PSNR loss1 0.0 0.0 ~ 0.1 0.2 ~ 0.3 0.2 ~ 0.3
Error drifting source No No Arithmetic Arithmetic + prediction

1As compared to the DEC-ENC (Xin et al., 2005)
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II. EFFICIENT FGS TO MPEG-1/2/4 SINGLE
LAYER TRANSCODER

1. FGS-SDDT Architecture

The FGS-SDDT approach is an FGS compatible
SDDT architecture.  To meet the low complexity
requirement, the FGS-SDDT is developed based on
the SDDT architecture.  For FGS support, we inte-
grate the SDDT decoder with an FGS decoder to make
FGS-SDDT.  Thus, the FGS-SDDT extends the single-
layer to single-layer SDDT architecture to a multi-
layer to single-layer transcoding architecture.

Like SDDT, the FGS-SDDT is a single MC ar-
chitecture in the DCT domain for FGS multi-layer to
MPEG-1/2/4 single layer transcoding.  To survey
prior works related to FGS multi-layer to single layer
transcoding, Lin et al. (2002) proposed a single MC
architecture for MPEG-4 in the pixel domain, but this
architecture is incompatible with our DCT domain
architecture.  However, it provides a good reference
for the integration of the FGS decoder.  To develop
our own FGS-SDDT architecture, we use similar deri-
vations to build our own FGS-SDDT architecture in
the DCT domain.

The derivations for the FGS-SDDT start from
CDDT architecture with two MCs operations.  Fig. 1
shows the functional block diagram for the FGS-to-
single-layer CDDT.  By following step by step
derivations, we can construct our own single MC ar-
chitecture from the two-MC architecture.  The deriva-
tion steps for FGS-SDDT are as follows.  The related
symbol definitions throughout this paper are summa-
rized in Table 2.
1). The reconstructed frame in FGS decoder Xn de-

noted as

Xn = Yn + En = (Bn + MC(1)(Yn – 1, mv(1))) + En

(1)

is composed of base layer reconstructed frame Yn

and the enhancement layer En.  The base layer re-
constructed frame Yn is the sum of the motion com-
pensated prediction MC(1)(Yn – 1, mv(1)) and the
DCT coded residue Bn.

2). The residue ∆Xn to be entropy coded in the en-
coder is denoted as

∆Xn = Xn – MC(2)(X *
n – 1, mv(2))

= (Bn + MC(1)(Yn – 1, mv(1)) + En)

– MC(2)(X *
n – 1, mv(2)) (2)

which is the difference between the reconstructed
frame in the decoder loop Xn and the motion com-
pensated prediction in the encoder MC(2)(X *

n – 1,
mv(2)).  Here, X *

n – 1 is the reconstructed frame in
the encoder and mv (2) represents re-mapped
motion vectors.  To substitute Xn in Eq. (2) using
Eq. (1), we can further derive a new relationship
for ∆Xn which is constructed by two motion com-
pensated frames in both encoder and decoder.

3). To build a single MC architecture for FGS-SDDT,
we need to merge the two MCs in Eq. (2).  To make
the merge possible, we re-write Eq. (2) which has
two MCs as

Bit-Plane
Shift

Frame
Buffer

Frame
Buffer

MC-
DCT

MV
Mapping

Bit-Plane
VLD

VLD

VLD Q2

MC-DCT

Q1
–1

Q2
–1

Output
Bitstream

Base Layer
Bitstream

Enhancement
Layer Bitstream

mv(2)

mv(1)

En

YnBn

Yn–1

Xn–1

Xn

*

*

MC (1)(Yn–1, mv(1))

MC (2)(Xn–1, mv(2))

Fig. 1  FGS compatible CDDT transcoding architecture

Table 2  Symbol definitions

Symbols                       Meaning

Xn n-th decoded frame at decoder-loop
X*

n n-th reconstructed frame at encoder-loop
Yn n-th reconstructed frame at decoder-loop
∆Xn n-th residue frame at the encoder-loop
Bn n-th base-layer residue frame
En n-th enhancement-layer residue frame
da Arithmetic error
dp Prediction error
RE Bitrate for first enhancement layer
Rε Bitrate for second enhancement layer
α Bit allocation parameter
αopt Rate-distortion optimized bit allocation pa-

rameter
MC(i)(.) Motion compensation (i = 0 for decoder and

i = 1 for encoder)
Q(.), IQ(.) Quantization and inverse quantization.
mv(i) Motion vectors (i = 0 for decoder and i = 1

for encoder)
D(.) Distortion function
RBL Target transmission bitrate for base layer
REL Target transmission bitrate for enhancement

layer
R Target transmission bitrate (RBL + REL)
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∆Xn = ((Bn + En) + (MC(1)(Yn – 1, mv(1))

– MC(2)(X *
n – 1, mv(2))))

+ (MC(2)(Yn – 1, mv(2))

– MC(2)(Yn – 1, mv(2)))

= ((Bn + En) + (MC(2)(Yn – 1, mv(2))

– MC(2)(X *
n – 1, mv(2))))

+ (MC(1)(Yn – 1, mv(1))

– MC(2)(Yn – 1, mv(2))) (3)

that shares the same MC with an additional error
term (MC(1)(Yn – 1, mv(1)) – (MC(2)(Yn – 1, mv(2)).  This
error term can be eliminated under the linearity
assumption of mv(1) = mv(2) and MC(1)(X, mv(1)) =
MC(2)(X, mv(2)).  This assumption is true for ho-
mogeneous transcoding, but may not be true for
heterogeneous transcoding.  We will discuss this
issue in the next Section.  Under the linearity
assumption, Eq. (3) can be further simplified as

∆Xn

= Bn + MC(2)(Yn – 1 – X*
n – 1, mv(2)) + En

= Bn + MC(2)((Xn – 1 – En – 1) – X*
n – 1, mv(2)) + En

= Bn + MC(2)((Xn – 1 – X*
n – 1) – En – 1, mv(2)) + En

= Bn + MC(2)((∆Xn – 1 – ∆X*
n – 1) – En – 1, mv(2)) + En

(4)

by merging the two MCs to be a  s ingle MC
architecture.  In this single MC architecture, we are
not able to obtain both reconstructed frames Yn – 1 and
X*

n – 1 at the same time.  So, Yn – 1 is further replaced
by other available data in single MC architecture to
be a new form of motion compensation from the er-
ror image (∆Xn – 1 – ∆X*

n – 1) – En – 1.  The error image
contains two components.  The first component is the
mismatch between quantized and un-quantized
residue via Q2 in Fig. 2.  The second component
is the removal of the effects from the enhancement
layer to avoid reconstruction mismatches, because
mv(1) is for the base layer only, while mv(2) is for re-
constructed images with the base layer and the en-
hancement layer.

Figure 2 shows the FGS-SDDT architecture
based on the derivations in Eq. (4).  With this
architecture, we can transcode an FGS bitstream to
any format, MPEG-1, MPEG-2 or MPEG-4 bitstream
by replacing the entropy coding (VLC) and quantiza-
tion (Q2) modules for the appropriate target format.
This architecture also preserves the same complexity
as compared to the SDDT. As compared to the CDDT
in Fig. 1, it saves one MC and one frame buffer.

2. Analysis of the Error-Drifting Problem

The FGS-SDDT is developed from SDDT, so it
suffers from the same error-drifting problems as
SDDT.  The error-drifting problem is from the seri-
ous mismatch of MC prediction between two MCs in
heterogeneous transcoding.  For homogeneous
transcoding, the two MC operations are the same, so
this effect can be eliminated.

To analyze the error-drifting problem, the er-
rors come from two possible sources, prediction er-
ror and arithmetic error.  The prediction error is the
mismatch of motion compensated predictions from
the two different MC operations.  In Eq. (3), we elimi-
nate the error term MC(1)(Yn – 1, mv(1)) – MC(2)(Yn – 1,
mv(2)) under the linearity assumption of mv(1) = mv(2)

and MC(1)(X, mv(1)) = MC(2)(X, mv(2)).  This assump-
tion is true for homogeneous transcoding since the
two MCs operations are the same and we do not need
MV re-mapping for mv(2).  However, it will introduce
errors for heterogeneous transcoding since mv (1)

may be different from mv(2) and MC(1)(X, mv(1)) may
be different from MC(2)(X, mv(2)).  The inequality hap-
pens in our case that MC(1)(X, mv(1)) in the MPEG-4
standard supports four MV and unrestricted MV
(UMV), but MC(2)(X, mv(2)) in MPEG-1 and 2 stan-
dards do not support such advanced motion predic-
tion techniques.  This error term is referred to as dp

where dp = MC(1)(Yn – 1, mv(1)) – MC(2)(Yn – 1, mv(2)).
The other mismatch source is arithmetic errors.

This type of error comes from arithmetic operations
such as rounding, saturation, or fixed point approxi-
mation for floating point operations.  These errors happen
in computation of the term MC(2)((∆Xn – 1 – ∆X *

n – 1) –
En – 1, mv(2)) in Eq. (4), and are referred to as da.  This
type of error happens for both homogeneous and het-
erogeneous transcoding, but typically this error has
minor or negligible effects as compared to dp.

In prior studies, solutions were proposed such
as intra refreshment (Bjork and Christopoulos, 1998;
Shanableh and Ghanbari, 2000; Shen et al., 1999;
Youn et al., 1999) or MV refinement (Yin et al., 2002)
to stop error propagation.  However, similar solutions
can passively reduce the impact of error propagation,
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Base Layer
Bitstream

Output
Bitstream

Frame
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Bit-Plane
Shift

MC-
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VLCVLD Q2

Q2
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Fig. 2  FGS-SDDT transcoding architecture
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but cannot effectively stop the generation of errors.
Since the major error-drifting problem is from pre-
diction error (dp), a solution to stop prediction errors
is provided.

III. R-D OPTIMIZED MULTI-LAYER
STREAMING

1. Error Compensation with Multi-Layer Stream-
ing

The multi-layer streaming technique is used to re-
solve the error-drifting problem in heterogeneous
transcoding.  To analyze prediction error dp, we find
MC(1)(X, mv(1)) and MC(2)(X, mv(2)) are not available si-
multaneously in our single MC architecture.  The mv(2)

may also be different from mv(1) since MPEG-1 and
MPEG-2 do not support four MV or UMV.  So, our
solution is to pre-compute dp and encode it as the sec-
ond enhancement layer in the FGS server for error
compensation in heterogeneous transcoding.  In homo-
geneous transcoding, dp can be eliminated and thus the
weighting for the second enhancement layer is set to zero.

The generation of a second enhancement layer
relies on two assumptions, MC(1)(X, mv) = MC(2)(X,
mv) and the mv(2) re-mapping process known by the
FGS server.  The first assumption is true in our ap-
plications due to the same bi-linear pixel interpola-
tion process for sub-pel motion search.  The second
assumption is also true because the server is aware
of the mv(2) re-mapping process.  So, the second en-
hancement layer which contains dp is derived as

dp = MC(1)(Yn – 1, mv(1)) – MC(1)(Yn – 1, mv(2)).  (5)

Figure 3 shows the MLS-SDDT architecture with
the multi-layer streaming technique.  Compared to the
FGS-SDDT shown in Fig. 2, the MLS-SDDT contains
an additional enhancement layer (also called error
layer) for error compensation.  With this auxiliary layer
as side information, we can compensate for the pre-
diction error dp by bitplane decoding of the error layer
bitstream.  To consider unlimited channel bandwidth,
we can fully resolve the error-drifting problem caused
by the prediction error.  In this MLS-SDDT, the ad-
vantage of a single frame buffer and a single MC in
SDDT is still preserved for efficient transcoding, but
it adds a bitplane VLD module to decode the error
layer bitstream for mismatch compensation.  The
bitplane VLD module costs an additional complexity
of 5-10% depending on the sequences and bitrates so
the effect on the overall complexity is minor.

2. R-D Optimized Data Transmission

An R-D model is adopted for better bit allocation

of the two enhancement layers with limited channel
bandwidth.  To model the bit allocation problem, the
criterion for the R-D model is denoted as

αopt = arg min
α ∈ [0, 1]

D(α) given R . (6)

Given the target bitrate R, we can find the minimal
distortion D(α) under the bit allocation parameter α .
The parameter α is defined as a mixed ratio of bits for
first enhancement layer (REL1) over bits for second en-
hancement layer (REL2) and is denoted as

α =
REL1
REL

=
REL1

REL1 + REL2
. (7)

To build the relationship between REL and αopt,
a statistical method is adopted by observing various
sequences and bitrates.  We simulate various combi-
nations of REL and α  as shown in Fig. 4.  The range
for REL is set below 2560 kilo-bps (kbps) with an
interval of 256 kbps.  The parameter α  ranges from 0
to 1 with a step size of 0.05. We test four cases with
base layer bitrates (RBL) of 256, 512, 1024, and 2048
kbps.  Four sequences including Foreman, Akiyo,
Mobile, and Stefan in CIF format are used for the ex-
periments with GOP structure of N = 15 and M = 1
(i.e., IPPP...).  The distortion is measured by mean
square error (MSE).  In Fig. 4, the R-D curves mod-
eled by various bitrates and α  are plotted as dash lines.
For brevity, only the results for RBL = 256 kbps are
shown.  In Fig. 4, the best R-D curve is the one with
the smallest MSE, and this curve is plotted as a solid
line.  Fig. 5 plots the optimized α  values under dif-
ferent REL for the sequences in Fig. 4, and the statis-
tically optimized curve is the average of the optimized
α  values for each sequence as shown in Fig. 6.  From
Fig. 6, we can find a monotonically increasing be-
havior for the statistically optimized curve where
small α  is preferred at lower bitrate and larger α  is
preferred at higher bitrate.  The α  is large because
REL1 >> REL2 at higher bitrate while α  is small be-
cause REL1 ≤ REL2 at lower bitrate.

To approximate the statistically optimized R-D
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Fig. 3  MLS-SDDT transcoding architecture
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curves with monotonically increasing properties as
shown in Fig. 6, we examine four curve models in-
cluding linear, power-law, quadratic, and exponen-
tial models as shown in Fig. 7.  Table 3 shows the
root mean square errors (RMSE) for approximation.
There are a total of four sequences used for this test,
but only 2 sequences are shown in Table 3 for brevity.
From this Table, the power-law model with the small-
est RMSE is selected.

The power-law curve is formulated as

αopt = aRb + c, (9)

where (a, b, c) is a set of model parameters.  Then, we

apply this power-law model to the statistically opti-
mized curve as shown in Fig. 6 for parameter calculation,
and plot the fitting curves as shown in Fig. 8.  The set
of parameter (a, b, c) = (0.3476, 0.1857, -0.7764) is
adopted in our experiments of FGS transcoding to
MPEG-1, MPEG-2 single layer.

IV. EXPERIMENTAL RESULTS

1. Rate-Distortion Performance

Three types of transcoding experiments includ-
ing (1) MPEG-4 FGS to MPEG-1 (2) MPEG-4 FGS
to MPEG-2 Main Profile, and (3) MPEG-4 FGS to
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Fig. 4  R-D curves modeled by various bit allocation parameter α  for RBL = 256 kbps.  The solid curve is the best R-D curve
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Fig. 5 The optimized bit allocation parameter αopt by averaging
the best α  from each individual sequence for RBL = 256
kbps

Fig. 6 Statistically optimized curve from four individually opti-
mized curves for different base layer bitrates
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MPEG-4 Simple Profile are tested with the MLS-
SDDT architecture.  Four commonly used MPEG se-
quences including Foreman, Akiyo, Mobile, and
Stefan in CIF format are used for the test.  The
bitstream is encoded with GOP structure of N = 15,
M = 1 (IPPPP).  To evaluate the effects of different
base layer bitrates (RBL), four RBL including 256, 512,
1024, and 2048 kbps are adopted in the tests.
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Fig. 7  Behaviors of four curve models

Table 3 Four models for R-D curves approximation.  The distortion is measured by root mean square
errors (RMSE)

RMSE Linear Power-Law Quadratic Exponential

Akiyo 0.04110 0.01178 0.01929 0.04230
Foreman 0.09279 0.01757 0.06005 0.10010
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Fig. 8 Approximation of statistically optimized curve using
power-law model

(i) MPEG-4 FGS to MPEG-1

Table 4 shows the comparison results of R-D
performance for the three types of transcoding
architectures, including CPDT, SDDT, and the MLS-
SDDT.  The CPDT approach is the reference upper
bound for PSNR evaluation, and the SDDT is the ref-
erence lower bound.  From this Table, the MLS-SDDT

Table 4  The PSNR loss for MLS-SDDT as compared to the CPDT for FGS to MPEG-1 transcoding

PSNR Loss (dB) CPDT SDDT MLS-SDDT ∆PSNR(SDDT, MLS-SDDT)

Foreman   256 kbps 0.0 -5.3 -0.6 +4.7
  512 kbps 0.0 -6.5 -0.3 +6.2
1024 kbps 0.0 -7.2 -0.4 +6.8
2048 kbps 0.0 -7.4 -0.4 +7.0

Mobile   256 kbps 0.0 -2.9 -0.3 +2.6
  512 kbps 0.0 -3.4 -0.5 +2.9
1024 kbps 0.0 -4.3 -0.8 +3.5
2048 kbps 0.0 -4.5 -0.9 +3.6

Stefan   256 kbps 0.0 -4.9 -1.1 +3.8
  512 kbps 0.0 -5.7 -1.0 +4.7
1024 kbps 0.0 -6.2 -0.8 +5.4
2048 kbps 0.0 -6.8 -1.0 +5.8

Akiyo   256 kbps 0.0 -1.6 -0.1 +1.5
  512 kbps 0.0 -1.5 -0.1 +1.4
1024 kbps 0.0 -1.5 -0.0 +1.5
2048 kbps 0.0 -1.6 -0.2 +1.4
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can provide 1.4 to 7.0 dB PSNR improvement as com-
pared to SDDT architecture for different sequences
and different base layer bitrates.  As compared to
CPDT architecture, the quality loss for MLS-SDDT
is 0.3 to 1.1 dB.

Figure 9 shows the R-D curves for Foreman se-
quence with RBL = 512 kbps.  From this Figure, sig-
nificant PSNR improvement is observed as compared
to the SDDT.  Fig. 10 shows the frame by frame PSNR
comparison, and Fig. 11 shows the visual quality
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Fig. 9  R-D performance comparison for FGS-to-MPEG-1 transcoding with RBL = 512 kbps.  (a) Foreman (b) Mobile
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Fig. 10  Frame by frame comparison for FGS-to-MPEG-1 transcoding with GOP of M=1, N = 15 on Foreman sequence

26

25

24

23

22

21

20
1000800 1200

Total bit rate (kbps)

(b)

1400

R-D curve for FGS-to-MPEG1 transcoding (Mobile)

1600 1800 2000

CPDT
MLS-SDDT
SDDT

PS
N

R
_Y

 (
dB

)

(a) (b) (c)

Fig. 11  Visual quality comparison for FGS-to-MPEG-1 transcoding at frame index of 73.  (a) CPDT (b) SDDT (c) MLS-SDDT
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Table 5  The PSNR loss for MLS-SDDT as compared to the CPDT for FGS to MPEG-2 transcoding

PSNR Loss (dB) CPDT SDDT MLS-SDDT ∆PSNR(SDDT, MLS-SDDT)

Foreman   256 kbps 0.0 -6.5 -0.6 +5.9
  512 kbps 0.0 -8.2 -0.8 +7.4
1024 kbps 0.0 -9.2 -1.0 +8.2
2048 kbps 0.0 -9.6 -1.0 +8.6

Mobile   256 kbps 0.0 -4.0 -0.6 +3.4
  512 kbps 0.0 -4.6 -0.8 +3.8
1024 kbps 0.0 -5.0 -0.7 +4.3
2048 kbps 0.0 -5.8 -1.2 +4.6

Stefan   256 kbps 0.0 -6.6 -1.2 +5.4
  512 kbps 0.0 -7.3 -1.2 +6.1
1024 kbps 0.0 -8.2 -1.1 +7.1
2048 kbps 0.0 -8.7 -1.5 +7.2

Akiyo   256 kbps 0.0 -3.6 -1.2 +2.4
  512 kbps 0.0 -3.4 -1.1 +2.3
1024 kbps 0.0 -3.3 -1.2 +2.1
2048 kbps 0.0 -3.5 -1.6 +1.9
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Fig. 12  R-D performance comparison for FGS-to-MPEG-2 transcoding with RBL = 512 kbps.  (a) Foreman (b) Mobile

comparison.  From Fig. 10 and Fig. 11, the signifi-
cant PSNR and quality improvement for the MLS-
SDDT as compared to SDDT can be observed.

(ii) MPEG-4 FGS to MPEG-2 Main Profile

Table 5 shows the comparison results of R-D
performance for the three types of transcoding
architectures, including CPDT, SDDT, and the MLS-
SDDT.  Similar to the preceding subsection, CPDT
is the reference upper bound and SDDT is the refer-
ence lower bound.  From this Table, the MLS-SDDT
can provide 1.9 to 8.6 dB PSNR improvement as com-
pared to SDDT architecture.  As compared to CPDT
architecture, the quality loss for MLS-SDDT is 0.6
to 1.6 dB.

Figure 12 shows the R-D curves for Foreman
sequence with RBL = 512 kbps.  From this Figure, we
can find significant PSNR improvement from the SDDT
architecture.  Fig. 13 shows the frame by frame PSNR
comparison and Fig. 14 shows the visual quality
comparison.  From Fig. 13 and Fig. 14, the signifi-
cant PSNR and quality improvement for the MLS-
SDDT as compared to SDDT can be observed.

(iii) MPEG-4 FGS to MPEG-4 Simple Profile

Table 6 shows the comparison results of R-D
performance for three transcoding architectures,
CPDT, Lin et al.’s work (2002), and the MLS-SDDT.
CPDT is the reference upper bound for performance
evaluation of the transcoders.  Lin et al.’s work (2002)
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Fig. 13  Frame by frame comparison for FGS-to-MPEG-2 transcoding with GOP of M = 1, N = 15 on Foreman sequence

Table 6 The PSNR loss for MLS-SDDT as compared to the CPDT for FGS to MPEG-4 Simple Profile
transcoding

PSNR Loss (dB) CPDT Lin et al. (2002) MLS-SDDT

Foreman   256 kbps 0.0 +0.0 +0.0
  512 kbps 0.0 +0.0 -0.2
1024 kbps 0.0 -0.1 -0.4
2048 kbps 0.0 +0.1 -0.2

Mobile   256 kbps 0.0 +0.0 +0.2
  512 kbps 0.0 +0.0 +0.2
1024 kbps 0.0 +0.1 +0.1
2048 kbps 0.0 +0.0 +0.0

Stefan   256 kbps 0.0 +0.0 +0.1
  512 kbps 0.0 +0.0 +0.0
1024 kbps 0.0 +0.0 +0.0
2048 kbps 0.0 +0.2 +0.0

Akiyo   256 kbps 0.0 +0.1 +0.0
  512 kbps 0.0 +0.0 +0.0
1024 kbps 0.0 +0.0 +0.0
2048 kbps 0.0 +0.0 -0.4

(a) (b) (c)

Fig. 14  Visual quality comparison for FGS-to-MPEG-2 transcoding at frame index of 73.  (a) CPDT (b) SDDT (c) MLS-SDDT

has a similar single MC architecture in spatial do-
main for FGS to MPEG-4 single layer transcoding.
From this Table, the MLS-SDDT can provide minor

PSNR loss (0.0 ~ 0.4 dB) as compared to the other
two transcoding architectures, but with the lowest
computational complexity.
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Figure 15 shows the R-D curves for the Foreman
sequence with RBL = 512 kbps.  From this Figure, we
can see minor R-D performance loss compared to the
CPDT and Lin et al.’s work (2002).  Fig. 16 shows the

frame by frame PSNR comparison, and Fig. 17 shows
the visual quality comparison.  From Fig. 16 and Fig.
17, very similar visual quality between the MLS-SDDT
and the other two architectures can be observed.
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Fig. 15  R-D performance comparison for FGS-to-MPEG-4 Simple Profile transcoding with RBL = 512 kbps.  (a) Foreman (b) Mobile
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Fig. 16  Frame by frame comparison for FGS-to-MPEG-4 Simple Profile transcoding with GOP of M = 1, N = 15 on Foreman sequence

Fig. 17 Visual quality comparison for FGS-to-MPEG-4 Simple Profile transcoding at frame index of 73.  (a) CPDT (b) Lin et al.’s work
(2002) (c) MLS-SDDT
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V. CONCLUSIONS

In this paper, we proposed a Multi Layer Stream-
ing-Simplified DCT Domain Transcoder (MLS-SDDT)
to improve transcoding complexity and video quality.
The MLS-SDDT contains 2 major contributions: (1)
the development of an efficient FGS to MPEG-1/2/4
single layer transcoder based on low complexity SDDT
architecture, and (2) an R-D optimized multi-layer
streaming technique to resolve serious error-drifting
problems.  By applying the MLS-SDDT to FGS-to-
MPEG-1/2/4 single layer transcoding, our experiments
show 1.4~7.0 dB PSNR improvement for MPEG-1 and
1.9~8.6 dB improvement for MPEG-2 compared to
SDDT architecture.  The visual quality is also sig-
nificantly improved.  For the FGS to MPEG-4 single
layer transcoding, the MLS-SDDT can achieve mi-
nor PSNR loss (0.0 ~ 0.4 dB) with lower computa-
tional complexity as compared to the SDDT.

For future work, H.264/AVC has become one
of the most popular video compression standards, and
we are considering adding H.264/AVC to the the pro-
posed architecture, for better multi-format transcoding.
Due to many new complex coding techniques such as
6-tap motion compensation, and intra prediction in
H.264/AVC, it is a challenge is to integrate H.264/
AVC efficiently into single transcoding architecture
with minor quality loss.
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