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Abstract—Quickly and accurately predicting the performance based on the requirements for IP-based system implementations

optimizes the design and reduces the design time and overall cost. This study describes a novel hybrid method for the word-length

optimization of pipelined FFT processors that is the arithmetic kernel of OFDM-based systems. This methodology utilizes the rapid

computing of statistical analysis and the accurate evaluation of simulation-based analysis to investigate a speedy optimization flow. A

statistical error model for varying word-lengths of PE stages of an FFT processor was developed to support this optimization flow.

Experimental results designate that the word-length optimization employing the speedy flow reduces the percentage of the total area of

the FFT processor that increases with an increasing FFT length. Finally, the proposed hybrid method requires a shorter prediction time

than the absolute simulation-based method does and achieves more accurate outcomes than a statistical calculation does.

Index Terms—Pipelined FFT processor, signal-to-quantization noise ratio, word-length optimization, statistical analysis, simulation-

based analysis, upper-bound word-length, lower-bound word-length.

Ç

1 INTRODUCTION

THE FFT is one of the most widely used algorithms for
calculating the Discrete Fourier Transform (DFT) owing

to its efficiency in reducing computation time [1]. Recently,
the FFT requiring real-time processing has played a
significant role in many communication systems based on
Orthogonal Frequency Division Multiplexing (OFDM)
technology such as high-definition TV (HDTV), xDSL
modems, and wideband mobile terminals.

Pipelined FFT implementations are highly appropriate
for real-time applications since pipelined FFT can be easily
merged with the sequential nature of sampling. Several FFT
architectures were developed, such as the Radix-2 Multi-
path Delay Commutator (R2MDC) [2], Radix-2 Single-path
Delay Feedback (R2SDF) [3], Radix-22 Single-path Delay
Feedback ðR22SDFÞ [4], [5], Radix-4 Single-path Delay
Feedback (R4SDF), and Radix-4 Multipath Delay Commu-
tator (R4MDC) [2]. Among these architectures, delay feed-
back approaches are always more efficient than the
corresponding delay commutator approaches in terms of
the required memory size [4], [6]. The R4SDF requires fewer
multipliers than those required by the R2SDF; however, the
R2SDF architecture is simple and regular. The R22SDF
architecture is a compromise endowed with the R2SDF
structure and the multiplicative complexity of the R4SDF.
This study focuses on the R2SDF and R22SDF architectures.

Since the pipeline FFT architecture is memory consum-
ing, reducing its memory requirement will save a signifi-
cant amount of chip area. Several studies have employed

regular module implementations and have attempted to
reduce the area-consuming elements in the FFT design. The
design in [7] reduces the amount of memory used to store
the twiddle factors by employing canonic signed digit
(CSD) constant multipliers. A new FFT architecture, the
radix-2 single deep delay feedback ðR2SD2SFÞ presented in
[8], has smaller complex multipliers and adders than other
FFT designs. Both of the designs in [7] and [8] have a fixed
word-length for data and coefficients for each pipeline
stage. The possibility of using varying word-lengths for
these stages is frequently ignored when achieving mod-
ularized solutions. However, the increasing use of Intellec-
tual Property (IP) makes the nonmodule implementation
viable, allowing for the further exploitation of pipelined
architectures.

In general, an FFT cannot be implemented exactly. Each
multiplier and adder in the pipelined FFT architecture can
introduce errors due to the rounding or truncation of
arithmetic results. Errors typically accumulate successively
over FFT stages. That is, errors from the early stages can
affect performance in the later stages. The word-lengths of
data and coefficients chiefly affect precision, quantization
errors, and hardware complexity. Increased word-lengths
increase the precision and reduce the quantization error at
the cost of area and power. Conversely, to maintain a lower
hardware cost, a shorter word-length can be chosen at the
sacrifice of precision. Therefore, identifying an optimized
solution of word-length is necessary.

Two conventional methods for the FFT error analysis of the
signal-to-quantization-noise ratio (SQNR) and word-lengths
are the statistical error analysis and the simulation-based
analysis. Although the SQNR can be calculated efficiently by
employing statistical models [9], [10], [11], the accuracy of the
calculated result heavily depends on the model used. A more
precise model yields more accurate results. The simulation-
based method evaluates the FFT by comparing simulation
results of the fixed-point computations with those obtained

IEEE TRANSACTIONS ON COMPUTERS, VOL. 56, NO. 8, AUGUST 2007 1105

. The authors are with the Department of Electronics Engineering, National
Chiao-Tung University, 1001 Ta Hsueh Road, Hsin-Chu, Taiwan 300,
ROC. E-mail: cywang@eda.ee.nctu.edu.tw, back.kuo@gmail.com,
jyjou@faculty.nctu.edu.tw.

Manuscript received 5 May 2006; revised 23 Oct. 2006; accepted 16 Mar.
2007; published online 20 Apr. 2007.
For information on obtaining reprints of this article, please send e-mail to:
tc@computer.org, and reference IEEECS Log Number TC-0172-0506.
Digital Object Identifier no. 10.1109/TC.2007.1059.

0018-9340/07/$25.00 � 2007 IEEE Published by the IEEE Computer Society



using the floating-point arithmetic [12]. Although simula-
tion increases the accuracy of the evaluation results, it is
time consuming.

According to error analysis, optimizing word-lengths of
pipeline stages in FFT processors for given specifications is
feasible. Optimization of an 8,192-point FFT processor using
the simulation method has shown that progressive word-
lengths and scaling in the early stages can achieve a good
compromise between the SQNR and hardware cost [13].
However, this approach requires a long time to run the
simulation.

This work presents a statistical model for error analysis
at the stage level with varying word-lengths in the pipeline
FFT processor. Furthermore, a hybrid method for reducing
the required simulation time is introduced. The optimized
word-length (OW) parameters at each stage are generated
automatically according to design specifications of FFT
processors such as the length of FFT, SQNR, and the real-
time processing requirements. Finally, the optimization
flow using the proposed error model and the hybrid
method is demonstrated.

The rest of this paper is organized as follows: Section 2
gives a brief review of the FFT. Section 3 then introduces
statistical and simulation-based error analyses and demon-
strates the effectiveness of these methods. Section 4 de-
scribes the proposed method for word-length optimization
step by step, whereas Section 5 summarizes the experi-
mental results. Conclusions are finally drawn in Section 6.

2 OVERVIEW OF FFT

An FFT based on structuring the DFT computation by
forming increasingly smaller subsequences of the input
sequence x½n� is called a decimation-in-time (DIT) FFT.
Alternatively, an FFT can also be decomposed using a first-
half/second-half approach that divides the output sequence
XðrÞ into increasingly smaller subsequences; this procedure
is called a decimation-in-frequency (DIF) FFT [14]. Since both
of these schemes are similar in nature, their performance

cannot be exactly compared without a given architecture
[11]. In this work, the DIF algorithm is used to illustrate the
architectural implementations.

This work examines the architectures of R2SDF and
R22SDF for the fixed-point DIF pipeline FFT processor to
demonstrate the effectiveness of the proposed optimization
method. Their block diagrams are shown in Fig. 1, where N
is the FFT length, bk is the word-length of stage k,
k 2 f1; 2; � � � ; Pg, and P ¼ log2 N . Due to spatial regularity,
both controllers in these architectures can be implemented
by using simple P -bit counters [3], [5]. Since the valid
output range of the þ=� operation of the FFT butterfly is
double that of the valid input range, a scaling by 1/2 is
applied to eliminate the overflow. Without scaling by 1/2,
the overflow will cause excessive error. Therefore, scaling
by 1/2 is employed for each stage in this work.

Although the area and power consumption in these
pipeline architectures are dominated by memory (FIFOs)
and multipliers, progressively adjusting the word-length of
pipeline stages can reduce the area of memory and
multipliers and, hence, the overall power consumption. To
adjust word-lengths based on maintaining the SQNR
requirement, an error analysis is required.

3 ERROR ANALYSIS

3.1 Statistical Analysis

This section introduces the statistical error model for
varying word-lengths of pipeline stages. The precision of
the FFT processor is then discussed according to the SQNR
derivation. This derivation has two major steps. The first
step involves finding error sources based on the architec-
tures adopted and the fixed-point arithmetic schemes, for
example, truncation and scaling by 1/2 or not. The next step
entails searching the paths of error propagation and
combining all of these errors along paths to evaluate the
variance of the errors propagating to the output. Moreover,
the SQNR of the FFT output is given.
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Fig. 1. Conventional R2SDF and R22SDF DIF implementations.



In the following analyses, two architectures, R2SDF and
R22SDF, are illustrated for deriving the statistical error
models. Assume a fixed-point arithmetic with ðbk þ 1Þ-bit
word-lengths and a signed fraction, where k is the stage
number of process element (PE) stage. The input to an
N-point FFT, denoted by x½n�, where n ¼ 0; 1; 2; � � � ; N � 1, is
a sequence of finite-valued complex numbers. The numbers
consist of 2N real random variables that are uncorrelated and
are uniformly distributed in ð�1=

ffiffiffi
2
p

; 1=
ffiffiffi
2
p
Þ. One dB is

added to the SQNR constraint (iSQNR) to allow for the
SQNR error in the statistical model. The effect of inaccuracy
in the twiddle factor Wp is not addressed here. The
truncation operations are modeled as uncorrelated.

3.1.1 Error Sources

Four major error sources must be addressed in an FFT
processor. The first error source is the quantization error of
the word-length difference between PE stages whose
variance is �2

q;k. The second error occurs during scaling
and its variance is represented by �2

s;k. Another error results
from the complex multiplication of the twiddle factor and
�2
m;k is used to denote its variance. The last error, the

insufficient output word-length error �2
q;o, is only consid-

ered for the last stage of the FFT processor.
Fig. 2 shows the error model of a PE stage with a stage-

by-stage scaling of 1/2. �2
q;k occurs when the word-length

bk�1 of stage k� 1 is longer than that of stage k. �2
q;k is the

variance of the truncated bits from bk�1 to bk. Scaling error is
produced when bk < bk�1 þ 1. Scaling by a factor of 1/2
involves a one-bit right shift and truncation of the last
significant bit (LSB). �2

s;k is defined as the variance of this
truncated bit. Both �2

q;k and �2
s;k can be combined as an error

of directly scaling the output data of stage k� 1 and
truncating the scaled result to bk bits. Since complex scaling
can be achieved by separately scaling the real and
imaginary parts of the data, the combined error �02s;k
(Fig. 2) can be expressed as

�02s;k ¼
0; bk�1 þ 1 � bk

2� 1
M � 2�2ðbk�1þ1Þ �

PM�1
v¼0 v2

� �
; bk�1 þ 1 > bk;

(
ð1Þ

where M ¼ 2ðbk�1þ1Þ�bk .
If a complex multiplication is implemented by using four

real multiplications and the results of the real multiplications
are truncated individually, �2

m;k is defined as the variance

of the truncated bits of the result after finishing a complex

multiplication. This variance can be represented by word-

lengths bk�1 and bk and is obtained as

�2
m;k ¼

4� 1
M � 2�2ðbk�1þ1þbkÞ �

PM�1
v¼0 v2

� �
;

M ¼ 2ðbk�1þ1þbkÞ�bk ; bk�1 þ 1 � bk
4� 1

M � 2�2�2bk �
PM�1

v¼0 v2
� �

;

M ¼ 22bk�bk ; bk�1 þ 1 > bk:

8>>>><
>>>>:

ð2Þ

If the required output word-length bo of the FFT

processor is too short, the output of the last PE stage must

be truncated. The quantization error is then generated and

its variance �2
q;o can be described by bo and the word-length

of the last stage, bP ; the formula is expressed as

�2
q;o ¼

0; bP � bo
2� 1

M � 2�2bP �
PM�1

v¼0 v2
� �

; bP > bo;

(
ð3Þ

where M ¼ 2bP�bo .

3.1.2 Output SQNR

Since all error sources are assumed uncorrelated, the

variance of the errors at the FFT output can be obtained

by summing all contributions from the individual error

sources that propagate to the output. For an N-point FFT

processor employing either the Radix-2 algorithm or

Radix-22 algorithm, the scaling error �02s;k propagating to

any output node can be given by

�2
S � N

1

4

� �P�1

��02s;1 þ
N

2

1

4

� �P�2

��02s;2þ

� � � þ N

2P�1

1

4

� �0

��02s;P

ð4Þ

¼
XP
k¼1

N

2k�1
� 1

4

� �P�k
��02s;k; ð5Þ

where ð1=4ÞP�k is the effect of scaling on the error propagat-

ing at stage k. The �02s;k propagation can be illustrated using an

8-point DIF Radix-2 algorithm signal flow graph (SFG)

(Fig. 3). The number of scaling errors �02s;k propagating to

any output node, for example, Xð0Þ, from the first, second,

and third stages are 8, 4, and 2, respectively. Thus, the error

variance of Xð0Þ can be obtained from (4) and is given by

�2
SjXð0Þ ¼ ð1=2Þ�02s;1 þ �02s;2 þ 2�02s;3.

To derive the variance of the FFT output due to

multiplication errors, all multiplications are assumed noisy.

Fig. 4 shows an 8-point DIF Radix-2 algorithm SFG. There

are four, that is, half of eight, �2
m;ks in each stage and each

�2
m;k of the first ðk ¼ 1Þ, second ðk ¼ 2Þ, and last ðk ¼ 3Þ

stages will propagate to 4, 2, and 1 output nodes,

respectively. On the other hand, for a general case with

an N-point FFT, there are half of the N �2
m;ks error sources in

each stage and each �2
m;k from the first stage to the last, P th,

stage propagates to N
2 ;

N
4 ; � � � ; N2P output data, respectively.

Hence, one can easily derive the output variance caused by

multiplication errors, �2
M , with the Radix-2 algorithm; the

expression of �2
M is given by
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Fig. 2. Error model of a PE stage.
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Fig. 3. Propagation of quantization and scaling errors.

Fig. 4. Propagation of multiplication errors.



�2
M �

1

N
�N

2

�
N

2

1

4

� �P�1

��2
m;1 þ

N

22

1

4

� �P�2

��2
m;2þ

� � � þ N

2P
1

4

� �0

��2
m;P

� ð6Þ

¼ 1

2
�
XP
k¼1

N

2k
� 1

4

� �P�k
��2

m;k: ð7Þ

For the Radix-22 algorithm, the corresponding expression of

�2
M is modified as

�2
M �

1

N
� 3N

4

�
N

4

1

4

� �P�2

�2
m;2 þ

N

42

1

4

� �P�4

�2
m;4þ

� � � þ N

4P=2

1

4

� �0

�2
m;P

� ð8Þ

¼ 3

4
�
XP=2

k¼1

N

4k
� 1

4

� �P�2k

��2
m;2k: ð9Þ

Equations (6) and (8) are derived by assuming that all of

the multiplications are noisy. However, the multiplications

associated with twiddle factors Wp ¼ �1 or Wp ¼ �j
introduce no errors. Fig. 5 shows the position of noiseless

multiplications in an 8-point Radix-2 algorithm SFG. The

variances of these noiseless multiplications, denoted as �2
C

in the Radix-2 algorithm SFG and the Radix-22 algorithm

SFG, are individually rederived and can be given by (10)

and (12):

�2
C �

1

N
�
�
2 �N

2

1

4

� �P�1

��2
m;1 þ 22 �N

22

1

4

� �P�2

��2
m;2

þ � � � þ 2P�1 � N
2P�1

1

4

� �
� �2

m;P�1

�

þ 1

N
� N

2
� N

2P
� �2

m;P

� � ð10Þ

¼
XP�1

k¼1

1

4

� �P�k
��2
m;k

" #
þ 1

2
� N

2P
� �2

m;P ; ð11Þ

�2
C �

1

N
� 3N

4
�
�
N

4
� 1

2P�2

� �
� 1

4

� �P�2

�2
m;2

þN
42
� 1

2P�4

� �
� 1

4

� �P�4

�2
m;4 þ � � � þ

N

4P=2
� �2

m;P

�

¼ 3

4
�
XP=2
k¼1

N

4k
� 1

2P�2k

� �
� 1

4

� �P�2k

��2
m;2k:

ð12Þ

According to the assumption of no correlations in these

error sources, the total output error variance can be

obtained by summing the variance of each error propagat-

ing to the output; this summation is expressed as

�2
T ¼ �2

S þ �2
M � �2

C

	 

þ �2

qo: ð13Þ

Furthermore, the variance of output data in an N-point FFT

processor is given in (14) [14]:

�2
X ¼

1

3N
: ð14Þ
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Fig. 5. Propagation of noiseless multiplications.



Hence, the output SQNR is obtained by

SQNR1 ¼ 10 log10

�2
X

�2
T

� �
: ð15Þ

This SQNR1 model is used as the performance index,
whereas the statistical error analysis is employed in the FFT
processor.

3.2 Simulation-Based Method

Fig. 6 presents a conceptual block diagram of the simula-
tion-based analysis. To perform this simulation, floating-
point and fixed-point C models with a given FFT algorithm
were developed. According to system constraints, for
example, the word-length of each stage, the rounding or
truncation of stages, the number of scaling stages, and the
input/output word-length, the C models obtain the proper
fixed-point results. Then, SQNR can be evaluated by
comparing the fixed-point output with the floating-point
output; the formula of the calculation is given by

SQNR2 ¼ 10 log10

PN�1
r¼0 XqðrÞ

� �2
PN�1

r¼0 XqðrÞ �X0qðrÞ
h i2

: ð16Þ

During simulation, random patterns are generated as
inputs and, then, the resulting SQNR2s are averaged as an
estimated average of the SQNR distribution. During
simulation analysis, there is a trade-off between the
accuracy of the SQNR2 and the required number of
simulation times. The required simulation times are
investigated as follows: First, the random variable �S is
used as an estimate of SQNR2. Then, according to the

central limit theorem, the sampling distribution of �S is
approximately normally distributed. Therefore, we can be
ð1� �Þ100 percent confident that the SQNR error will not
exceed a specified amount e when the number of SQNR2s
equals

z�=2 � �
e

� �2

; ð17Þ

where � is the standard deviation of the distribution of
SQNR2 and z�=2 satisfies the probability equation
Probðz�=2 < ZÞ ¼ �=2 when Z is a random variable with a
standard normal distribution [16]. In this work, e is the
constraint of the SQNR error (SQNR_Error).

3.3 Demonstration of the Statistical and
Simulation-Based Analysis

The proposed error model was verified using the simula-
tion-based error analysis and the result was compared with
that obtained by the statistical error analysis. In this analysis,
the SQNR is calculated using the statistical method and is
also evaluated using a simulation for 8, 16, � � � , 8,192-point
DIF Radix-2 FFT and for 16, 64, � � � , 4,096-point DIF Radix-22

FFT with the freely chosen word-length from 8-32 bits for
each stage.

Table 1 shows a summary of the comparison between the
two methods with 20 randomly generated word-length sets
in a 1,024-point DIF Radix-2 FFT, where the input word-
length is set to be equal to that of the first stage and the
output word-length is set to be the same as that of the last
stage. The SQNR difference is obtained by subtracting the
SQNR of the simulation analysis from that of the statistical
analysis.

Fig. 7 shows the histogram of the SQNR difference with
104 randomly generated word-length sets for the 1,024-
point FFT of Radix-2 and Radix-22 algorithm. The difference
in comparison is within �1:0 dB in Radix-2 FFT and within
�1:1 dB for the Radix-22 FFT.

Exhaustively comparing all word-length sets of 8-32 bits
is impractical because the simulation time is unendurable.
Therefore, partial exhaustive verification for word-lengths

1110 IEEE TRANSACTIONS ON COMPUTERS, VOL. 56, NO. 8, AUGUST 2007

Fig. 6. Block diagram of the simulation analysis.

TABLE 1
Example of Random Verification



of 11-18 bits was employed in the comparison of the 64-
point Radix-2 and Radix-22 FFT. This comparison required
130 hours. Fig. 8 shows the results of the comparison; the
SQNR difference is within �1:1 dB.

Both Figs. 7 and 8 present a bias shift in the SQNR
difference. This shift is produced because the noise model
of multipliers in the statistical analysis is an approximation
of the actual noise distribution of multipliers. However, this
is not an important issue as the shift is much smaller than
the maximum SQNR difference. On the other hand, a
parameter � is introduced to indicate the maximum SQNR
difference for the optimization process. The amount of
SQNR difference is not analytically expressed and is
obtained by an experiment. Thus, according to experimen-
tal results, the value of � is suggested to be 1 dB for the
R2SDF architecture and 1.1 dB for the R22SDF architecture
when the statistical analysis is mixed with the simulation-
based analysis.

4 WORD-LENGTH OPTIMIZATION

Fig. 9 presents the flow of the proposed automatic word-
length optimization in the pipelined FFT processor. There
are four major steps in the process. First, the upper bound
word-length (UBW) for each PE stage is evaluated based on

the operating frequency requirement and the SQNR
constraint (iSQNR) of the processor. Next, the UBWs of
stages are fed into the lower bound word-length (LBW)
evaluation as an additional constraint for determining the
LBWs. Both the UBW and LBW evaluations employ the
statistical analysis. Then, we use the statistical analysis to
determine optimized word-length candidates (OWCs)
based on iSQNR-�. Finally, the OW evaluation is per-
formed based on the two primary procedures: 1) If the
SQNR_Error is � 1 dB, a simulation analysis is used to
select a solution with the smallest area. As the candidates
are arranged in ascending order in area, the algorithm
terminates after finding the first solution. 2) If the
SQNR_Error is > 1 dB, a benefit function is introduced
and the best benefit function is selected.

A hardware library and two tables, a PE stage table and a
mean of SQNR variance table, are prepared prior to
activating the optimizing process. To optimize the hard-
ware cost, one hardware library such as the TSMC 0:25�m
cell library is chosen to determine the area size and critical
timing delay of a PE stage in the FFT processor by
synthesizing versus different word-engths. The obtained
data are recorded in the PE stage table to speed up
automation. The mean of the SQNR variance table is used
to derive lengths of simulation at different simulated
confidences according to (17). This table is established by
calculating the mean of 100 simulated SQNR variances of a
PE stage with word-lengths of 8-32 bits versus distinct FFT
lengths ðNÞ.

4.1 Evaluation of the Upper Bound Word-Length

The UBW of the kth PE stage, named bU;k, is defined as the
maximum possible word-length such that the critical path
satisfies the timing constraint, which is the inverse of the
operating frequency of the FFT processor. Since the upper
bound is obtained based on the operating frequency and
throughput, the lower throughput constraint and faster
hardware library exactly increase the UBW. Conversely, the
increased word-length will require increased time for the
operation of the PE stage. That is, increasing the word-
length reduces the allowed operating frequency and, thus,
the operating frequency requirement can be violated.
Additionally, a short word-length results in a poor SQNR.

Fig. 10 shows the process of UBW evaluation. First, the
UBW corresponding to the operating frequency require-
ment is evaluated stage by stage. When the operating
frequency requirement is achieved for each stage, fbU;kgs
are obtained. Otherwise, the maximum allowable operating
frequency is reported. When all fbU;kgs are given, they are
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Fig. 7. Histogram of the SQNR difference with randomly generated

word-lengths.

Fig. 8. Histogram of the SQNR difference with partial exhaustive

verification.

Fig. 9. Word-length optimization flow of a PE stage.



used to analyze the SQNR of the FFT processor. If the
evaluated SQNR meets the SQNR constraint, the UBW set
denoted by BU comprising these fbU;kgs is output or the
maximum achievable SQNR is reported.

4.2 Evaluation of the Lower Bound Word-Length

When the UBW set is obtained, it is used to support the
evaluation of the LBW. The LBW set BL is derived from BU

such that the optimized solution must be above BL. That is,
if the solution is not above BL, the solution will not meet the
SQNR constraint.

Fig. 11 shows the flow of the LBW evaluation. First, the
UBW set BU is assigned as the initial set B0U . The evaluation
is then conducted stage by stage. For the kth stage, the
element of B0U , b0U;k, progressively decreases until the SQNR
of its corresponding set is smaller than the SQNR constraint;
this b0U;k is now stored and assigned as bL;k. Notably, at the
beginning of the evaluation of each stage, B0U is reset as BU .

When the evaluation of the last stage is complete, the final
LBW set BL, consisting of fbL;kgs, is reported and this LBW
evaluation is terminated.

4.3 Optimized Word-Length Search

There are two chief considerations when searching the
candidates of OW. First, since the DIF FFT processor
requires a large amount of memory, especially in the early
stages, it is better to keep the word-length of these stages
short for area optimization. This is demonstrated in Fig. 12,
which shows that the area increment of each PE stage in an
8,192-point FFT of Radix-2 when a word-length with 20 bits
of each stage is increased by 1 bit.

The second issue is the output SQNR. The output SQNR
of a pipelined FFT processor can be obtained by replacing
these variances in (15) with the corresponding values
obtained from (1) to (14) and rearranged. The final
expression is obtained as
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Fig. 10. Evaluation of the upper bound word-length.

Fig. 11. Evaluation of the lower bound word-length.



SQNR � 10 log10

c

a12�2b1þ1 þ a22�2b2þ2 þ � � � þ aP2�2bPþPð Þ ;

ð18Þ

where c is a constant, ak is a constant for each PE stage, and

k 2 f1; 2; � � � ; Pg. If there exists an mth PE stage such that

am2�2bmþm >> ak2
�2bkþk, 8k and k 6¼ m, this stage will be a

bottleneck degrading the output SQNR. That is, the value of

ða12�2b1þ1 þ a22�2b2þ2 þ � � � þ aP2�2bPþP Þ is dominated by

the term am2�2bmþm. Thus, it is efficient to choose the sizes

of the word-length to be close so that each stage has an

approximate quantity of errors.
In addition to the consideration already mentioned, there

are two major properties of the R2SDF and R22SDF

architectures that must be considered when determining

the format of the OW. The required FIFO memories

decrease stage by stage (Fig. 1) and the errors degrading

SQNR increase due to the amount of ak � 2k in each product

term of (18) increasing along as k increases. According to

these properties and considerations, the optimization

format is in ascending order. This optimization format is

true only for the architectures with the characteristics that

the required memories decrease stage by stage. For other

implementations, the optimization format needs to be

modified and, then, the flow for optimization described in
the following can be employed.

An OWC BOWC of a pipelined FFT processor has three
properties: 1) BL � BOWC � BU , 2) BOWC is in ascending
order, and 3) the SQNR of the FFT processor with this
word-length set meets the SQNR constraint. To find the
OWC vector, all word-length sets from the LBW set BL to
the UBW set BU are scanned and those sets that are in
ascending order survive. These sets are then evaluated
using the statistical analysis. If the evaluated SQNR meets
the constraint, its corresponding set is chosen as an OWC
and is stored in the OWC vector sorted by area. This process
is iteratively performed until the word-length set reaches
BU and its evaluation is completed. Fig. 13 shows this
search flow. The final output of the flow is the OWC vector
consisting of BOWC sets sorted by area size.

Fig. 14 presents the flow to determine the OW set, BOW .
First, choosing which method to employ is according to the
constraint of the SQNR error. When the simulation-based
analysis is used, the BOWCs in the OWC vector are
simulated starting with the BOWC with the smallest area
until the SQNR of the simulated BOWC meets the SQNR
constraint, iSQNR. The entire process of optimization is
named a hybrid method, whereas the analysis employed is
the statistical method before finding the BOW .

When the SQNR_Error is > 1 dB, the whole optimized
process using the statistical technique is called the pure
statistical method. In this method, BOW is determined based
on the benefit function that is defined as

Benefit ¼ �SQNR

�Area
; ð19Þ

where �SQNR is the difference in SQNR between the BL and
the analyzed BOWC and �Area is their area difference. The
BOWC with the best benefit is the OW BOW .

As the statistical analyzer is less accurate due to the error
in the analytical model, Benefit is therefore introduced to
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Fig. 12. Area increment of each PE stage as the word-length increases

by 1 bit.

Fig. 13. The procedure to determine the OW set candidates.



finetune the solution to get an enhanced SQNR with little

area overhead. In the trade-off between SQNR and area,

Benefit is a better cost function than the area cost function.
Fig. 15 shows an example of the steps in the word-length

optimization by using the hybrid method when the SQNR

error constraint is less than 1 dB. The system constraints are

the same as those in Table 3. The sim_SQNR means the

result of simulation and iSQNR is the SQNR constraint.

After sorting the OWC vector with ascending area size, the

BOW selection is performed one by one until the sim_SQNR

is greater than iSQNR and, then, the outcome of BOW is

obtained.
Fig. 16 shows the example of optimization employing the

pure statistical method. Table 3 shows the system con-

straints, except for SQNR Error ¼ 1:1 dB. Because the

constraint of the SQNR error is > 1 dB, the pure statistical

method is employed to identify BOW . The BOWCs in the

OWC vector are resorted based on the benefit that is

calculated according to (19). The BOWC with the best benefit
is BOW .

To determine the OWC vector, it requires a full scan of the

sets with the ascending order and it therefore has the

complexity ofOð2PþmaxfbU;kgÞ. To perform the OW evaluation,

a greedy algorithm is used if the SQNR_Error is� 1 dB. If the

SQNR_Error is> 1 dB, the evaluation requires calculating the

benefit function of the OWC vector. Hence, it has the same

complexity as the determination of the OWC vector.

5 EXPERIMENTAL RESULTS

In this work, FFT architectures DIF R2SDF and DIF
R22SDF were implemented by using the C++ language
with the SystemC [17], [18] library to demonstrate the
proposed flow for optimization. The FFT length N can be
adjusted from 8 to 8,192 and the word-length of each
stage can be altered from 8 to 32 bits. Since the SQNR
range is 40-60 dB and the specifications (Table 2) are
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Fig. 14. Optimized word-length selection.

Fig. 15. An example of hybrid word-length optimization.



typically used in most OFDM-based systems [19], the
SQNR of 45 dB and operating frequency of 50 MHz were
adopted as constraints in these experiments.

Synthesis was conducted without any constraints using
the Synopsys Design Analyzer [20]. The models of the
hardware functional blocks, including adders, multipliers,
and multiplexers, employ Synopsys DesignWare [21] and
TSMC 0:25�m cell library, as well as the memory models,
including the shift registers and ROMs [22], [23]. The fast
carry look-ahead synthesis model for adders, the booth-
encoded Wallace tree synthesis model for multipliers, and
the universal multiplexer synthesis model for multiplexers
are adopted. The area and timing reports of the Synopsys
Design Analyzer are used for these models.

To verify the proposed optimization flow of the FFT
processor, the C++ language with SystemC library is used
to build the fixed-point model of the FFT hardware. In this
experiment, the quantization mode is always truncation,
which is SC_TRN in the SystemC library, and the overflow
mode is saturation, which is SC_SAT in the library.

Finally, the platform is built on a PC with an Intel 2.4 GHz
CPU and 768 Mbyte RAM. The operating system (OS) is
Microsoft Windows 2000.

5.1 Variant FFT Lengths

Tables 4 and 5 present experimental results for area
optimization versus FFT lengths of 8 to 8,192 points. Table 4
shows the experimental results for R2DSF and Table 5
shows the experimental results for R22SDF. Table 3 pre-
sents the optimization constraints in which the SQNR_Error
is the value of e in (17) and the SQNR simulation confidence
level is the amount of ð1� �Þ100 percent. Since the

constraint of the SQNR error is smaller than 1 dB, the
hybrid method is employed. In both tables, the first column
lists the FFT length. The second column indicates whether
the choice of word-length is optimized: w/o indicates that
the word-length choice is based on using the same word-
length for each stage, which is the minimum length such
that all of the constraints are met, and w/ indicates that the
word-length is decided using the proposed optimization
method. The column “Area Reduction” presents the
reduction rate of the area calculated by

Areafw=o optimizationg �Areafw= optimizationg
Areafw=o optimizationg

� 100%: ð20Þ

The last column, “Time,” is the required time of the used
computer for performing optimization. The maximum and
minimum area reduction rates are 24 percent and 9 percent
for R2SDF and 23 percent and 6 percent for R22SDF. In
summary, these tables show that, as N increases, the area
reduction rate increases.

5.2 Output SQNR Requirement

Fig. 17 shows the achieved area reduction rate versus
different SQNR constraints for R2SDF and R22SDF. In the
conventional designs with the same word-length for all
pipeline stages, the SQNR increases by about 6 dB when the
word-length increases by 1 bit. In Fig. 17, a similar
phenomenon can be observed when 6 dB is the cycle area
reduction rate for different SQNR requirements. The
reduction rate varied from 12 percent to 20 percent.

5.3 Loose SQNR Error Requirement

Table 6 shows the word-length optimization results
based on the constraints presented in Table 3, except
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Fig. 16. An example of the pure statistical analysis.

TABLE 2
Common Specifications of FFT for OFDM TABLE 3

Constraints for Optimization



SQNR error ¼ 1:1 db. Since the constraint of the SQNR error

equals 1.1 dB, the statistical analysis method is employed

for optimization. The achieved area reduction rate versus

the FFT lengths drifts toward the same direction as the

results shown in Table 4. The SQNR corresponding to the

OWs is evaluated by simulation to verify its accuracy.

Table 6 lists these evaluated results in the last column. The

obtained SQNRs of FFT lengths 128, 512, and 2,048 points

violate the SQNR constraint.

5.4 Comparisons of the Three Methods

Fig. 18 shows the comparisons of the experimental results
by employing the pure statistical method, the pure
simulation-based method, and the hybrid method for the
R2SDF optimization. The pure simulation-based method is
the proposed optimization without statistical error analysis
and applies a greedy algorithm to find the local optimum.
One dB is added to the SQNR constraint (iSQNR) to allow
for the SQNR error in the statistical model. This is done for
overdesign to cover the SQNR error of the statistical model.
These experimental results suggest that overdesign with
extra 1 dB has larger hardware costs than the other two
methods. This difference is reflected by the comparisons of
the area reduction rate versus FFT lengths shown in the top
frame. The bottom frame presents that the required time for
performing optimization can be dramatically reduced by
using the hybrid methods compared with that when using
the pure simulation-based analysis with approximately the
same optimized area. In summary, employing the hybrid
method for the word-length optimization is faster than the
pure simulation-based method and provides a more
accurate determination of word-lengths than the pure
statistical method.
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TABLE 4
Area Reduction of R2SDF with Different FFT Lengths Using the Hybrid Method

TABLE 5
Area Reduction of R22SDF with Different FFT Lengths Using the Hybrid Method

Fig. 17. Area reduction rate versus SQNR constraints.



6 CONCLUSIONS

This work presented a modified statistical error model for
varying word-lengths of individual stages of a pipelined
FFT processor with Radix-2 and Radix-22 algorithms. The
error model is used to investigate the hybrid method for
word-length optimization at the stage level. The proposed
hybrid method combined with statistical and simulation-
based error analyses performs the word-length optimiza-
tion based on minimizing the area size cost. A generator of
pipelined FFT processors was developed for experiments to
validate the proposed method and error model. The
generator gives the suggested value of the maximum
available SQNR or operating frequency at the UBW
evaluation when constraints cannot be met. Experiments
indicate that the hybrid method can obtain optimized
results faster than the conventional simulation-based
method, thereby reducing the design time for the FFT
processor. Furthermore, the area size of the processor is also
minimized.
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