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Receiving a calling signal through a wireless sensor
network

— 5210
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AUTONOMOUS ELECTRONIC APPARATUS
AND NAVIGATION METHOD THEREOF

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the priority benefit of Tai-
wan application serial no. 101145700, filed on Dec. 5, 2012.
The entirety of the above-mentioned patent application is
hereby incorporated by reference herein and made a part of
this specification.

BACKGROUND

[0002] 1.Field of the Invention

[0003] The present invention is directed to an autonomous
electronic apparatus and a navigation method thereof. More
particularly, the present invention is directed to an autono-
mous electronic apparatus combined with a wireless sensor
network and image tracking and a navigation method thereof.
[0004] 2. Description of Related Art

[0005] Along with the thriving development of science and
technology, researches related to all kinds of intelligent
robots have been rapidly developed. In the field in regard to
the research of robots, not only enabling a robot to perform
various kinds of anthropomorphic behaviors but also
enabling the robot to move toward a positioned location in
front of a user in response to the user’s calling to and a
navigation mechanism thereof have become one of the most
popular research topics.

[0006] In the related art, the positioning and navigation
mechanisms of the robot are commonly implemented via a
manner of an infrared ray, wireless sensor network or voice
recognition. However, a positioning or a navigation result of
the aforementioned manners usually turns out to be inaccu-
rate due the unstable factors of the environment, such that the
robot can not be accurately navigated to the front of the caller.

SUMMARY

[0007] Accordingly, the present invention is directed to an
autonomous electronic apparatus and a navigation method
thereof, which are capable of accurately positioning by com-
bining a positioning method of a wireless sensor network and
animage tracking method, such that arobot is navigated to the
front of a caller.

[0008] The present invention is directed to a navigation
method adapted for an autonomous electronic apparatus. The
method includes steps as follows. First, a calling signal is
received through a wireless sensor network, wherein the call-
ing signal is from a target. Then, a position relationship
between the target and the autonomous electronic apparatus
is analyzed to generate a first speed. Next, an image set is
captured, and an image relationship between the image set
and the target is analyzed to generate a second speed. After-
ward, a weighting value related to the position relationship is
calculated, and a moving speed is calculated according to the
weighting value, the first speed and the second speed.
[0009] Inan embodiment of the present invention, the step
of analyzing the position relationship between the target and
the autonomous electronic apparatus to generate the first
speed includes steps as follows. An estimated position of the
autonomous electronic apparatus is estimated. Then, a target
position of the target is received through the wireless sensor
network. Thereafter, the first speed of enabling the autono-
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mous electronic apparatus to move toward the target is deter-
mined according to the estimated position and the target
position.

[0010] Inan embodiment of the present invention, the step
of estimating the estimated position of the autonomous elec-
tronic apparatus includes steps as follows. A first positioning
location of the autonomous electronic apparatus is estimated,
and reliability of the first positioning location is determined.
Then, an accumulated movement distance of the autonomous
electronic apparatus is calculated, and a second positioning
location of the autonomous electronic apparatus is estimated
according to the accumulated movement distance. Thereafter,
a positioning weighting value of the first positioning location
is determined according to the reliability and the accumulated
movement distance, and the estimated position of the autono-
mous electronic apparatus is calculated according to the posi-
tioning weighting value, the first positioning location and the
second positioning location.

[0011] Inan embodiment of the present invention, the step
of estimating the first positioning location of the autonomous
electronic apparatus includes receiving position information
associated with a plurality of sensor nodes in the wireless
sensor network, detecting a signal strength of each of the
sensor nodes and then, determining the first positioning loca-
tion according to a corresponding relationship between the
position information and the signal strength of each of the
sensor nodes.

[0012] Inan embodiment of the present invention, the step
of determining the reliability of the first positioning location
includes recording the first positioning location and calculat-
ing difference value between the first positioning location in
a current time interval and the first positioning location in a
previous time interval, wherein the difference value and the
reliability is inversely proportional.

[0013] Inan embodiment of the present invention, the step
of analyzing the position relationship between the target and
the autonomous electronic apparatus to generate the first
speed further comprising scanning obstacles around the
autonomous electronic apparatus, such that the autonomous
electronic apparatus can dodge the obstacles while moving to
the target by adjusting the first speed.

[0014] In an embodiment of the present invention, the
image set includes a depth image and a color image, the target
is a human body, and the step of analyzing the image rela-
tionship between the image set and the target to generate the
second speed includes detecting a humanoid coordinate of the
human body is detected in the depth image, then, detecting
face information of the human body in the color image and
determining the second speed of enabling the autonomous
electronic apparatus to move toward the human body by
combining the humanoid coordinate and the face informa-
tion.

[0015] Inan embodiment of the present invention, the step
of detecting the humanoid coordinate of the human body in
the depth image includes finding out a body shape of the
human body is found out according to a body recognition
database, displaying the body shape in the depth image and
performing a centroid calculation on the displayed body
shape to determine the humanoid coordinate.

[0016] Inan embodiment of the present invention, the face
information comprises a center coordinate and a face width,
and the step of detecting the face information of the human
body in the color image includes finding out a face region of
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the human body according to a face recognition database and
then, calculating the center coordinate and the face width of
the face region.

[0017] According to another embodiment of the present
invention, the present invention is directed to an autonomous
electronic apparatus including a communication unit, a navi-
gation module, an image tracking module and a processing
unit. The communication unit receives a calling signal
through a wireless sensor network, wherein the calling signal
is form a target. The navigation module is coupled to the
communication unit and analyzes a position relationship
between the target and the autonomous electronic apparatus
to generate a first speed. The image tracking module includes
an image capturing unit and an analyzing unit. The image
capturing unit captures an image set. The analyzing unit is
coupled to the image capturing unit and analyzes an image
relationship between the image set and the target to generate
asecond speed. The processing unit is coupled to the naviga-
tion module and the analyzing unit, calculates a weighting
value related to the position relationship, calculates a moving
speed according to the weighting value, the first speed and the
second speed and controls a moving status of the autonomous
electronic apparatus to move toward the target via the moving
speed.

[0018] Inanembodiment of the present invention, the navi-
gation module estimates an estimated position of the autono-
mous electronic apparatus receives a target position of the
target through the wireless sensor network and determines the
first speed of enabling the autonomous electronic apparatus to
move toward the target according to the estimated position
and the target position.

[0019] Inanembodiment of the present invention, the navi-
gation module includes a positioning unit, an odometer and a
calculation unit. The positioning unit estimates a first posi-
tioning location of the autonomous electronic apparatus and
determines reliability of the first positioning location. The
odometer calculates an accumulated movement distance of
the autonomous electronic apparatus and estimates a second
positioning location of the autonomous electronic apparatus
according to the accumulated movement distance. The calcu-
lation unit is coupled to the positioning unit and the odometer,
determines a positioning weighting value of the first position-
ing location according to the reliability and the accumulated
movement distance and calculates the estimated position of
the autonomous electronic apparatus according to the posi-
tioning weighting value, the first positioning location and the
second positioning location.

[0020] Inanembodiment of the present invention, the com-
munication unit receives position information associated
with a plurality of sensing points in the wireless sensor net-
work and detects a signal strength of each of the sensing
points. The positioning unit determines the first positioning
location according to a corresponding relationship between
the position information and the signal strength of each of the
sensing points.

[0021] Inan embodiment of the present invention, the ana-
lyzing unit records the first positioning location and calcu-
lates a difference value between the first positioning location
in a current time interval and the first positioning location in
a previous time interval, wherein the difference value and the
reliability is inversely proportional.

[0022] Inanembodiment of the present invention, the navi-
gation module further includes a scanning unit, coupled to the
calculation unit, scanning obstacles around the autonomous
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electronic apparatus, such that the calculation unit can make
the autonomous electronic apparatus dodge the obstacles
while moving to the target by adjusting the first speed.
[0023] In an embodiment of the present invention, the
image set includes a depth image and a color image. The
target is ahuman body. The analyzing unit detects ahumanoid
coordinate of the human body in the depth image, detects face
information of the human body in the color image and then,
determines the second speed of enabling the autonomous
electronic apparatus to move toward the human body by
combining the humanoid coordinate and the face informa-
tion.

[0024] Inan embodiment of the present invention, the ana-
lyzing unit finds out a body shape of the human body accord-
ing to a body recognition database, displays the body shape in
the depth image and performs a centroid calculation on the
displayed body shape to determine the humanoid coordinate.
[0025] Inan embodiment of the present invention, the face
information includes a center coordinate and a face width,
and the analyzing unit finds out a face region of the human
body according to a face recognition database and calculates
the center coordinate and the face width of the face region.
[0026] To sum up, in the embodiments of the present inven-
tion, the information of the first speed and the second speed in
connection with the navigation module and the image track-
ing module are collectively considered with the weighting
value, such that an more accurate navigation result may be
achieved when the autonomous electronic apparatus moves
toward to the target.

[0027] Inorder to make the aforementioned and other fea-
tures and advantages of the present invention more compre-
hensible, several embodiments accompanied with figures are
described in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0028] The accompanying drawings are included to pro-
vide a further understanding of the present invention, and are
incorporated in and constitute a part of this specification. The
drawings illustrate embodiments ofthe present invention and,
together with the description, serve to explain the principles
of the present invention.

[0029] FIG.1isaschematic diagram illustrating an autono-
mous electronic apparatus moving toward a target automati-
cally upon receiving a calling signal from the target according
to an embodiment of the present invention.

[0030] FIG. 2 is a flowchart illustrating a navigation
method according to an embodiment of the present invention.
[0031] FIG. 3 is a schematic diagram illustrating a naviga-
tion module according to the embodiment as depicted FIG. 1.
[0032] FIG. 4 is a flowchart of estimating the estimated
position of the autonomous electronic apparatus according to
the embodiment as depicted in FIG. 2.

DESCRIPTION OF EMBODIMENTS

[0033] Hereinafter, examples of the exemplary embodi-
ments the present invention are illustrated in detail with ref-
erence to the accompanying drawings. In addition, wherever
possible, the same or similar symbols represent the same or
similar components or elements.

[0034] FIG.1isaschematic diagram illustrating an autono-
mous electronic apparatus moving toward a target automati-
cally upon receiving a calling signal from the target according
to an embodiment of the present invention. In the present
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embodiment, an autonomous electronic apparatus 100
includes a communication unit 110, anavigation module 120,
animage tracking module 130 and a processing unit 140. The
autonomous electronic apparatus 100 may automatically
move toward where a target 150 is located upon receiving a
calling signal CS sent from the target 150.

[0035] The communication unit 110 is, for example, a
device supporting a wireless sensor network and receives
signals from sensor nodes 160_1~160_10 and the calling
signal CS sent from the target 150 through the wireless sensor
network (e.g. a ZigBbee-based network). In an embodiment,
when positions of the sensor nodes 160_1~160_10 are
known, the target 150 may correspondingly estimate a posi-
tion ofitself according to the signals collected from the sensor
nodes 160_1~160_10. At this time, the target 150 may also
send its own position to the wireless sensor network, such that
the autonomous electronic apparatus 100 may then receive a
target position related to the target 150 through the commu-
nication unit 110.

[0036] The navigation module 120 is coupled to the com-
munication unit 110. After the target position sent by the
communication unit 110 is received, the navigation module
120 calculates a movement parameter of enabling the autono-
mous electronic apparatus 100 to move toward the target 150.
In detail, the navigation module 120 may correspondingly
estimate its own position according to the signals collected by
the communication unit 110 from the sensor nodes 160
1~160_10 so as to adjust a moving path of the autonomous
electronic apparatus 100, for example. Additionally, in the
embodiment, the navigation module 120 may further include
a scanning unit (e.g., a laser scanner), which can be adopted to
scan obstacles in the surroundings, such that the autonomous
electronic apparatus 100 may avoid the obstacles while trav-
eling forward.

[0037] The image tracking module 130 includes an image
capturing unit 132 and an analyzing unit 134. The image
capturing unit 132 is, for example, a device or anelement (e.g.
a Kinect sensor) capable of simultaneously capturing a depth
image and a color image. The analyzing unit 134 is coupled to
the image capturing unit 132 and may be configured to ana-
lyze the depth image and the color image that are captured by
the image capturing unit 132 so as to obtain required infor-
mation. For example, after the depth image is captured by the
image capturing unit 132, the analyzing unit 134 may find out
a body shape in the depth image according to a body recog-
nition database in an open natural interaction (OpenNT), for
example, so as to be aware that a human (or a human pattern)
exists within a captured range of the image capturing unit
132. Additionally, after the color image is captured by the
image capturing unit 132, the analyzing unit 134 may deter-
mine whether a human face feature, for example, appears in
the color image according to a face recognition database in an
open source computer vision (OpenCV).

[0038] Theprocessing unit 140 is coupled to the navigation
module 120 and the analyzing unit 134 and configured to
control a moving status, such as avoiding an obstacle, turning
and adjusting a traveling speed, of the autonomous electronic
apparatus 100 according to information provided by the navi-
gation module 120 and the analyzing unit 134. The process-
ing unit 140 is, for example, a central processing unit (CPU),
a microprocessor, a digital signal processor (DSP), an appli-
cation specific integrated circuits (ASIC) or the like.

[0039] FIG. 2 is a flowchart illustrating a navigation
method according to an embodiment of the present invention.
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Referring to both FIG. 2 and FIG. 1, each step of the naviga-
tion method used by the autonomous electronic apparatus 100
to move toward the target 150 is illustrated in detail with
reference to each of the elements depicted in FIG. 1 herein-
after. In the present embodiment, the target 150 is, for
example, a human body while the autonomous electronic
apparatus 100 is a robot having motor controller (not shown),
a motor driver (not shown) and a wheel (not shown), which
are coupled to one another.

[0040] In step S210, the target 150 may send a calling
signal CS to the wireless sensor network through a device,
such as a wireless signal transmitter, such that the communi-
cation unit 110 may receive the calling signal CS through the
wireless sensor network. In step S220, the navigation module
120 may analyze the position relationship between the target
150 and the autonomous electronic apparatus 100 to generate
a first speed SP1 of enabling the autonomous electronic appa-
ratus 100 to move toward the target 150. To be specific, after
the communication unit 110 collects information (e.g. signal
strengths and information of positions) associated with the
sensing points 160_1~160_10, the navigation module 120
may estimate an estimated position where the autonomous
electronic apparatus 100 is currently located accordingly.
Then, the navigation module 120 may further determine the
first speed SP1 enabling the autonomous electronic apparatus
100 to move toward the target 150 after the target position sent
by the target 150 through, for example, the wireless signal
transmitter is received by the communication unit 120.
[0041] For instance, if, at a certain time point, signal
strengths of the sensor nodes 160_1 and 160_2 transmitted to
the communication unit 110 are stronger while signal
strengths of the sensor nodes 160_3~160_10 are sequentially
decreasing, the navigation module 120 may determine that
distances to the sensor nodes 160_1 and 160_2 are shorter.
Upon the acknowledgment that the target position is
approaching the position of the sensor nodes 160_10, the
navigation module 120 may calculate a direction for the
autonomous electronic apparatus 100 to move toward to
arrive where the target 150 is located.

[0042] It should be noted that after determining the first
speed SP1, the autonomous electronic apparatus 100 does not
directly move toward the target 150 based on the first speed
SP1.Instead, until an image tracking result is generated by the
image tracking module 130, parameters for controlling a
moving status of the autonomous electronic apparatus 100
may be generated by the processing unit 140 based on the
consideration of information provided by the navigation
module 120 and the image tracking module 130, such that the
autonomous electronic apparatus 100 performs its actual
movement.

[0043] In other embodiments, the navigation module 120
may further consider the information of the obstacles sur-
rounding the autonomous electronic apparatus 100 provided
by the scanning unit (e.g., the laser scanner), and correspond-
ingly adjust the first speed SP1 to make the autonomous
electronic apparatus 100 be able to dodge the surrounding
obstacles while moving to the target 140. The related discus-
sion of the mechanism about the autonomous electronic appa-
ratus 100 dodging the surrounding obstacles would be pro-
vided later.

[0044] In step S230, the image capturing unit 132 may
capture an image set for scenes in front of the autonomous
electronic apparatus 100 according to the current traveling
direction ofthe autonomous electronic apparatus 100, and the
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image set includes a depth image and a color image. Then, in
step S240, the analyzing unit 134 may analyze an image
relationship between the image set and the target 150 (e.g. a
human body) to generate a second speed SP2 configured to
enable the autonomous electronic apparatus 100 to move
toward the target 150.

[0045] For instance, when the target 150 is a human body,
the analyzing unit 134 may find out whether a shape similar to
the human body appears in the depth image according to the
body recognition database (e.g., OpenNI). When determining
that a body shape appears in the depth image, the analyzing
unit 134 may further assume that a human body appears in the
scenes in front of the autonomous electronic apparatus 100
according to the image relationship between the depth image
and the target 150 (i.e. the human body). Additionally, the
analyzing unit 134 may further estimate a distance between
the human body and the autonomous electronic apparatus 100
according to a distribution of the body shape in the depth
image. Then, the analyzing unit 134 may display the body
shape in the depth image and perform, forexample, a centroid
calculation on the displayed body shape so as to determine the
humanoid coordinate (i.e. a centroid location of the body
shape) of the body shape displayed in the depth image.
[0046] Inaddition, the analyzing unit 134 may also find out
whether a region similar to the human face appears in the
color image according to the face recognition database (e.g.,
OpenCV). When determining that a face region appears in the
color image, the analyzing unit 134 may further assume that
ahuman face appears in the scenes in front of the autonomous
electronic apparatus 100 according to the image relationship
between the color image and the target 150 (i.e. the human
body). Then, the analyzing unit 134 may obtain face infor-
mation (e.g. a center coordinate of the face region and a face
width thereof) by analyzing the face region.

[0047] Afterward, the analyzing unit 134 may perform an
image tracking operation on the human body appearing in
front of the autonomous electronic apparatus 100 according
1o the humanoid coordinate and the face information so as to
correspondingly generate the second speed SP2 for enabling
the autonomous electronic apparatus 100 to move toward the
human body. Likewise, the autonomous electronic apparatus
100 does not directly move toward the human body in front of
the autonomous electronic apparatus 100 based on the second
speed SP2 after the second speed SP2 is generated. The rea-
son lies in that even though the image tracking module 130
considers the target 150 (e.g. the human body) as a tracking
target, any other human body (e.g. a passing-by pedestrian)
that is different from the target 150 may appear on the way of
the autonomous electronic apparatus 100 moving toward the
target 150. Therefore, the autonomous electronic apparatus
100 directly moving toward the tracked human body may
possibly lead to an incorrect navigation result.

[0048] Accordingly, in order to improve the accuracy of
navigation, the processing unit 140 may determine the param-
eter (i.e. either first speed SP1 or the second speed SP2) for
controlling the autonomous electronic apparatus 100 to move
by simultaneously considering both the first speed SP1 and
the second speed SP2 and according to where the autonomous
electronic apparatus 100 is currently located, which will be
illustrated in detail hereinafter.

[0049] In step S250, the processing unit 140 may calculate
aweighting value (i.e. areal number between 0 and 1) accord-
ing to the current position relationship between the autono-
mous electronic apparatus 100 and the target 150. The
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weighting value may be configured to adjust a reference
portion between the first speed SP1 and the second speed SP2.
For example, when the estimated position of the autonomous
electronic apparatus 100 and the target position (i.e. the loca-
tion of the target) are separate from each other in a quite far
distance, the human body currently appearing in the scenes in
front of the autonomous electronic apparatus 100 may not be
the target 150. Thus, the processing unit 140 may currently
control the movement of the autonomous electronic appara-
tus 100 mainly based on the first speed SP1 instead of the
second speed SP2 generated by the image tracking module
130. As such, even though the image tracking module 130
detects a human body of a passing-by pedestrian to corre-
spondingly generate the second speed SP2, the autonomous
electronic apparatus 100 may keep moving toward the target
150 rather than toward the pedestrian.

[0050] However, since the estimated position of the autono-
mous electronic apparatus 100 and the target position of the
target 150 are obtained by estimation, there is still uncer-
tainty. That is to say, there may be a difference between the
estimated position of the autonomous electronic apparatus
100 and its actual location. Therefore, if the autonomous
electronic apparatus 100 is continuously controlled to move
mainly based on the first speed SP1, the autonomous elec-
tronic apparatus 100 may not arrive where the target 150 is
located and even hit the target 150. Accordingly, with the
shortening of the distance between the autonomous electronic
apparatus 100 and the target 150, the processing unit 140 may
gradually increase the reference portion of the second speed
SP2, such that the autonomous electronic apparatus 100 may
accurately move toward the target 150 according to the image
tracking result. Additionally, through the analysis performed
on the depth image and the color image by the analyzing unit
134, the processing unit 140 control the autonomous elec-
tronic apparatus 100 to stop at aplace distanced from the front
of the target 150 for a predetermined distance (e.g. 50 centi-
meters) according to the second speed SP2 generated by the
analyzing unit 134. Accordingly, the processing unit 140 may
control where the autonomous electronic apparatus 100 stops
in a more accurate way without hitting the target 150.

[0051] In an embodiment, the weighting value is config-
ured to adjust a value of the reference portion of the first speed
SP1. That is to say, with the shortening of the distance
between the autonomous electronic apparatus 100 and the
target 150, the processing unit 140 may gradually decrease
the weighting value to lower down the reference portion of the
first speed SP1. In other words, when the autonomous elec-
tronic apparatus 100 is distanced from the target 150 for a
longer distance, the processing unit 140 controls the move-
ment of the autonomous electronic apparatus 100 mainly
based on the information (i.e. the first speed SP1) provided by
the navigation module 120. However, in the process of the
autonomous electronic apparatus 100 approaching the target
150, the processing unit 140 may control the movement of the
autonomous electronic apparatus 100 increasingly based on
the information (i.e. the second speed SP2) provided by the
image tracking module 130 by decreasing the weighting
value.

[0052] Then, in step S260, the processing unit 140 may
calculate an actual moving speed of the autonomous elec-
tronic apparatus 100 according to the weighting value, the
first speed SP1 and the second speed SP2. For instance, if the
weighting value (represented by w, which is a real number
between 0 and 1) is configured to adjust the value of the
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reference portion ofthe first speed SP1, and the moving speed
(represented by V) for controlling the autonomous electronic
apparatus 100 to move toward the target 150 may be obtained
by calculating based on a mathematical formula, V=w-SP1+
(1-w)-SP2, but the present invention is not limited thereto.
[0053] Afterward, in step S270, the processing unit 140
may control a moving status of the autonomous electronic
apparatus 100 moving toward the target 150 according to the
moving speed. For example, the processing unit 140 may
control the autonomous electronic apparatus 100 to perform
an operation, such as making a turn, moving forward, avoid-
ing an obstacle, avoiding a pedestrian and so forth, such that
the autonomous electronic apparatus 100 may successfully
arrive where the target 150 is located. In an embodiment,
when the autonomous electronic apparatus 100 approaches
the target 150, the analyzing unit 134 may perform image
tracking on the human body appearing in front of the autono-
mous electronic apparatus 100 according to the humanoid
coordinate and the face information. Since the target 150 (for
example, the target 150 is a blind person) may not be able to
predetermine the direction for the autonomous electronic
apparatus 100 to come over, the autonomous electronic appa-
ratus 100 may send a notification signal (e.g. a sound) to
inform the target 150 that the autonomous electronic appara-
tus 100 is approaching the target 150 when arriving and
stopping in the front of the target 150.

[0054] Tt should be noted that even though the first speed
SP1 is generated first (in step S220) and then second speed
SP2 is generated (in steps S230~240) as shown in the flow-
chart of FIG. 2, in the navigation method of the present
invention, steps $230~240 may also be performed first and
then step S220, or each of the aforementioned steps is simul-
taneously performed so as to generate both the first speed SP1
and the second speed SP2.

[0055] In addition, when the autonomous electronic appa-
ratus 100 is far apart from the target, even though the image
tracking module 130 detects thata human body appears in the
surroundings of the autonomous electronic apparatus 100,
such detected human body may not possibly be the target 150.
Accordingly, the current information provided by the image
tracking module 130 is less informative, and the processing
unit 140 may possibly disable the image tracking module 130
in advance. In other words, the autonomous electronic appa-
ratus 100 adjust the weighting value of the first speed SP1 to
be 1, such that the autonomous electronic apparatus 100
keeps being controlled to move toward the target 150 entirely
based on the information provided by the navigation module
120. Until the processing unit 140 is apart from the target at a
specific distance (e.g. 4 meters), the image tracking module
130 is enabled so that the image tracking result thereof is
taken into consideration.

[0056] On the other hand, when the autonomous electronic
apparatus 100 is quite near (e.g. 1.5 meters), since the pro-
cessing unit 140 should control the autonomous electronic
apparatus 100 mainly based on the image tracking result, the
processing unit 140 may disable the navigation module 120
so as to avoid the moving status of the autonomous electronic
apparatus 100 being influenced by the information of the
navigation module 120.

[0057] People with ordinary skills in the art should know
that in the aforementioned embodiment, the weighting value
1s configured to adjust the reference portion of the first speed
SP1 when calculating the moving speed; however, in other
embodiments, the weighting value may also be configured to
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adjust a value of a reference portion of the second speed SP2.
Under such situation, methods of adjusting the weighting
value and calculating the moving speed as the distance is
changed should also be modified. For instance, with the short-
ening of the distance between the autonomous electronic
apparatus 100 and the target 150, the processing unit 140 may
gradually increase the weighting value so as to increase the
reference portion of the second speed SP2. Additionally, the
method of calculating the moving speed may be modified as
being obtained based on a mathematical formula, V=(1-w)
-SP1+w-SP2, but the present invention is not limited thereto.

[0058] People with ordinary skills in the art should also
know that the autonomous electronic apparatus 100, the tar-
get 150, the environment and the configuration of the sensing
points 160_1~160_10 are merely illustrated in FIG. 1 as an
example, which are not construed as any limitation to the
present invention.

[0059] FIG. 3 is a schematic diagram illustrating a naviga-
tion module according to the embodiment as depicted FIG. 1.
In the present embodiment, the navigation module 120
includes a positioning unit 310, an odometer 320 and a cal-
culation unit 330. The positioning unit 310 is coupled to the
calculation unit 330 and may receive the information (e.g. the
signal strength and the position information of each of the
sensor nodes 160__ 1~160 _10) associated with the wireless
sensor network transmitted by the communication unit 110,
as shown in FIG. 1. The odometer 330 is coupled to the
calculation unit 330 and is coupled to a device, such as a
motor controller (not shown), a motor driver (not shown) and
awheel (not shown) so as to calculate the accumulated move-
ment distance of the autonomous electronic apparatus 100
according to data provided by the devices. Then, after con-
sidering information provided by the positioning unit 310 and
the odometer 320, the calculation unit 330 may calculate the
estimated position of the autonomous electronic apparatus
100 so as to generate the first speed SP1. In other words, the
calculation unit 330 would not only determine the estimated
position of the autonomous electronic apparatus 100 accord-
ing to the information provided by the positioning unit 310 or
the odometer 320, but would simultaneously consider the
information provided by the positioning unit 310 and the
odometer 320, and then decide which information should be
mainly considered to determine the estimated position of the
autonomous electronic apparatus 100.

[0060] Inthe embodiment, with the estimated position, the
calculation unit 330 further considers the information pro-
vided by a scanning unit 340 (e.g., the laser scanner) during
the process of generating the first speed SP1, where the scan-
ning unit 340 is included in the navigation module 120 and
coupled to the calculation unit 330. To be specific, as men-
tioned before, the scanning unit 340 (e.g., the laser scanner) is
adopted to scan the obstacles around the autonomous elec-
tronic apparatus 100. With the information of the scanned
obstacles, the calculation unit 330 makes the autonomous
electronic apparatus 100 be able to dodge the obstacles
according to some algorithms designed for dodging
obstacles. Thus, the calculation unit 330 can determine first
moving parameters (e.g., directions and/or speed) of the
autonomous electronic apparatus 100 to prevent from hitting
the scanned obstacles. Meanwhile, with the estimated posi-
tion of the autonomous electronic apparatus 100 and the
target position, the calculation unit 330 could generate second
moving parameters (e.g., directions and/or speed) for the
autonomous electronic apparatus 100 to move toward the
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target 150. Therefore, after simultaneously considering the
first moving parameters and the second moving parameters,
the calculation unit 330 could generate the first speed SP1,
which makes the autonomous electronic apparatus 100 be
able to move toward the target 150 while dodging the sur-
rounding obstacles.

[0061] FIG. 4 is a flowchart of estimating the estimated
position of the autonomous electronic apparatus according to
the embodiment as depicted in FIG. 2. Referring to both FIG.
4 and FIG. 3, each step of the method illustrated in FIG. 4 is
illustrated in detail with reference with each of the elements
depicted in FIG. 3 hereinafter. In step S410, the positioning
unit 310 may estimate a first positioning location PL1 of the
autonomous electronic apparatus 100 according to the infor-
mation (e.g. the signal strength and the corresponding rela-
tionship of the position information of each of the sensor
nodes 160_1~160_10) associated with the wireless sensor
network provided by the communication unit 110 shown in
FIG. 1.

[0062] In step S420, the positioning unit 310 may deter-
mine reliability RB of the first positioning location PL1. In
detail, a difference between the first positioning location PL1
and the actual location of the autonomous electronic appara-
tus 100 may occur due to various types of unstable factors of
the wireless sensor network, and thus, the positioning unit
310 may determine the reliability RB of the first positioning
location PL1 through a specific manner.

[0063] For example, the positioning unit 310 may record
the first positioning location PL1 every time when the first
positioning location PL1 is obtained and performs a differ-
ence calculation on the first positioning location PL1
obtained in the current time point and the first positioning
location obtained in a previous time point (e.g. 0.5 seconds
ago) so as to obtain a difference value between the two posi-
tioning locations. When the difference value is 100 cm, it
represents that the autonomous electronic apparatus 100
moves for 100 cm within 0.5 seconds, such that the position-
ing unit 310 may determine that the reliability RB of the first
positioning location PL1 at this time is lower (because an
unreasonable moving status of the autonomous electronic
apparatus 100 is generated within 0.5 seconds). In another
example, if the difference value is 10 cm, the positioning unit
310 may determine that the reliability RB of the first posi-
tioning location PL1 at this time is higher (because the mov-
ing status of the autonomous electronic apparatus 100 within
0.5 seconds seems more reasonable) In brief, the difference
value and the reliability RB inversely proportional.

[0064] Then, in step S430, the odometer 320 may calculate
an accumulated movement distance DI of the autonomous
electronic apparatus 100 and estimates a second positioning
location PL2 of the autonomous electronic apparatus 100
according to the accumulated movement distance DI in step
S440. To be specific, the odometer 320 may estimate the
second positioning location PL2 of the autonomous elec-
tronic apparatus 100 by combining the estimated position
obtained according to a previous time point (e.g. 0.5 seconds
ago) and the accumulated movement distance DI measured at
the current time point and information, such as a rotation
manner of the wheel. However, with the increase of distance
that the autonomous electronic apparatus 100 has moved, the
odometer 320 may calculate the incorrect second positioning
location PL2 due to the accumulation of errors.

[0065] Then, the calculation unit 330 may determine
whether to estimate the estimated position of the autonomous
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electronic apparatus 100 mainly based on the first positioning
location PL1 or the second positioning location PL.2 accord-
ing to the information such as the reliability RB and the
accumulated movement distance DI. Thus, in step S450, the
calculation unit 330 may determine a positioning weighting
value of the first positioning location PL1 according to the
reliability RB and the accumulated movement distance DI. In
detail, when the reliability RB is higher or the accumulated
movement distance DI is longer, it represents that an esti-
mated result of the positioning unit 310 is more accurate,
while an estimated result of the odometer 320 is less accurate
due to the accumulation of the errors. At this time, the calcu-
lation unit 330 may gradually increase the positioning
weighting value of the first positioning location PL1 so as to
estimate the estimated position of the autonomous electronic
apparatus 100 mainly based on the first positioning location
PL1.On the other hand, when the reliability RB is lower or the
accumulated movement distance DI is shorter, it represents
that the estimated of the positioning unit 310 is less accurate,
while the estimated result of the odometer 320 is more accu-
rate since not too many errors are accumulated. At this time,
the calculation unit 330 may decrease the positioning weight-
ing value ofthe first positioning location PL.1, and namely, the
first positioning location PL1 is not adopted to estimate the
estimated position of the autonomous electronic apparatus
100.

[0066] Afterward, in step S460, the calculation unit 330
may calculate the estimated position of the autonomous elec-
tronic apparatus 100 according to the positioning weighting
value, the first positioning location PL1 and the second posi-
tioning location PL2. For instance, the estimated position
(represented by EL) of the autonomous electronic apparatus
100 is obtained by calculating a mathematical formula,
EL=pw-PL1+(1-pw)-PL2, for example. Therein, pw is the
positioning weighting value of the first positioning location
PL1, which is a real number between 0 and 1.

[0067] Accordingly, after considering the information pro-
vided by the positioning unit 310 and the odometer 320, the
calculation unit 330 may obtain a more accurate estimated
position, instead of generating an incorrect estimated position
due to unstable first positioning location PL1 or the second
positioning location PL.2 with too many accumulated errors.
In addition, in other embodiments, since the odometer 320
typically requires lower computational complexity and has
better positioning accuracy when autonomous electronic
apparatus 100 is initially moved, the calculation unit 330 may
determine the estimated position by merely referring to the
second positioning location PL2.

[0068] It should be noted that even though in the flowchart
of FIG. 4, the reliability is determined first according to the
first positioning location PL1 (in steps S410~S420) and then,
the second positioning location P12 is estimated according to
the accumulated movement distance DI (in steps S430~440).
However, steps S430~440 of the method of calculating the
estimated position of the autonomous electronic apparatus
100 may be first performed and steps S410~S420 or the
aforementioned steps are simultaneously performed.

[0069] Based on the above, in the autonomous electronic
apparatus and the navigation method thereof according to the
embodiments ofthe present invention, after the first speed and
the second speed are obtained through the navigation module
and the image tracking module respectively, the first speed
and the second speed are taken into consideration by the
processing unit using the weighting value concept so as to
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obtain the optimal moving speed for the autonomous elec-
tronic apparatus. Thus, in addition to moving toward the
target from a distance in response to the calling signal,
autonomous electronic apparatus may further move toward
the target more accurately when approaching the target. Fur-
ther, since the moving status of the autonomous electronic
apparatus is controlled mainly according to the second speed
of the image tracking module when approaching the target,
the distance between the autonomous electronic apparatus
and the target may be controlled more accurately so as to
avoid hitting the target.

[0070] Although the invention has been described with ref-
erence to the above embodiments, it will be apparent to one of
the ordinary skill in the art that modifications to the described
embodiment may be made without departing from the spirit
of the invention. Accordingly, the scope of the invention will
be defined by the attached claims not by the above detailed
descriptions.

What is claimed is:
1. A navigation method, adapted for an autonomous elec-
tronic apparatus, comprising:
receiving a calling signal through a wireless sensor net-
work, wherein the calling signal is from a target;

analyzing a position relationship between the target and the
autonomous electronic apparatus to generate a first
speed,

capturing an image set;

analyzing an image relationship between the image set and

the target to generate a second speed;

calculating a weighting value related to the position rela-

tionship;
calculating a moving speed according to the weighting
value, the first speed and the second speed; and

controlling a moving status of the autonomous electronic
apparatus to move toward the target via the moving
speed.

2. The method according to claim 1, wherein the step of
analyzing the position relationship between the target and the
autonomous electronic apparatus to generate the first speed
comprises:

estimating an estimated position of the autonomous elec-

tronic apparatus;

receiving a target position of the target through the wireless

sensor network; and

determining the first speed of enabling the autonomous

electronic apparatus to move toward the target according
to the estimated position and the target position.

3. The method according to claim 2, wherein the step of
estimating the estimated position of the autonomous elec-
tronic apparatus comprises:

estimating a first positioning location of the autonomous

electronic apparatus;

determining reliability of the first positioning location;

calculating an accumulated movement distance of the
autonomous electronic apparatus;

estimating a second positioning location of the autono-
mous electronic apparatus according to the accumulated
movement distance; and

determining a positioning weighting value of the first posi-
tioning location according to the reliability and the accu-
mulated movement distance;
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calculating the estimated position of the autonomous elec-
tronic apparatus according to the positioning weighting
value, the first positioning location and the second posi-
tioning location.

4. The method according to claim 3, wherein the step of
estimating the first positioning location of the autonomous
electronic apparatus comprises:

receiving position information associated with a plurality

of sensor nodes in the wireless sensor network;
detecting a signal strength of each of the sensor nodes; and

determining the first positioning location according to a

corresponding relationship between the position infor-
mation and the signal strength of each of the sensor
nodes.

5. The method according to claim 3, wherein the step of
determining the reliability of the first positioning location
comprises:

recording the first positioning location; and

calculating a difference value between the first positioning

location in a current time interval and the first position-
ing location in a previous time interval,

wherein the difference value and the reliability is inversely

proportional.

6. The method according to claim 3, wherein the step of
analyzing the position relationship between the target and the
autonomous electronic apparatus to generate the first speed
further comprising scanning obstacles around the autono-
mous electronic apparatus, such that the autonomous elec-
tronic apparatus can dodge the obstacles while moving to the
target by adjusting the first speed.

7. The method according to claim 1, wherein the image set
comprises a depth image and a color image, the target is a
human body, and the step of analyzing the image relationship
between the image set and the target to generate the second
speed comprises:

detecting a humanoid coordinate of the human body in the

depth image;

detecting face information of the human body in the color

image; and

determining the second speed of enabling the autonomous

electronic apparatus to move toward the human body by
combining of the humanoid coordinate and the face
information.

8. The method according to claim 7, wherein the step of
detecting the humanoid coordinate of the human body in the
depth image comprises:

finding out a body shape of the human body according to a

body recognition database;

displaying the body shape in the depth image; and

performing a centroid calculation on the displayed body

shape to determine the humanoid coordinate.

9. The method according to claim 7, wherein the face
information comprises a center coordinate and a face width,
and the step of detecting the face information of the human
body in the color image comprises:

finding out a face region of the human body according to a

face recognition database; and

calculating the center coordinate and the face width of the

face region.

10. An autonomous electronic apparatus, comprising:

a communication unit, receiving a calling signal through a

wireless sensor network, wherein the calling signal is
from a target;
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a navigation module, coupled to the communication unit
and analyzing a position relationship between the target
and the autonomous electronic apparatus to generate a
first speed;
an image tracking module, comprising:
an image capturing unit, capturing an image set; and
an analyzing unit, coupled to the image capturing unit
and analyzing an image relationship between the
image set and the target to generate a second speed;
and

a processing unit, coupled to the navigation module and
the analyzing unit, calculating a weighting value
related to the position relationship, calculating a mov-
ing speed according to the weighting value, the first
speed and the second speed and controlling a moving
status of the autonomous electronic apparatus to
move toward the target via the moving speed.

11. The autonomous electronic apparatus according to
claim 10, wherein the navigation module estimates an esti-
mated position of the autonomous electronic apparatus,
receives a target position of the target through the wireless
sensor network and determines the first speed of enabling the
autonomous electronic apparatus to move toward the target
according to the estimated position and the target position.

12. The autonomous electronic apparatus according to
claim 11, wherein the navigation module comprises:

a positioning unit, estimating a first positioning location of
the autonomous electronic apparatus and determining
reliability of the first positioning location;

an odometer, calculating an accumulated movement dis-
tance of the autonomous electronic apparatus and esti-
mating a second positioning location of the autonomous
electronic apparatus according to the accumulated
movement distance; and

a calculation unit, coupled to the positioning unit and the
odometer, determining a positioning weighting value of
the first positioning location according to the reliability
and the accumulated movement distance, and calculat-
ing the estimated position of the autonomous electronic
apparatus according to the positioning weighting value,
the first positioning location and the second positioning
location.

13. The autonomous electronic apparatus according to

claim 12,
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wherein the communication unit receives position infor-
mation associated with a plurality of sensor nodes in the
wireless sensor network and detects a signal strength of
each of the sensor nodes, and

wherein the positioning unit determines the first position-

ing location according to a corresponding relationship
between the position information and the signal strength
of each of the sensor nodes.

14. The autonomous electronic apparatus according to
claim 12, wherein the analyzing unit records the first posi-
tioning location and calculates a difference value between the
first positioning location in a current time interval and the first
positioning location in a previous time interval, wherein the
difference value and the reliability is inversely proportional.

15. The autonomous electronic apparatus according to
claim 12, wherein the navigation module further comprises a
scanning unit, coupled to the calculation unit, scanning
obstacles around the autonomous electronic apparatus, such
that the calculation unit can make the autonormous electronic
apparatus dodge the obstacles while moving to the target by
adjusting the first speed.

16. The autonomous electronic apparatus according to
claim 10, wherein the image set comprises a depth image and
a color image, the target is a human body, and

wherein the analyzing unit detects a humanoid coordinate

of the human body in the depth image, detects face
information of the human body in the color image and
determines the second speed of enabling the autono-
mous electronic apparatus to move toward the human
body by combining the humanoid coordinate and the
face information.

17. The autonomous electronic apparatus according to
claim 16, wherein the analyzing unit finds out a body shape of
the human body according to a body recognition database,
displays the body shape in the depth image and performs a
centroid calculation on the displayed body shape to determine
the humanoid coordinate.

18. The autonomous electronic apparatus according to
claim 10, wherein the face information comprises a center
coordinate and a face width, and

wherein the analyzing unit finds out a face region of the

human body according to a face recognition database
and calculates the center coordinate and the face width
of the face region.
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