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DECISION METHOD CONSIDERING TIME
AND POWER CONSUMPTION FOR
OFFLOADING COMPUTATION AND
COMPUTING SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the priority benefit of Tai-
wan application serial no. 101103616, filed on Feb. 3, 2012.
The entirety of the above-mentioned patent application is
hereby incorporated by reference herein and made a part of
this specification.

TECHNICAL FIELD

[0002] The invention relates to a technology of offloading
computations, especially to a decision method considering
time and power consumption at the same time as well as a
system using the same.

BACKGROUND

[0003] As the speed of network grows faster and faster and
the mobile device becomes more and more popularized, the
technology of cloud computing also becomes important day
by day. The main object of cloud computing is to offload the
computations on a device to other servers with better com-
puting capability through the network, such that the comput-
ing time and the power consumption on the device may be
reduced. However, not every computing mission is suitable to
be offloaded to a server on the network due to that the addi-
tional power and computing time would have to be consumed
10 transmit a computing mission if the same were to be off-
loaded to a server. On the other hand, given that several
computing units are disposed on a general computing system
or a mobile device; thus, the other way for offloading is to
offload the computing mission to other computing units in the
same device.

[0004] Generally speaking, a computing mission suitable
to be offloaded to the server needs to have a few properties,
that is, the computing mission needs to be large in the amount
of computations and small in the amount of data. For
example, if a chess game is executed on a mobile device, the
data which needs to be transmitted to offload the game to a
server is only the data describing the entire chessboard, yet it
may need a great amount of computations. Therefore, the
chess game is suitable to be offloaded to a remote server,
while computing missions suitable to be offloaded to other
computing units in the same device may need to have differ-
ent properties. Thus, the problem that the research persons of
the art care about is how to adequately offload a computing
mission to a server or a computing unit while considering the
power consumption and computing time at the same time.

SUMMARY

[0005] The invention has provided a decision method for
offloading computations and a computing system using the
same, which may decide whether to offload a computing
mission by considering both power consumption and time
consumption.

[0006] The invention provides a decision method for oft-
loading computations considering both time consumption
and power consumption, and the decision method is used in a
computing system. The computing system includes a plural-
ity of computing units and is coupled to at least one server.

Aug. 8,2013

The decision method for offloading computations includes:
obtaining a computing mission, obtaining a plurality of static
effect factors from an effect factor table of the computing
system; and collecting a plurality of dynamic effect factors.
The decision method for offloading computations further
includes: generating power consumptions and computing
time that each computing unit and each server consumes to
execute the computing mission according to the dynamic
effect factors and the static effect factors; calculating the cost
values of each computing unit and each server executing the
computing mission according to the power consumptions and
the computing time; determining a target unit to execute the
computing mission according to the cost values, wherein the
target unit is either one of the computing units or one of the
servers; and transmitting the computing mission to the deter-
mined target unit in which the computing mission is executed.
[0007] In an embodiment of the invention, the step of
obtaining the static effect factors from the effect factor table
of the computing system further includes: determining
whether the computing system has generated the effect factor
table; and creating the effect factor table if the same has not
yet been generated by the computing system.

[0008] Inanembodiment of the invention, the step of trans-
mitting the computing mission to the target unit in which the
computing mission is executed further includes: updating the
effect factor table according to the result of executing the
computing mission by the target unit.

[0009] Inan embodiment of the invention, the step of cal-
culating the cost values of each computing unit and each
server executing the computing mission according to the
power consumptions and the computing time further
includes: calculating the cost values according to equations
(1), (2) and (3),

ef=(L-1,)T.

epu/' tepu

(1)

e =(E,~E . )/E. 2)

-
Co=oref +(1-0)€g" 3)

[0010] wherein, an native CPU is a main computing unit of
the computing units; p is a comparative computing unit which
is either one of the computing units or one of the servers; C,
is the cost value of the comparative computing units. T, is the
computing time consumed when the comparative computing
unit executes the computing mission; ]::P is the power con-
sumption consumed when the comparative computing unit
executes the computing mission; T, is the computing time
that consumed when the main computing unit executes the
computing mission. E_,, is the power consumption consumed
when the main computing unit executes the computing mis-
sion; o is a real number which is equal to or greater than 0 and
less than or equal to 1; furthermore, the comparative comput-
ing unit having the smallest cost value is set to be the target
unit.

[0011] From another perspective, the invention also pro-
vides a computing system. The computing system includes a
network interface, a memory, a plurality of computing units,
and an offloading decision unit, wherein the network interface
is used for connecting to at least one server. An effect factor
table is stored in the memory. The offloading decision unit is
coupled to the network interface, the memory and the com-
puting unit to receive a computing mission, wherein the off-
loading decision unit obtains a plurality of static effect factors
from the effect factor table, and collects a plurality of
dynamic effect factors. The offloading decision unit generates
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the power consumption and computing time that each com-
puting unit and each server consumes to execute the comput-
ing mission according to the obtained dynamic effect factors
and static effect factors. The offloading decision unit calcu-
lates the cost values of each computing unit and each server
executing the computing mission according to the power
consumption and computing time. The offloading decision
unit further determines a target unit according to the calcu-
lated cost value to execute the computing mission, wherein
the target unit is either one of the computing units or one of the
servers. The offloading decision unit transmits the computing
mission to the target unit in which the computing mission is
executed.

[0012] In an embodiment of the invention, the foregoing
offloading decision unit is further configured to determine
whether the computing system has generated the effect factor
table; the offloading decision unit creates an effect factor table
if the same has not yet been generated by the computing
system.

[0013] In an embodiment of the invention, the foregoing
dynamic effect factors include a computation quantity of the
computing mission, a computing speed of each of the servers
and an network speed.

[0014] In an embodiment of the invention, the foregoing
static effect factors include the speed of the memory and the
computing speed of each of the computing units.

[0015] In an embodiment of the invention, the foregoing
offloading decision unit is further configured to update the
effect factor table according to the result of executing the
computing mission by the target unit.

[0016] In an embodiment of the invention, the foregoing
offloading decision unit is further configured to calculate the
cost values according to the equations (1), (2) and (3) of the
above, and set the comparative computing unit having the
smallest cost value to be the target unit.

[0017] Based on the above, the computing system and the
decision method for offloading computations provided by the
invention may consider both the power consumption and
computing time at the same time, and generate the cost values
according to the power consumption, the computing time, and
a variable. The users may calculate different cost values by
adjusting the variable. Based on the cost values, proper deci-
sion about whether to offload the computing mission can be
made.

[0018] In order to make the aforementioned features and
advantages of the invention more comprehensible, embodi-
ments accompanying with figures are described in detail
below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0019] FIG. 11is a block diagram illustrating the computing
system according to an embodiment.

[0020] FIG. 2 is a flow chart illustrating operations of the
offloading decision unit according to an embodiment.
[0021] FIG.3is aflowchartillustrating the decision method
for offloading computations according to an embodiment.

DETAILED DESCRIPTION OF DISCLOSED
EMBODIMENTS

[0022] FIG.11is a block diagram illustrating the computing
system according to an embodiment of the invention.

[0023] Please refer to FIG. 1. The computing system 100 is
coupled to the server 140, receives the computing mission
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120, and determines whether to offload the computing mis-
sion 120 to the server 140. Alternatively, the computing sys-
tem 100 includes a plurality of computing units, and the
computing system 100 is used for determining which of the
computing units is used to execute the computing mission
120. Specifically, the computing system 100 may consider the
server 140 or the plurality of computing units in the comput-
ing system at the same time to determine whether to offload
the computing mission 120 to the server 140 or to one of the
foregoing computing units. In the embodiment, the comput-
ing system 100 is a mobile device, for example, a smart
phone. However, in other embodiments, the computing sys-
tem 100 may also be a desktop computer or a notebook
computer, and the invention should not be limited thereto.
[0024] The computing mission 120 may be, for example, a
computing of matrix multiplication or a computing of three-
dimensional image illustration, but the content of computing
mission 120 is not limited by the invention.

[0025] The server 140 may be, for example, a large com-
puting device with better computing capability than the com-
puting system 100. However, the scale and the computing
capability of the server 140 are not limited by the invention.
On the other hand, in other embodiments, the computing
system 100 may be coupled to more servers, and the comput-
ing system 100 may determine that to which server that the
computing mission 120 is to be offloaded. The numbers of the
servers that the computing system 100 is coupled to are not
limited by the invention.

[0026] The computing system 100 includes a computing
unit 102, computing unit 104, network interface 106, offload-
ing decision unit 108 and memory 160.

[0027] The computing unit 102 is, for example, a central
processing unit (CPU) which is a main computing unit of the
computing system 100, and the computing unit 104 is, for
example, a graphics Processing Unit (GPU), whichis used for
processing specific computing. However, in the invention, the
computing unit 104 may also be set as the main computing
unit, and the same may also be a microprocessor. In other
embodiments, the computing units 102 and 104 may also be
the two cores in the same processor, and the type of the
computing units 102 and 104 is not limited by the invention.
On the other hand, the computing system 100 in the embodi-
ment includes two computing units; however, in other
embodiments, the computing system 100 may also include
more computing units; the computing system 100 may deter-
mine to which of the computing units that the computing
mission 120 is assigned to execute, and the numbers of the
computing units is not limited by the invention.

[0028] The network interface 106 is coupled to the server
140. For example, the network interface 106 is a network
interface card complied with WIFI. However, the network
interface 106 may also be devices which are complied with
other network protocols or other communication protocols,
and the invention is not limited thereto.

[0029] The memory 160 is used for storing the data of the
computing system 100, for example, it may be a dynamic
random access memory (DRAM). However, the memory 160
may also be a static random access memory, a hard disk, and
a non-volatile flash memory; the invention is not limited
thereto. Specifically, a effect factor table 162 is stored in the
memory 160. The effect factor table 162 is used for storing a
plurality of static effect factors. The static effect factors are
not easily changed by time or the environment, but would
affect the power consumptions and computing time when the
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computing mission 120 is executed. For example, the static
effect factors are the computing speed of the computing units
102 and 104 (e.g., the clock frequency of computing unit
102). Alternatively, the static effect factor may be the memory
speed of memory 160, for example. the bandwidth of memory
160. The computing system 100 may determine to which
computing unit or server that the computing mission 120 is
offloaded according to the static effect factors in the effect
factor table 162.

[0030] The offloading decision unit 108 is coupled to the
computing unit 102, computing unit 104, the memory 160
and the network interface 106. For example, the offloading
decision unit 108 is an application-specific integrated circuit
(ASIC). However, the offloading decision unit 108 may also
be a microprocessor; the type of offloading decision unit is
not limited by the invention. The offloading decision unit 108
is used for receiving the computing mission 120 and deter-
mining which of the computing units or servers is to be used
for executing the computing missions 120. In another
embodiment, the function that executed by offloading deci-
sion unit 108 may also be implanted as the program codes,
which is executed by a computing unit.

[0031] Specifically, the offloading decision unit 108
obtains the static effect factors from the effect factor table 162
in advance. For example, the offloading decision unit 108
obtains the computing speed of computing units 102 and 104,
as well as the memory speed of memory 160. Due to that the
static effect factors donot change frequently, for example, the
bandwidth of memory 160 is a fixed value; therefore, the
computing system 100 stores the static effect factors in the
effect factor table of the memory 160. On the other hand, the
offloading decision unit 108 further determines that whether
the computing system 100 has created the effect factor table
162. If the offloading decision unit 108 determines that the
effect factor table 162 has not yetbeen generated, a new effect
factor table 162 is created, and the static effect factors are
collected to be stored in the effect factor table 162.

[0032] The offloading decision unit 108 further collects a
plurality of dynamic effect factors, which are the variables
that may be changed by time or the environment. For
example, the dynamic effect factors are the computing speed
of the server 140, the speed of network and the computations
ofthe computing mission 120. Due to the rapid changes in the
various statuses on the network, the speed by which the com-
puter device 100 connected to the network may be changed at
all time. For example, the route through which the computing
system 100 sends out a package may be changed after a period
of time. Alternatively, in an embodiment, the computing sys-
tem 100 is connected to the server 140 through a wireless
network, and a communication quality of a wireless network
changes constantly. Therefore, the offloading decision unit
108 would obtain the current speed of network in advance. On
the other hand, the computing speed of the server 140 may
change constantly. For example, many users may offload
computations to the server 140 at certain time points, such
that the loading of the server 140 is increased; thus the com-
puting resources that can be allocated to computing system
100 are decreased. Therefore, the offloading decision unit 108
further obtains the current computing speed of the server 140.
And, the computations of computing mission 120 may also
not be constant, either. For example, the computing mission
120 is a computing of matrix multiplication; however, the size
of the multiplied matrix is not constant, such that the compu-
tations required for the matrix multiplication are different.
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That is to say, the offloading decision unit 108 may obtain a
plurality of dynamic effect factors that affect the calculation
according to the current status of the computing system 100.
[0033] Once the static effect factors and dynamic effect
factors as described above are obtained, the offloading deci-
sion unit 108 generates the power consumption and comput-
ing time that computing units 102 and 104 consumes when
executing the computing mission 120, according to the static
effect factors and dynamic effect factors. For example, when
the computing unit 102 has lower computing speed, the com-
puting time that the computing unit 102 consumes to execute
the computing mission 102 is longer. When the speed of the
network at the moment is slow, both the power consumption
and computing time it takes to offload the computing mission
120 are increased. Alternatively, when a computations quan-
tity of computing mission 120 is large, the computing system
100 does not need to consume the power for executing the
computing mission 120 if the computing mission 120 is off-
loaded to the server 140. However, if the computing mission
120 is offloaded to the server 140, additional power is
required to be consumed by the computing system 100 to
transmit the computing mission 120. The offloading decision
unit 108 would generate power consumptions and computing
time that each computing unit and server consumes when
executing the computing mission 120, and thereby deter-
mines which computing unit or server is used for executing
the computing mission 120.

[0034] Next, the offloading decision unit 108 calculates the
cost values ofeach of the computing units 102, 104 and server
140 executing the computing mission 120 according to the
generated power consumption and computing time. The cost
values represent how much it costs when the computing unit
or the server executes the computing mission 120.

[0035] A computing unit in the computing system 100, for
example, the computing unit 102, is set to be the main com-
puting unit by the offloading decision unit 108. Next, the
offoading decision unit 108 calculates the cost values of
other computing units or servers based on the power con-
sumption and computing time consumed by computing unit
102 when executing the computing mission 120. In detail, the
offloading decision unit 108 calculates the cost values of each
computing unit and each server based on the following equa-
tions (1), (2) and (3).

& LT Topu &y

P b g )
€5 =(Ep-E ) E @
Cp=twe +(1-a)eg (3)
[0036] Inthe equations, “cpu” is a main computing unit of

the computing system 100, and is represented as the comput-
ing unit 102 in the embodiment. “p” is a comparative com-
puting unit, which is the computing unit 102, the computing
unit 104, or the server 140. That is to say, the comparative
computing unit is used for comparing with the main comput-
ing unit 102, and calculating the cost value of the comparative
computing unit. “Cp” is the cost value of the comparative
computing unit. T, is the computing time that the comparative
computing unit consumes to execute the computing missions
120. E, is the power consumption that the comparative com-
puting unit consumes to execute the computing mission. T,
is the computing time that the main computing unit consumes
to execute the computing mission 120. E_,, is the power
consumption that the main computing unit consumes to
execute the computing mission 120. At last, o is a real number
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which is equal to or greater than 0 and less than or equal to 1,
and may be adjusted by the users.

[0037] The equation (1) represents calculating the differ-
ence between the computing time of the comparative com-
puting unit and the computing time of the main computing
unit when executing the computing mission 120. The equa-
tion (2) represents calculating the difference of power con-
sumption of the comparative computing unit and the power
consumption of the main computing unit when executing the
computing mission 120. The equations (1), (2) and (3)
together represent that the fewer computing time and power
consumption it takes when a comparative computing unit
executing the computing mission 120, the lower the calcu-
lated cost value there will be. In addition, the cost value is the
sum of the computing time and power consumption multi-
plied with o and 1-a. respectively. Therefore, when the user
considers the computing time is more important, ¢. may be
adjusted to a bigger value. When the user considers the power
consumption is more important, o may be adjusted to a less
value. For example, if the computing system 100 is a mobile
device, o may be adjusted to a less value due to the limited
battery capacity of the mobile device. At this time, the com-
parative computing unit (e.g., the server 140) which have
fewer power consumption may have chance to execute the
computing mission 120. In another embodiment, the comput-
ing system 100 is a desktop computer, which has better com-
puting capability than the mobile device. In this case, what a
user cares about is the computing time; therefore, o may be
adjusted to a grater value. However, o is a value that may be
adjusted based on the need, and the value of « is not limited
by the invention.

[0038] According to the equations (1), (2) and (3), the off-
loading decisions unit 108 determines a comparative comput-
ing unit (i.e., either the computing units 102, 104 or the server
140) with the smallest cost value to be a target unit. The target
unit is the computing unit or the server for executing the
computing mission 120. Therefore, the offloading decision
unit 108 may further transmit the computing mission 120 to
the determined target unit, in which the computing mission
120 is executed. The offloading decision unit 108 may trans-
mit the computing mission to the server 140 through the
network interface 106 if the target unit is the server 140.
[0039] When the computing mission 120 is accomplished
by the target unit, the offloading decision unit 108 may update
the effect factor table 162 according to the result of executing
the computing mission by the target unit. For example, the
offloading decision unit 108 may update the static effect
factors in the effect factor table 162, and there may be only a
part of the static effect factors that have been changed; there-
fore, the offloading decision unit 108 only needs to update a
part of the data of the effect factor table 162, and it is not
necessary to rewrite the whole computing result.

[0040] FIG. 2 is a flow chart illustrating operations of the
offloading decision unit according to an embodiment of the
invention.

[0041] Please refer to FIG. 2. In the step S202, the offload-
ing decision unit 108 may determine whether the effect factor
table exists. If it does, the step S208 is performed; if it does
not, the step S204 is preformed.

[0042] In the step S204, the offloading decision unit 108
creates the effect factor table. Next, in the step S206, the
offloading decision unit 108 transmits the computing mission
to the main computing unit in which the computing mission is
executed.
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[0043] In the step S208, the offloading decision unit 108
obtains the dynamic effect factors and the static effect factors.
Next, in the step S210, the offloading decision unit 108 gen-
erates the cost values of each computing unit and each server
according to the dynamic effect factors and the static effect
factors. In the step S212, the offloading decision unit 108
determines the target unit according to the cost values. In the
step S214, the offloading decision unit 108 may determine
whether the target unit is a main computing unit. If it is, the
step S206 is performed; otherwise, the step S216 is per-
formed.

[0044] In the step S216, the offloading decision unit 108
may offload the computing mission to the computing units or
servers other than the main computing unit to execute the
computing mission. In the step S218, the offloading decision
unit 108 obtains the result of executing the computing mis-
sion by the target unit, and update the effect factor table
according to the computing result. At last, the process in FIG.
2 is finished.

[0045] However, each of the steps in FIG. 2 has been
described as the above and is therefore not to be reiterated
herein.

[0046] On the other hand, a decision method for offloading
computations is also provided by the invention. FIG. 3 is a
flowchartillustrating the decision method for offloading com-
putations according to an embodiment of the invention.
[0047] Please refer to FIG. 3. In the step S302, a computing
mission is obtained. In the step S304, a plurality of static
effect factors are obtained from an effect factor table of the
computing system. In the step S306, a plurality of dynamic
effect factors are collected. In the step S308, the power con-
sumption and computing time that each computing unit and
server consumes when executing the computing mission are
generated according to the dynamic effect factors and the
static effect factors. In the step S310, the cost values of each
computing unit and each server executing the computing
mission are calculated according to the power consumption
and computing time. In the step S312, a target unit is deter-
mined to execute the computing mission according to the cost
values, wherein the target unit is either one of the computing
units or one of the servers. In the step S314, the computing
mission is transmitted to the target unit, in which the comput-
ing mission is executed.

[0048] Noted thatthe performed sequence of the steps S304
and S306 may be switched, and the invention is not limited
thereto. In addition, each of the steps in FIG. 3 has been
described as the above and is therefore not to be reiterated
herein.

[0049] Based on the above, the computing system and the
decision method for offloading computations provided by the
invention determines a cost value according to the power
consumption and computing time that each computing unit
and server consumes when executing the computing mission.
In addition, a user may control the importance between the
power consumption and computing time by adjusting a vari-
able. Based on the variable and the cost values, it can be
adequately determined whether to offload the computing mis-
sion to other computing units or servers according to different
status.

[0050] Although the invention has been described with ref-
erence to the above embodiments, it will be apparent to one of
the ordinary skill in the art that modifications to the described
embodiment may be made without departing from the spirit
of the invention. Accordingly, the scope of the invention will
be defined by the attached claims not by the above detailed
descriptions.
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What is claimed is:

1. A decision method considering time and power con-
sumption for offloading computations, which is used in a
computing system, wherein the computing system comprises
a plurality of computing units and is coupled to at least a
server, the decision method further comprises:

obtaining a computing mission;

obtaining a plurality of static effect factors from an effect

factor table of the computing system;

collecting a plurality of dynamic effect factors;

generating a power consumption and a computing time of

each of the computing units and each of the servers
according to the dynamic effect factors and the static
effect factors, wherein the power consumption and the
computing time are what each of the computing units
and each of the servers consumes when executing the
computing mission;

calculating a cost value of each of the computing units and

each of the servers executing the computing mission
according to the power consumption and the computing
time;

determining a target unit to execute the computing mission

according to the cost values, wherein the target unit is
either one of the computing units or one of the servers;
and

transmitting the computing mission to the target unit in

which the computing mission is executed.

2. The decision method for offloading computations as
recited in claim 1, wherein the step of obtaining the static
effect factors from the effect factor table of the computing
system further comprises:

determining whether the computer system has generated

the effect factor table; an

creating the effect factor table if the effect factor table has

not yet been generated by the computing system.

3. The decision method for offloading computations as
recited in claim 1, wherein the dynamic effect factors com-
prises a computation quantity of the computing mission, a
computing speed of each of the servers and at least an network
speed.

4. The decision method for offloading computations as
recited in claim 1, wherein the static effect factors comprises
a memory speed and a computing speed of each of the com-
puting units.

5. The decision method for offloading computations as
recited in claim 1, wherein after the step of transmitting the
computing mission to the target unit in which the computing
mission is executed, further comprises:

updating the effect factor table according to the result of

executing the computing mission by the target unit.

6. The decision method for offloading computations as
recited in claim 1, wherein the step of calculating the cost
value of each of the computing units and each of the servers
according to the power consumptions and the computing
times comprises:

calculating the cost value according to equations (1), (2)

and (3),
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wherein cpu is a main computing unit of the computing
units, p is a comparative computing unit, the compara-
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tive computing unit is one of the computing units or one
of the servers, Cp is the cost value of the comparative
computing unit, T, is the computing time that the com-
parative computing unit consumes when executing the
computing mission, L, is the power consumption that
the comparative computing unit consumes when execut-
ing the computing mission, Tcpu is the computing time
that the main computing unit consumes when executing
the computing mission, E_,, is the power consumption
that the main computing unit consumes when executing
the computing mission, ct is a real number which is equal
to or greater than 0 and less than or equal to 1; and

setting the comparative computing unit with the smallest
cost value as the target unit.

7. A computing system, comprising:

a network interface, connecting to at least a server;

a memory wherein an effect factor table is stored,

a plurality of computing units; and

an offloading decision unit coupled to the network inter-

face, the memory and the computing units to receive a
computing mission,

wherein the offloading decision unit obtains a plurality of

static effect factors from the effect factor table,
wherein the offloading decision unit collects a plurality of
dynamic effect factors,

wherein the offloading decision unit generates a power

consumption and a computing time of each of the com-
puting units and each of the servers according to the
dynamic effect factors and the static effect factors,
wherein the power consumption and the computing time
are what each of the computing units and each of the
servers consume when executing the computing mis-
sion,

wherein the offloading decision unit calculates a cost value

of each of the computing units and each of the servers
executing the computing mission according to the power
consumption and the computing time,

wherein the offloading decision unit determines a target

unit to execute the computing mission according to the
cost values, wherein the target unit is either one of the
computing units or one of the servers,

wherein the offloading decision unit transmits the comput-

ing mission to the target unit wherein the computing
mission is executed.

8. The computing system as recited in claim 7, wherein the
offloading decision unit further is configured to determine
whether the computing system has generated the effect factor
table, the offloading decision unit creates the effect factor
table ifthe effect factor table has not yet been generated by the
computing system.

9. The computing system as recited in claim 7, wherein the
dynamic effect factors comprises a computation quantity of
the computing mission, a computing speed of each of the
servers and at least an network speed.

10. The computing system as recited in claim 7, wherein
the static effect factors comprise a memory speed and a com-
puting speed of each of the computing units.

11. The computing system as recited in claim 7, wherein
the offloading decision unit is further configured to update the
effect factor table according to the result of executing the
computing mission by the target unit.

12. The computing system as recited in claim 7, wherein
the offloading decision unit is further configured to calculate
the cost value according to equations (1),
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wherein cpu is a main computing unit of the computing
units, p is a comparative computing unit, the compara-
tive computing unit is one of the computing units or one
of the servers, Cp is the cost value of the comparative
computing unit, T, is the computing time that the com-
parative computing unit consumes when executing the
computing mission, B, is the power consumption that
the comparative computing unit consumes when execut-
ing the computing mission, T_,, is the computing time
that the main computing unit consumes when executing
the computing mission, Ecpu is the power consumption
that the main computing consumes when executing the
computing mission, ¢. is a real number which is equal to
or greater than 0 and less than or equal to 1,

the offloading decision unit is further configured to set the
comparative computing unit with the smallest cost value
as the target unit.
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