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(57) ABSTRACT

The present invention provides a method for dynamically
setting an environmental boundary in an image and a method
for instantly determining human activity according to the
method for dynamically setting the environmental boundary.
The method for instantly determining human activity
includes the steps of retrieving at least an initial environmen-
tal image with a predetermined angle, and calculating a
boundary setting equation of an object and an environmental
boundary in the initial environmental image; retrieving a
dynamic environmental image having the object by using a
movable platform, and figuring out a new environmental
boundary; determining a human image in the dynamic envi-
ronmental image, recording retention time of the human
image, and determining a human posture; and determining
human location according to the environmental boundary in
the dynamic environmental image and the human image, and
instantly determining the human activity.
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at least an initial environmental image is retrieved
at a predetermined angle, and a boundary setting
equation of the object and the environmental /-Sl 1
boundary in the initial environmental image is
calculated

Y
the system uses a movable platform to retrieve a
dynamic environmental image having an object,
and determines and calculates to obtain the /—812
position of the object in the dynamic
environmental image

|
the boundary setting equation and the position of
the object in the dynamic environmental image
are used for calculating a new environmental _—S13
boundary in the retrieved dynamic environmental
image

Y

the system determines the human image in the
retrieved dynamic environmental image, records S 14
the retention time of the human image, and L
determines the human posture according to the
human image

!

the system determines the human location
according to the environmental boundary of the
dynamic environmental image and the human /‘815
image, and determines the human activity
according to the human location, the human
posture and the retention time

FIG. 1
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METHOD FOR DYNAMICALLY SETTING
ENVIRONMENTAL BOUNDARY IN IMAGE
AND METHOD FOR INSTANTLY
DETERMINING HUMAN ACTIVITY

BACKGROUND OF THE INVENTION

[0001] 1. Field of the Invention

[0002] The present invention relates to a method for setting
dynamic environmental boundaries based on a combination
of human postures and local information, and a method for
instantly determining the content of human activity according
to the method for setting dynamic environmental boundaries.
[0003] 2. Description of Related Art

[0004] Inmonitor security and home care industry, it is very
important to use image identification technology such as
those disclosed in Taiwanese Patent No. 1335181 and Taiwan-
ese Patent No. [322963.

[0005] Taiwanese Patent No. 1335181 discloses a system, a
method and a device for detecting human behaviors, wherein
a plurality of cameras are arranged surrounding a specific
place for recording monitored images, moving objects in the
monitored images are detected by a dynamic image detection
device, and an event such as falling down of the object is
analyzed by an event analyzing device. Taiwanese Patent No.
1322963 discloses a human activity recognition method,
which uses template posture matching and fuzzy rule reason-
ing to recognize an action.

[0006] However, the technologies disclosed in the above
two patents lack precision and practical utility owing to fixed
cameras and lack of environmental boundaries. Particularly,
the cameras are initially set and fixed for the specific envi-
ronment; however, if the cameras are movable, the system
fails to have precise identification according to the recorded
images. Further, owing to the lack of environmental bound-
aries, the identification is performed according to the images
to show only body postures but not exact content of the
images. Moreover, various service robots with cameras have
been developed for security and home care, whereas the
above technology cannot satisfy human activity analysis
when a movable camera onboard robot.

[0007] Accordingly, it is an urgent issue to provide a tech-
nology for instantly identifying activity content of an image
without being limited by conventional fixed cameras.

SUMMARY OF THE INVENTION

[0008] The present invention provides a technology appli-
cable to a movable camera for instantly determining the con-
tent of human image.

[0009] The present invention provides a method for
dynamically setting an environmental boundary in an image.
The method includes the steps of: retrieving at least an initial
environmental image with a predetermined angle, setting an
object and an environmental boundary in the initial environ-
mental image, and figuring out a boundary setting equation of
the object and the environmental boundary in the initial envi-
ronmental image; retrieving a dynamic environmental image
having the object by using a movable platform, and determin-
ing and calculating a position of the object in the dynamic
environmental image; and figuring out an environmental
boundary in the dynamic environmental image according to
the boundary setting equation and the position of the object in
the dynamic environmental image.
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[0010] The present invention further provides a method for
instantly determining human activity. The method includes
the steps of’ retrieving at least an initial environmental image
with a predetermined angle, and figuring out a boundary
setting equation of an object and an environmental boundary
in the initial environmental image; retrieving a dynamic envi-
ronmental image having the object by using a movable plat-
form with any angle, and figuring out an environmental
boundary in the dynamic environmental image by using the
boundary setting equation and a position of the object in the
dynamic environmental image; determining a human image
in the dynamic environmental image, recording retention
time of the human image, and determining a human posture
by using the human image; and determining human location
according to the environmental boundary in the dynamic
environmental image and the human image, and instantly
determining the human activity according to the human loca-
tion, the human posture and the retention time.

[0011] Incomparison with the prior art, the present inven-
tion has no need to arrange multiple fixed cameras in advance,
so as to eliminate limitations resulting from the fixed cam-
eras. Further, the present invention determines an object of an
image, and then figures out a new environmental boundary
according to a boundary setting equation, such that the
present invention precisely determines images even though
the camera is moved or changes its angle. Moreover, the
present invention automatically updates environmental
boundaries, records retention time and determines human
postures in images, and therefore, the present invention more
instantly and precisely determines the content of the human
image than the conventional technology.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 11is a block diagram showing the method dis-
closed in the present invention;

[0013] FIG. 2 is a schematic view showing space having an
object and environmental boundaries;

[0014] FIG.3isablock diagram showing the position of the
object in the dynamic environmental image and the environ-
mental boundary corresponding to the dynamic environmen-
tal image;

[0015] FIG. 4 is a flow chart showing determination of the
human image in the dynamic environmental image;

[0016] FIG.5isablock diagram showing determination of
the human posture in the dynamic environmental image; and
[0017] FIG. 6 is a schematic view showing the finite state
machine for determining the human activity.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0018] The detailed description of the present invention is
illustrated by the following specific examples. Persons skilled
in the art can conceive the other advantages and effects of the
present invention based on the disclosure contained in the
specification of the present invention.

[0019] Referring to FIG. 1 to FIG. 6, a method for dynami-
cally setting an environmental boundary in an image and a
method for instantly determining human activity are illus-
trated.

[0020] FIG. 11is a block diagram showing the method dis-
closed in the present invention; FIG. 2 is a schematic view
showing space having an object and environmental boundary;
FIG. 3 is a block diagram showing the position of the object
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in the dynamic environmental image and the environmental
boundary corresponding to the dynamic environmental
image; FIG. 4 is a flow chart showing determination of the
human image in the dynamic environmental image; FIG. 5 is
ablock diagram showing determination of the human posture
in the dynamic environmental image; and FIG. 6 is a sche-
matic view showing the finite state machine for determining
the human activity. The method for dynamically setting an
environmental boundary in an image is illustrated in the steps
S11 to S13.

[0021] InstepS11,atleastaninitial environmental image is
retrieved at a predetermined angle, an object and an environ-
mental boundary in the initial environmental image are set,
and a boundary setting equation of the object and the envi-
ronmental boundary in the initial environmental image is
figured out.

[0022] Specifically, while step S11 was performed in a
system (not shown), the indoor space as shown in FIG. 2 was
used as predetermined environment to be monitored, wherein
there may or may not be people in the environment. Then, a
plane object was used as an assigned object in the indoor
space as shown in FIG. 2, and the features of the object were
stored in an associated object data base. Meanwhile, a bound-
ary line was made as room boundary (as shown in FIG. 2) in
the indoor space for dividing different room areas. Practi-
cally, the assigned object may be a frame in indoor space, and
the room boundary may be a boundary for dividing a dining
room and a living room in the indoor space.

[0023] The present invention uses a movable camera such
as a movable platform, retrieves an initial environmental
image having at least an assigned object and aroom boundary,
and figures out the boundary setting equation based on coor-
dinates of image plane, slopes of image plane and difference
ofimage height of the assigned object and the room boundary
in the initial environmental image.

[0024] Referring to FIG. 2, more detailed boundary setting
equation of the assigned object and the room boundary are
described. As shown in FIG. 2, coordinates of four corners of
the assigned object in the initial environmental image are (x,,,
Vo)s (X, V), (X2, y2) and (x5, y5), the height of the assigned
object is d,=y;-v,, the slope of the bottom line of the
assigned object is

and the room boundary (environmental boundary) is formed
by a reference point (b, b,) and the slope m,. In order to
simplify the illustration, the room boundary and the assigned
object are set to be parallel to each other, i.e. m,=m, and the
reference point is set as (b,, b,)=(x,, yo—d.).

[0025] d, and d, are obtained from three (farthest, interme-
diate and closest) distances so as to obtain the y coordinate of
the environmental boundary and the equation of the assigned
object and the environmental boundary, wherein the farthest
distance is referred to the farthest distance of the camera at
which distance the assigned object in the initial environmen-
tal image is still clearly identified; the closest distance is
referred to the distance of the camera at which distance the
environmental boundary in the initial environmental image is
going to disappear; and the intermediate distance is defined to
be between the farthest and the closest distances.
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[0026] For example, it is assumed in the system that d, and
d, satisfy d,=o*d, 2+p*d, +y. In this example, while the cam-
erais at the farthest distance, d, is measured to be 71 and d, is
measured to be 257; while the camera is at the intermediate
distance, d, is measured to be 93 and d, is measured to be 341;
and while the camera is at the closest distance, d, is measured
to be 114 and d, is measured to be 449. The system would put
the measured d1 and d2 values in the equation, and then it
would be obtained that o is 0.0308, f is —1.2341, v is 229.
3572 and d,=0.0308*d,*-1.2341*d,+229.3572. Thus, the
correlations,

_n-»
X -x

my

(bx, by)=(x0, y0-d2) and d,=0.0308*d,>~1.2341*d,+229.
3572 are stored, and these correlations are used for forming
the boundary setting equation of the assigned object and the
environmental boundary.

[0027] Instep S12, the system uses a movable camera such
as a movable platform, retrieves a dynamic environmental
image having an object with any angle, determines the object
in the dynamic environmental image, and figures out the
position of the object in the dynamic environmental image.
Specifically, after the initial setting is done in step S11, the
system allows the movable platform to move, and dynami-
cally retrieves at least one dynamic environmental image. At
this time, the retrieved dynamic environmental image
includes the object, but has some difference from the previ-
ously retrieved image at the initial setting. Therefore, the
system determines the object from the retrieved dynamic
environmental image after movement, and then figures out
the position of the object in the retrieved dynamic environ-
mental image after movement.

[0028] Instep S13, the boundary setting equation obtained
in step S11 and the position of the object obtained in step S12
are used for figuring out a new environmental boundary in the
retrieved dynamic environmental image after the movement
of the movable platform.

[0029] Referring to FIG. 3, steps S12 and S13 are described
in detail. As shown in FIG. 3, after the movable platform
inputs the retrieved dynamic environmental image into the
system, the system performs feature extraction by speed-up
robust feature (SURF), performs comparison with the data in
the object data base, and determines the object in the retrieved
dynamic environmental image after movement. After the
determination of the object in the dynamic environmental
image, the position of the object is determined by homogra-
phy, and then the coordinates of the object in the dynamic
environmental image are obtained. Then, the boundary set-
ting equation obtained in step S11 is used for determining and
further outputting the new environmental boundary in the
dynamic environmental image.

[0030] Instep S14, thesystem determines the humanimage
in the retrieved dynamic environmental image after move-
ment, records the retention time of the human image, and
determines the human posture according to the human image.
[0031] Instep S14, FIG. 4 illustrates the detailed descrip-
tion that the system determines the human image of the
dynamic environmental image. After the movable platform
inputs the retrieved dynamic environmental image, the sys-
tem separates the background image to retrieve the fore-
ground of the dynamic environmental image, accesses a spe-
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cific area to be determined from the foreground by using the
pixel projection technology, accesses a feature point from the
specific area by using histogram of oriented gradient (HOG),
and determines and classifies the human activity by using the
support vector machine (SVM). After the classification, it is
determined whether the image is a human image. If the image
is not a human image, the image is excluded; however, if the
image is determined to be a human image, the determination
of posture is performed.

[0032] During the determination of posture, as shown in
FIG. 5, the system inputs the human shape outline of the
dynamic environmental image, extracts the edges to output
human shape edges, accesses feature points by using the star
skeleton technology to output the number sequence of the
skeleton, and then determines the human posture by using the
Hidden Markov model (HMM), so as to determine and output
the human posture.

[0033] In step S15, the system determines the location of
human according to the environmental boundary of the
dynamic environmental image in step S15 and the human
image determined in step S14, and determines the human
activity according to the location of human, the human pos-
ture determined in step S14 and the retention time recorded in
step S14.

[0034] Specifically, in step S15, all information are inte-
grated by the finite state machine (FSM) as shown in FIG. 6,
and then the determination and identification are performed.
Referring to the finite state machine in FIG. 6, while the
human is detected, the finite state machine determines which
area the human locates at according to the new environmental
boundary. For example, if the system sets two areas, a dining
room and a living room, the finite state machine may deter-
mines the area into which the human is walking according to
the new environmental boundary. When the human stays for
more than a predetermined period (such as 10 frames), the
system determines that the human stays in this area. For
example, while the human is walking into the living room, the
human activity is determined to be “moving to the living
room”. After determining the area at which the human is
locating, the system further determines the human activity
according to the human posture and retention time such as
“sitting in the living room” or “lying in the dining room” and
records the human activity.

[0035] In comparison with the prior art, the present inven-
tion automatically figures out a new environmental boundary
according to the boundary setting equation of the object and
the environmental boundary after the movement of the cam-
era. Therefore, the present invention precisely provides the
human posture, the location of the human and retention time,
and also precisely determines the human activity according to
the human posture, the location and the retention time, such
that the present invention provides long distance home care,
monitor security and more applications. Moreover, the
present invention is applicable to a movable platform for
retrieving images with multiple angles, such that there is no
need to arrange a plurality of fixed cameras, operators and
sensors associated with the platform, and the present inven-
tion provides low cost of the system in the future security or
home care robot applications. In one embodiment, the present
invention is practiced with a web camera with 300,000 pixel
resolution and a movable robot, and the test result showed the
precision of thehuman determination was at least 95.33% and
the precision of the human posture determination was at least
94.8%.
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[0036] The invention has been described using exemplary
preferred embodiments. However, it is to be understood that
the scope of the invention is not limited to the disclosed
arrangements. The scope of the claims, therefore, should be
accorded the broadest interpretation, so as to encompass all
such modifications and similar arrangements.

1. A method forinstantly determining human activity, com-
prising the steps of:

retrieving at least an initial environmental image at a pre-

determined angle, for figuring out a boundary setting
equation of an object and an environmental boundary in
the initial environmental image;

retrieving a dynamic environmental image having the

object by using a movable platform with any angle, and
figuring out an environmental boundary in the dynamic
environmental image by using the boundary setting
equation and a position of the object in the dynamic
environmental image;

determining a human image in the dynamic environmental

image, recording retention time of the human image, and
determining a human posture by using the human image;
and

determining human location according to the environmen-

tal boundary in the dynamic environmental image and
the human image, and instantly determining the human
activity according to the human location, the human
posture and the retention time.

2. The method of claim 1, wherein the environmental
boundary equation is figured out based on coordinates of
image plane, slopes of image plane and difference of image
plane height of the object and the environmental boundary in
the initial environmental image.

3. The method of claim 1, wherein the human image in the
dynamic environmental image is determined by retrieving a
foreground image, accessing a specific area in the foreground
image by using pixel projection, accessing a specific point in
the specific area via histogram of oriented gradient, and pro-
cessing the specific point by a support vector machine (SVM)
for determining the human image.

4. The method of claim 1, wherein the human posture is
determined by star skeleton technology and Hidden Markov
model.

5. The method of claim 1, wherein the step of determining
human location according to the environmental boundary in
the dynamic environmental image and the human image, and
instantly determining the human activity according to the
human location, the human posture and the retention time is
performed by a finite state machine.

6. A method for dynamically setting an environmental
boundary in an image, comprising the steps of:

retrieving at least an initial environmental image with a

predetermined angle, setting an object and an environ-
mental boundary in the initial environmental image, and
figuring out a boundary setting equation of the object
and the environmental boundary in the initial environ-
mental image;

retrieving a dynamic environmental image having the

object by using a movable platform, and determining
and figuring out a position of the object in the dynamic
environmental image; and

figuring out an environmental boundary in the dynamic

environmental image according to the boundary setting
equation and the position of the object in the dynamic
environmental image.
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7. The method of claim 6, wherein the environmental
boundary equation is figured out based on coordinates of
image plane, slopes of image plane and difference of an image
plane height of the object and the environmental boundary in
the initial environmental image.
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8. The method of claim 6, wherein the position of the object
in the dynamic environment is determined and calculated by
determining the object with speed-up robust features and
calculating the position of the object via homography.
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