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(57) ABSTRACT

In the present invention, an apparatus for behavior analysis
and method thereof’is provided. In this apparatus, each behav-
ior is analyzed and has its corresponding posture sequence
through a triangulation-based method of triangulating the
different triangle meshes. The two important posture features,
the skeleton feature and the centroid context, are extracted
and complementary to each other. The outstanding ability of
posture classification can generate a set of key postures for
coding a behavior sequence to a set of symbols. Then, based
on the string representation, a novel string matching scheme
is proposed to analyze different human behaviors even though
they have different scaling changes. The proposed method of
the present invention has been proved robust, accurate, and
powerful especially in human behavior analysis.

Input the spanning tree T, of a posture P.

2 S21

y

Recursively trace T.

4 using the depth first search

scheme until de; is empty. When tracing, if a branch

node (a node having two children) is found, collect all
the visited nodes to a new path parh’ and remove

these nodes from T}, .

2 S22

!

P
For each path P#"

, if it includes only two nodes,

P
eliminate it. Otherwise, find its path centroid i .

2~ S23

v

For each path centroid "' , find

its centroid histogram

P

h, (k) Z2_ S24

v

Collect all the histograms
as the centroid context of P.

h,(k
7 2§25

v

Output the centroid context of P.

2. S26




Patent Application Publication = Nov. 4,2010 Sheet 1 of 8 US 2010/0278391 A1

. Posture Recognition ’_

Using Skeleton
—
1 'Body Boundary, _' | Sring | | Human
nput  POLY POUNCATY | g Triangulation'— [ M8 L Behavior |
Video Extraction : | Matching . | L
| b .| Analysis |
" Posture Recognition | ‘
— Using -
| Centroid Context
Fig. 1
P
<O
P
¢ »

(a) (b)
Fig. 2




Patent Application Publication = Nov. 4,2010 Sheet 2 of 8 US 2010/0278391 A1

Choose a starting edge e,y .

v

Find the third vertex "* from V which satisfy the above
conditions as mentioned in Eq.(i) and Eq.(ii). 2 S02

v

Subdivide V into two sub-polygons:

2 S01

2. S03
Va={vi,vk,vh,,...,v,._l,v,} and V= {vj,vﬁl,...,vk,vj}.
V v, .
Repeat Steps 1-3on "« and "¢ until the — S04

processed polygon consists of only one triangle.

FIG. 4



Patent Application Publication = Nov. 4,2010 Sheet 3 of 8 US 2010/0278391 A1

Q

Input a set "°7 of triangle meshes extracted from a

human posture P. 2 Sl1l

v

Construct the graph G, from Q, according to the
connectivity of nodes in Q,. In addition, get the head [z S12
C, from P.

v

Get the node H whose degree is one and position is the

highest from all nodes in G, . 2- 513
Apply the depth first searchto G, for finding its
pply p - 3 g > S14
spanning tree.
Get all the leaf nodes L and branch nodes B from the
2_ S15

tree. Let U be the union of H, CP, L", and B".

v

Extract the skeleton 57 from U by connecting any two
nodes in U if a path exists between them and doesn’t [2- S16
include other nodes in U.

v

Output the skeleton e of P. 2 S17

FIG. 6



Patent Application Publication = Nov. 4,2010 Sheet 4 of 8 US 2010/0278391 A1

(@) ® ()
Fig. 7

Y y=x exp( £x)

>» X

Fig. 8



Patent Application Publication = Nov. 4,2010 Sheet 5 of 8 US 2010/0278391 A1

I
o Bt
\ S
n
bzp
—
(b)

Fig. 11



Patent Application Publication = Nov. 4,2010 Sheet 6 of 8 US 2010/0278391 A1

Fig. 12

Input the spanning tree T, of a posture P. 2 S21

v

Recursively trace T, using the depth first search

scheme until 7, is empty. When tracing, if a branch

node (a node having two children) is found, collect all [ 2- S22
the visited nodes to a new path parh” and remove

these nodes from T, .

v

, if it includes only two nodes,

P
For each path %"

P 2 S23
eliminate it. Otherwise, find its path centroid ” .

v

P
For each path centroid "i , find
h, (k) 2. S24

its centroid histogram

h,.(k '
Collect all the histograms 'f( ) 2_ S25

as the centroid context of P.

v

Output the centroid context of P. 2 S26

FIG. 13



Patent Application Publication =~ Nov. 4,2010 Sheet 7 of 8 US 2010/0278391 A1

Pattera: |

k4
g
B
r

Pattern: 3 Pattemn: 4 5§ Patiern: §

=
N

f

= |

Pattern: § Pstem:10 Patiern:) 2 Pattern:75 Panern:26 Pattern:27 Paticm:20 Pstierni29 Pattemn:30

= =

Pattern:i3 Pattern:14 Pattern:15 Patem:18 Pattem:17 Patzm:18 || Patem:} Paitern:32 Pattern:33 Pattern:34 Patiem:5 Pattcrm:36
Pattemn; 13 Pattern:20 Pttemn:21 Pattem:22 Poltem:2] Pottern24 Pattem:37 Pattern:38 Pattern:19 Pattern:40 Patiern:4) Patern:42

Fig. 15




Patent Application Publication = Nov. 4,2010 Sheet 8 of 8 US 2010/0278391 A1




US 2010/0278391 Al

APPARATUS FOR BEHAVIOR ANALYSIS AND
METHOD THEREOF

BACKGROUND OF THE INVENTION

[0001] 1. Field of the Invention

[0002] The present invention relates to an apparatus for
behavior analysis and the method thereof. More particularly,
it relates especially to an apparatus, algorithm, and method
thereof of behavior analysis, irregular activity detection and
video surveillance for specific objects such as humankind.
[0003] 2. Prior Arts

[0004] Behavior analysis, such as for humankind, is an
important task in various applications like video surveillance,
video retrieval, human interaction system, medical diagnosis,
and so on. This result of behavior analysis can provide impor-
tant safety information for users to recognize suspected
people, to detect unusual surveillance states, to find illegal
events, and thus to know all kinds of human daily activities
from videos. In the past, there have been many approaches
proposed for analyzing human behaviors directly from vid-
eos. For example, a visual surveillance system is proposed to
model and recognize human behaviors using HMMs (Hidden
Markov Models) and the trajectory feature. Also, a trajectory-
based recognition system is proposed to detect pedestrians in
outdoors and recognized their activities from multiple views
based on a mixture of Gaussian classifier. In addition to
trajectory, there are more approaches using human postures
or body parts (such as head, hands, torso, and feet) to analyze
human behaviors. For example, the complex 3-D models and
multiple video cameras are used to extract 3-D voxels for 3-D
posture analysis; the 3-D laser scanners and wavelet trans-
form are used to recognize different 3-D human postures.
Although 3D features are more useful for classifying human
postures in more details, the inherent correspondence prob-
lem and the expensive cost of 3D acquisition equipments
make them unfeasible for real-time applications. Therefore,
more approaches are proposed for human behavior analysis
based on 2D postures. For example, a probabilistic posture
classification scheme is provided for classifying human
behaviors, such as walking, running, squatting, or sitting. In
addition, a 2D posture classification system is presented for
recognizing human gestures and behaviors by HMM frame-
work. Furthermore, a Pfinder system based on a 2D blob
model is used for tracking and recognizing human behaviors.
The challenge in incorporating 2D posture models in human
behavior analysis is the ambiguities between the used model
and real human behaviors caused by mutual occlusions
between body parts, loose clothes, or similar colors between
body articulations. Thus, in spite that the cardboard model is
good for modeling articulated human motions, the require-
ment of body parts being well segmented makes it unfeasible
for analyzing real human behaviors.

[0005] 1In order to solve this problem of body part segmen-
tation, a dynamic Bayesian network for segmenting a body
into different parts is based on the concept of blob to model
body parts. This blob-based approach is very promising for
analyzing human behaviors up to a semantic level, but it is
very sensitive to illumination changes. In addition to blobs,
another larger class of approaches to classify postures is
based on the feature of human silhouette. For example, the
negative minimum curvatures can be tracked along body con-
tours to segment body parts and then recognized body pos-
tures using a modified ICP algorithm. Furthermore, a skel-
eton-based method is provided to recognize postures by
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extracting different skeleton features along the curvature
changes of human silhouette. In addition, different morpho-
logical operations are exerted to extract skeleton features
from postures and then recognized them using a HMM frame-
work. The contour-based method is simple and efficient for
making a coarse classification of human postures. However, it
is easily disturbed by noise, imperfect contours, or occlu-
sions. Another kind of approaches to classifying postures for
human behavior analysis is using Gaussian probabilistic
models. Such as in some methods, a probabilistic projection
map is used to model each posture and performed a frame-
by-frame posture classification to validate different human
behaviors. This method used the concept of state-transition
graph to integrate temporal information of postures for han-
dling occlusions and making the system more robustly for
handling indoors environments. However, the projection his-
togram used in this system is still not a good feature for
posture classification owing to its dramatic changes under
different lighting or viewing conditions.

SUMMARY OF THE INVENTION

[0006] The present invention provides an apparatus and
method thereof via a new posture classification system for
analyzing different behaviors, such as for humankind,
directly from video sequences using the technique of trian-
gulation.

[0007] Via applying the present invention in the human
behavior analysis, each human behavior consists of a
sequence of human postures, which have different types and
change rapidly at different time. For well analyzing the pos-
tures, first, the technique of Delaunay triangulation is used to
decompose a body posture to different triangle meshes. Then,
a depth-first search is taken to obtain a spanning tree from the
result of triangulation. From the spanning tree, the skeleton
features of a posture can be very easily extracted and further
used for a coarse posture classification.

[0008] Inaddition to the skeleton feature, the spanning tree
can also provide important information for decomposing a
posture to different body parts like head, hands, or feet. Thus,
a new posture descriptor, which is also called as a centroid
context for describing a posture up to a semantic level, is
provided to record different visual characteristics viewed
from the centroids of the analyzed posture and its correspond-
ing body parts. Since the two descriptors are complement to
each other and can describe a posture not only from its syn-
tactic meanings (using skeletons) but also its semantic ones
(using body parts), the present invention can easily compare
and classify all desired human postures very accurately.
According to the outstanding discriminating abilities of these
two descriptors of the present invention, a clustering tech-
nique is further proposed to automatically generate a set of
key postures for converting a behavior to a set of symbols. The
string representation integrates all possible posture changes
and their corresponding temporal information. Based on this
representation, a novel string matching scheme is then pro-
posed for accurately recognizing different human behaviors.
Even though each behavior has different time scaling
changes, the proposed matching scheme still can recognize
all desired behavior types very accurately. Extensive results
reveal the feasibility and superiority of the present invention
for human behavior analysis.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] The various objects and advantages of the present
invention will be more readily understood from the following
detailed description when read in conjunction with the
appended drawing, in which:
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[0010] FIG. 1is the flowchart of the proposed apparatus for
analyzing different human behaviors.

[0011] FIG. 2(a) is the sampling of control points—Point
with a high curvature.

[0012] FIG. 2(b) is the sampling of control points—Points
with high curvatures but too close to each other.

[0013] FIG. 3 is the diagram of all the vertexes indexed
anticlockwise such that the interior of V is located on their
left.

[0014] FIG. 4 is the procedures of the divide-and-conquer
algorithm.

[0015] FIG. 5 is the procedures of the skeleton extraction.
[0016] FIG. 6(a) is the triangulation result of a body pos-
ture—Input posture.

[0017] FIG. 6(d) is the triangulation result of a body pos-
ture—Triangulation result of FIG. 4(a).

[0018] FIG.7(a)is the skeleton of human model—Original
image.

[0019] FIG. 7(b) is the skeleton of human model—Span-
ning three of FIG. 5(a).

[0020] FIG. 7(c) 1s the skeleton of human model—Simple
skeleton of FIG. 5(a).

[0021] FIG. 8 is the value of y is nonlinearly increased
when x increases.

[0022] FIG. 9(a) is the distance transform of a posture—
Triangulation result of a human posture.

[0023] FIG. 9(b) is the distance transform of a posture—
Skeleton extraction of FIG. 7(a).

[0024] FIG. 9(c) is the distance transform of a posture—
Distance map of FIG. 7(b).

[0025] FIG. 10 is the Polar Transform of a human posture.
[0026] FIG. 11(a) is the body component extraction—Tri-
angulation result of a posture.

[0027] FIG. 11(d) is the body component extraction—A
spanning tree of FIG. 9(a).

[0028] FIG. 11(c) is the body component extraction—Cen-
troids of different body part extracted by taking off all the
branch nodes.

[0029] FIG. 12(a) is the multiple centroid contexts using
different numbers of sectors and shells—4 shells and 15
sectors.

[0030] FIG. 12(b) is the multiple centroid contexts using
different numbers of sectors and shells—8 shells and 30
sectors.

[0031] FIG. 13 is the procedures of the skeleton extraction
based on the FIG. 12(a) and FI1G. 12(5).

[0032] FIG. 14(a) is the three kinds of different behaviors
with different camera views—Walking.

[0033] FIG. 14(d) is the three kinds of different behaviors
with different camera views—Picking up.

[0034] FIG. 14(c) is the three kinds of different behaviors
with different camera views—Fall.

[0035] FIG. 15 is the result of key posture selection from
four behavior sequences—walking, running, squatting, and
gymnastics.

[0036] FIG. 16 is the recognition result of postures using
multiple centroid contexts.

[0037] FIG. 17(a) is the irregular activity detection—Five
key postures defining several regular human actions.

[0038] FIG. 17(b) is the irregular activity detection—A
normal condition is detected.

[0039] FIG. 17(c) is the irregular activity detection—Trig-
gering a warning message due to the detection of an irregular
posture.
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[0040] FIG.18(a)is theirregular posture detection—Regu-
lar postures were detected.

[0041] FIG. 18(d) is the irregular posture detection—Ir-
regular ones were detected due to the unexpected “shooting”
posture.

[0042] FIG.18(c)is the irregular posture detection—Regu-
lar postures were detected.

[0043] FIG. 18(d) is the irregular posture detection—Ir-
regular ones were detected due to the unexpected “climbing
wall” posture.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0044] A detailed description of one or more embodiments
of the invention is provided below along with accompanying
figures that illustrate the principles of the invention. The
invention is described in connection with such embodiments,
but the invention is not limited to any embodiment. The scope
ofthe invention is limited only by the claims and the invention
encompasses numerous alternatives, modifications and
equivalents. Numerous specific details are set forth in the
following description in order to provide a thorough under-
standing of the invention. These details are provided for the
purpose of example and the invention may be practiced
according to the claims without some or all of these specific
details. For the purpose of clarity, technical material that is
known in the technical fields related to the invention has not
been described in detail so that the invention is not unneces-
sarily obscured.

OVERVIEW OF THE PRESENT INVENTION

[0045] Inthis invention, an apparatus for behavior analysis
and method thereof, which is especially related to a novel
triangulation-based system to analyze human behaviors
directly from videos, is disclosed. The apparatus for behavior
analysis of the present invention is based on a posture recog-
nition technique. An apparatus for posture recognition com-
prises a triangulation unit and a recognition unit. The trian-
gulation unit is responsible for dividing a posture captured by
a background subtraction into several triangular meshes.
Then, the recognition unit forms a spanning tree correspond
to the triangular meshes from the triangulation unit. Accord-
ing to the postures analyzed via the apparatus for posture
recognition, the apparatus for behavior analysis then receives
the time-varied postures to build a behavior. The apparatus for
behavior analysis comprises a clustering unit, coding unit and
a matching unit. The clustering unit is able to merge the
time-varied postures iteratively to obtain several key pos-
tures. Then, the coding unit translates the key postures into
correspondent symbols, which are unscranbled through the
matching unit as a behavior.

[0046] Furthermore, a system for irregular human action
analysis based on the present invention introduced later com-
prises an action recognition apparatus and a judging appara-
tus, wherein the action recognition apparatus is in the basis of
the abovementioned posture and behavior apparatus and is
bale to integrate the behaviors clustered from the postures
into an human action. According to the human action
obtained, the judging apparatus identifies whether the human
action is irregular or not. If the result of identification is
regular, no alarm will be given. However, if the result of
identification is irregular or suspicious, the warning unit is
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going to send an alarm to such as a surveillance system to
arouse the guard or any correspondent person.

[0047] As shown in FIG. 1, the flowchart of the proposed
apparatus is illustrated for analyzing different human behav-
iors. First of all, the method of background subtraction to
extract different body postures from video sequences is used
10 obtain the posture boundaries. After that, a triangulation
technique is then used for dividing a body posture to different
triangle meshes. From the triangulation result, two important
features including skeleton and centroid context (CC) are
then extracted for posture recognition. The first feature, i.e.,
skeleton is used for a coarse search and the second feature,
1.e., centroid context is for a finer classification to classify all
postures with more syntactic meanings. In order to extract the
skeleton feature, a graph search method is proposed to find a
spanning tree from the result of triangulation. The spanning
tree will correspond to a skeleton structure of the analyzed
body posture. This method to extract skeleton features is more
simple and effective and has more tolerances to noise than the
contour tracing technique. In addition to skeleton, the tree can
also provide important information for segmenting a posture
to different body parts. According to the result of body part
segmentation, the construction of a new posture descriptor,
1.e., the centroid context is made for recognizing postures
more accurately. This descriptor takes advantages of a polar
labeling scheme to label each triangle mesh with a unique
number. Then, for each body part, a feature vector, i.e., the
centroid context can be constructed by recording all related
features of each triangle mesh centroid according to this
unique number. Then, the comparison of different postures
would be more accurately by measuring the distance between
their centroid contexts. After that, each posture will be
assigned to a semantic symbol so that each human behavior
can be converted and represented by a set of symbols. Based
on this representation, a novel string matching scheme is then
proposed for recognizing different human behaviors directly
from videos. In the string-based method, the modification is
required for the calculations of edit distance by using differ-
ent weights to measure the operations of insertion, deletion,
and replacement. Due to this modification, even though two
behaviors have large scaling changes, the edit distance is still.
The slow growth of edit distance can effectively tackle the
time warping problem when aligning two strings. In what
follows, firstly, the description of the technique of deformable
triangulation is provided. The tasks of feature extraction,
posture classification, and behavior analysis will be discussed
thereinafter.

Deformable Triangulations

[0048] The present invention assumes that all the analyzed
video sequences are captured by a still camera. When the
camera is static, the background of the analyzed video
sequence can be constructed using a mixture of Gaussian
functions. Then, different human postures can be detected
and extracted by background subtraction. After subtraction, a
series of simple morphological operations are then applied
for noise removing. In this section, the description is stated
for the technique of constrained Delaunay triangulation for
dividing a posture to different triangle meshes. Then, two
important posture features, i.e., the skeleton one and the cen-
troid contexts can be extracted from the triangulation result
for more accurate posture classification.

[0049] Assume that P is the analyzed posture which is a
binary map extracted by image subtraction. To triangulate P,
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aset of control points should be extracted in advance along its
contour. Let B be the set of boundary points extracted along
the contour of P. In the present invention, a sampling tech-
nique is exerted to detect all the points with higher curvatures
from B as the set of control points. Let ap) be an angle of a
point p in B. Shown in FIG. 2 (a), the sampling of control
points with a high curvature is revealed, wherein the angle o.
can be determined by two specified points p* and p~ which are
selected from both sides of p along B and satisfy with the Eq.
(1) below:

d,inSlp-pT1=d 0 and d,,, S lp-p7I1=4d, 1)

min— min=— =“max>

whered,,, and d,, . are two thresholds and set to I1BI/30 and
IBI/20, respectively, and IBI the length of B. With p™ and p~,
the angle a(p) can be decided as the Eq. (2) below:

Llp =P IF+lp-p IR -l - PR 2
2lp - plixlp-prl '

a(p) = cos

If o is larger than a threshold T, i.e., 150°, p is selected as a
control point. In addition to Eq. (2), it is expected that two
control points should be far from each other. This enforces
that the distance between any two control points should be
larger than the threshold d_, defined in Eq. (1). Referring to
FIG. 2(b), if two candidates p, and p, are close to each other,
whose difference is not larger than the d,,,,, the one with a
smaller angle o is chosen as the best control point.

[0050] Referring to the FIG. 3, the diagram of all the ver-
texes indexed anticlockwise is provided. In the present inven-
tion, assume that V is the set of control points extracted along
the boundary of P. Each point in V is indexed anticlockwise
and modulo by the size of V. If any two adjacent points in V
are connected with an edge, V can be then considered as a
planar straight line graph (PSLG), also referred as to a poly-
gon. Based on this assumption, the present invention can use
the technique of constrained Delaunay triangulation to divide
V to different triangle meshes.

[0051] Aswhatillustrated in FIG. 3, the assumption, that @
is the set of interior points of V in R?, is made. For a triangu-
lation Te®, T is said to be a constrained Delaunay triangu-
lation of V if under such a condition that each edge of V is an
edgeinT while each remaining edge e of T there exists a circle
C such that the endpoints of e are on the boundary C. How-
ever, if a vertex in V is in the interior of C,V cannot be seen
from at least one of the endpoints of e. More precisely, given
three vertexes v,, Vi, and v, in V, the triangle A(VZ,Vj,Vk)
belongs to the constrained Delaunay triangulation if and only
if the following equations, Eq. (i) and Eq. (ii), are satisfied.

vieUy, where Uy ={veVle(v,v) C @, e(v;, 1) =D} (i)

i
Clvyy v NU=0 (ii)

where C is a circum-circle of v,, v;, and v,.. That is, the interior
of C(v,,v,v,) includes no vertex veU,.

[0052] According to the abovementioned definition, a
divide-and-conquer algorithm was developed to obtain the
constrained Delaunay triangulation of V in O(n log n) time.
The algorithm works recursively. When 'V contains only three
vertexes, V is the result of triangulation. When V contains
more than three vertexes, choose an edge from V and search
the corresponding third vertex satisfying the properties dis-
closed in the Eq. (i) and Eq. (ii). Then subdivide V to two
sub-polygons V, and V,. The same division procedure is
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recursively applied to V,, and V,, until only one triangle is
included in the processed polygon. Details of the algorithm
perform the following four steps and are shown in FIG. 4:
[0053] SO1: Choose a starting edge e(v,,v,).
[0054] S02: Find the third vertex v, from V which satisfy
the above conditions as mentioned in Eq. (i) and Eq. (ii).
[0055]  S03: Subdivide V into two sub-polygons: V,={v,,
Voo Vigrs o+ s Vors Vi and V,={v, v, oo, v, Vo
[0056] S04: Repeat Steps 1-3 on Va and V, until the pro-
cessed polygon consists of only one triangle.
[0057] At last, the FIG. 6(a) and FIG. 6(b) show one
example of triangulation analysis of a human posture with the
input posture and the final result, respectively.

Skeleton-based Posture Recognition

[0058] In the present invention, two important posture fea-
tures are extracted from the result of triangulation, i.e., the
skeleton and centroid context ones. This section will discuss
the method of skeleton extraction using the triangulation
technique. Traditional methods to extract skeleton features,
which different feature points with negative minimum curva-
tures are extracted along the body contours of a posture for
constructing its body skeletons, are mainly based on body
contours In order to avoid the drawbacks of the heuristic and
noise-disturbed skeleton construction, a graph search scheme
is disclosed to find a spanning tree which corresponds to a
specified body skeleton. Thus, in the present, different pos-
tures can be recognized using their skeleton features.

Triangulation-based Skeleton Extraction

[0059] 1In the section of deformable triangulations, a tech-
nique is presented to triangulate a human body to different
triangle meshes. By connecting all the centroids of any two
connected meshes, a graph will be formed. Though the tech-
nique of depth first search, the desired skeleton from this
graph for posture recognition is found.

[0060] Assume that P is a binary posture. According to the
technique of triangulation, P will be decomposed to a set 2,
of triangle meshes, i.e.,

Qp =1{T}o1,.. Ny -1

Tp

Each triangle mesh T, in Q has the centroid C;. One com-
mon edge is shared if two given triangle meshes T and T, are
connected. According to this connectivity, P can be converted
to an undirected graph G, where all centroids C,, in 2, are
the nodes in G, and an edge exists between C,, and C, 1f T,

and T, are connected The degree of a node mentloned here is
defined the number of edges in it. Thus, based on the above
definitions, a graph searching scheme on G is revealed for
extracting its skeleton feature. First, a node H, whose degree
is one and position is the highest for all the nodes in G, is
selected, where H is defined the head of P. Then, starting from
H, a depth first spanning tree is found. In this tree, all the leaf
nodes L, correspond to different limbs of P. The branching
nodes B, (whose degrees are three in G) are the key points
used for decomposing P to different body parts like hands,
foots, or torso. Let C be the centroid of P and U the union of
H, Cp, L, and B,. The skeleton S, of P can be extracted by
connecting any two nodes in U if they are connected, i.e., a
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path existing between them, and without passing other nodes
in U. The path can be easily found and checked from the
spanning tree of P.

Further, in what follows, details of the algorithm for skeleton
extraction are summarized.

Triangulation-Based Simple Skeleton Extraction Algorithm
(TSSE):

[0061] First, the procedures of the triangulation-based

simple skeleton extraction shown in FIG. 5 are listed below:

[0062] S11: Input aset Q, of triangle meshes extracted
from a human posture P.

[0063] S12: Construct the graph G, from Q, according
to the connectivity of nodes in Q. In addition, get the
centroid Cp from P.

[0064] S13: Get the node H whose degree is one and
position is the highest from all nodes in G.

[0065] S14: Apply the depth first search to G for finding
its spanning tree.

[0066] S15: Getall the leafnodes L, and branch nodes B,
from the tree. Let U be the union of H, C,, L, and B,

[0067] S16: Extract the skeleton S, from U by connect-
ing any two nodes in U if a path exists between them and
doesn’t include other nodes in U.

[0068] S17: Output the skeleton S, of P.

[0069] Actually, the spanning tree of P obtained by the
depth search also is a skeleton feature. Referring to FIG.
8(a)-(c), the skeleton of human model in the original posture,
its spanning tree and the corresponding TSSE algorithm are
illustrated respectively. It is clear to find that FIG. 8(5) is also
a skeleton of FIG. 8(a). In the present invention, the skeleton
obtained by connecting all branch nodes is called as “simple
skeleton” due to its simple shape. The spanning tree is served
as the “complex skeleton” of a posture due to its irregular
shape. The complex skeleton performs better than the simple
one.

Posture Recognition Using Skeleton

[0070] In the previous section, a triangulation-based
method has been proposed for extracting skeleton features
fromabody posture. Assume that S, and S, are two skeletons
extracted from a testing posture P and another posture D in
database, respectively. In what follows, a distance transform
is applied to converting each skeleton to a gray level image.
Based onthe distance maps, the similarity between S, and S,
can be compared.

[0071] First, assume that DTS is the distance map of S;.
The value of a pixel r in DT is its shortest distance to a11
foreground pixels in S, and satisfied with Eq. (3) below:

DTy, (r) = mindir, g), 3)
q=5p

[0072] where d(r,q) is the Euclidian distance between r and
. In order to enhance the strength of distance changes, Eq. (3)
is further modified as the Eq. (4):

DTs, () = mindir. q) xexplkd(r. g)). o)
q=5p
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where Kk=0.1. As shown in FIG. 8, when X increases more, the
value of y will increase more rapidly than x. The distance of
distance maps between P and D is defined by the Eq. (5):

dteron(Sp» Sp) = lZ IDTs,(r) - DIsp (1),

DT

where [DT; | is the image size of DT . When calculating Eq.
(5), Sy and Sy, are normalized to a unit size and their centers
are set to the originals of DT, and DT, respectively.
Respectively, FIG. 10(a)-(c) shows one result of distance
transform of a posture after skeleton extraction in the original
posture, the result of skeleton extraction, and the distance
map of FIG. 10(5).

Posture Recognition Using Centroid Context

[0073] In the previous section, a skeleton-based method is
proposed to analyze different human postures from video
sequences. This method has advantages in terms of simplicity
of use and efficiency in recognizing body postures. However,
skeleton is a coarse feature to represent human postures and
used here for a coarse search in posture recognition. For
recognizing different postures more accurately, this section
will propose a new representation, i.e., the centroid context
for describing human postures in more details.

Centroid Context of Postures

[0074] The present invention provides a shape descriptor to
finely capture postures’ interior visual characteristics using a
set of triangle mesh centroids. Since the triangulation result
may vary from one instance to another, the distribution is
identified over relative positions of mesh centroids as a robust
and compact descriptor. Assume that all the analyzed postures
are normalized to a unit size. Similar to the technique used in
shape context, a uniform sample in log-polar space is used for
labeling each mesh, where m shells are used for quantifying
radius and n sectors for quantifying angle. Then, the total
number of bins used for constructing the centroid context is
mxn. For the centroid r of a triangle mesh in an analyzed
posture, a vector histogram is constructed and satisfied with
Eq. (6) below:

b= B (1), oo R, R (). (6)

In this embodiment, h (k) is the number of triangle mesh
centroids resides in the kth bin by considering r as the refer-
ence original. The relationship of h (k) and r is shown as Eq.
(7):

h,(k)=#{g=r,(g-r)ebin*}, @

where bin”is the kth bin of the log-polar coordinate. Then, the
distance between two histograms h, (k) and h (k) can be
measured by the normalized intersection shown in Eq. (8):

x

Kpin (

1
N Z minfly (6), A, (0},

k=1

C()',', V'j) =1

where K, is the number of bins and N, the number of
meshes fixed in all the analyzed postures. With the help of Eq.
(6) and Eq. (7), a centroid context can be defined to describe
the characteristics of a posture P.
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[0075] In the previous section, a tree searching method is
presented to find a spanning tree T dVSP from a posture P
according to its triangulation result. Referring to FIG. 11(a)-
(¢), the triangulation result of a posture body component
extraction is illustrated in FIG. 11(a); the spanning tree cor-
responding to FIG. 11(a)is shown in FIG. 11(); the centroids
of different body part are shown in FIG. 11(c). The tree Tdfsp
captures the skeleton feature of P. In the present invention, a
node is called as a branch node if it has more than one child.
According to this definition, there are three branch nodes in
FIG. 11(3),i.e.,b,7, b7, and b,”. If all the branch nodes are
removed from T deP LT dﬁp will be decomposed into different
branch paths path,”. Then, by carefully collecting the set of
triangle meshes along each path, it is clear that each path
path, will correspond to one of body pans in P. For example,
in FIG. 11(b), if b,* is removed from T #S two branch paths
are formed, that is, the one from node n,, to b,” and the other
one from b,” to node 1,. The first one will correspond to the
headand neck of P and the second one correspond to the hand
of P. In some examples like the path from b,” to b, %, it does
not exactly correspond to a high-level semantic body compo-
nent. However, if the path length is further considered and
constrained, the issue of over-segmentation can be easily
avoided.

[0076] Given a path path,”, asetV,” of triangle meshes can
be collected along path,”. Let ¢/ be the centroid of the tri-
angle mesh, which is the closest to the center of this set of
triangle meshes. As shown in FIG. 11(c), ¢,” is the centroid
extracted from the path beginning from n, to b,”. The corre-
sponding histogram h,_ (k) of the given centroid ¢,” can be
obtained via using Eq. (7). Assume that the set of these path
centroids is VZ, further, based on V7, the centroid context of
P is defined as Eq. (9) below:

P={h.fio, . i#Pi1s ©)

where [VF| is the number of elements in VZ. According to
FIG. 12(a) and FIG. 12(b), two embodiments of multiple
centroid contexts when the number of shells and sectors is set
to (4, 15) and (8, 30), are provided respectively. In addition,
the centroid contexts are extracted from the head and the
posture center, respectively. Given two postures P and Q, the
distance between their centroid contexts is measured by the

Eq. (10):

doo(P, Q) = (10)

lvPl-1 vel-1
min Cc c
ZIV”Iz l 7IVQIZ: ! 0si<lv@)

min Cc c
0<J<\VP\

where w,” and WjQ are area ratios of the ith and jth body parts
reside in P and Q, respectively. Based on Eq. (10), an arbitrary
pair of postures can be compared. In what follows, the algo-
rithm shown in FIG. 13 for finding the centroid context of a
posture P is summarized.
[0077] S21: Input the spanning tree T a5 ” of a posture P.
[0078] S22: Recursively trace T, using the depth first
search scheme until T#S is empty. When tracmg, ifa
branch node (a node having two children) is found,
collect all the visited nodes to a new path path,” and
remove these nodes from T.”.
[0079] S23: For each path path,” if it includes only two
nodes, eliminate it. Otherwise, find its path centroid v,”.
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[0080] S24: For each path centroid v,7, find its centroid
histogram h, #(k) using Eq. (7).

[0081] S25: Collect all the histograms h, #(k) as the cen-
troid context of P.

[0082] S26: Output the centroid context of P.

Posture Recognition Using Skeleton and Centroid Context

[0083] The skeleton feature and centroid context of a given
posture can be extracted via using the techniques described in
sections of triangulation-based skeleton extraction and cen-
troid context of postures, respectively. Then, the distance
between any two postures can be measured using Eq. (5) (for
skeleton) or Eq. (10) (for centroid context). The skeleton
feature is for a coarse search and the centroid context feature
is for a fine search. For receiving better recognition results,
the two distance measures should be integrated together. We
use a weighted sum to represent the total distance, it is rep-
resented as follows:

Error(P Q)™ W eteren( £ Q)+ {1-W)d cc(P.0), (8Y)

where Error(P,Q) is the total distance between two postures P
and Q and w is a weight used for balancing d ;. ,,,,(P.Q) and
d(PQ). is the integrated distance between two postures P
and Q and w a weight for balancing the two distances d;.,..,
(P.Q) and d_.(P,Q). However, this weight w is difficult to be
automatically decided, and even, different settings of w will
lead to different performances and accuracies of posture rec-

ognition.
Behavior Analysis Using String Matching

[0084] In the present invention, each behavior is repre-
sented by a sequence of postures which will change at differ-
ent time. For well analyzing, the sequence is converted into a
set of posture symbols. Then, different behaviors can be rec-
ognized and analyzed through a novel string matching
scheme. This analysis requires a process of key posture selec-
tion. Therefore, in what follows, a method is disclosed to
automatically select a set of key postures from training video
sequences. Then, a novel scheme string matching is proposed
for effective behavior recognition.

Key Posture Selection

[0085] In the present invention, different behaviors are
directly analyzed from videos. For a video clip, there should
be many redundant and repeated postures, which are not
properly used for behavior modeling. Therefore, a clustering
technique is used to select a set of key postures from a col-
lection of training video clips.

[0086] Assuming that all the postures have been extracted
froma video clip, each frame has only one posture and P, is the
posture extracted from the tth frame. Two adjacent postures
P, , and P, with a distance d, calculated via using Eq. (10),
where w is set to 0.5, are provided in this embodiment. Based
on the assumption that T, is the average vale of d, for all pairs
of adjacent postures, a posture change event occurs for a
posture P, when d, is greater than 2T ,. Through collecting all
the postures, which hit an event of posture change, a set S5
of key posture candidates can be got. However, Sz still
contains many redundant and repeated postures, which will
degrade the effectiveness of behavior modeling. To tackle this
problem, a clustering technique will be proposed for finding
another better set of key postures.
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[0087] Initially, each element e, in Sy, forms a cluster z,.
Then, two cluster elements 7; and 7, in Sgp are selected and
the distance between these two cluster elements is defined by
Eq. (12):

Z Z Error(e,,, €,), 12

emezi encij

Qetuster(Zis ) = ———

[zillz;1

where Error(.,.) is defined in Eq. (11) and 1z, the number of
elements in 7,. According to Eq. (12), an iterative merging
scheme is performed to find a compact set of key postures
from S, .. ' and Z* are the ith cluster and the collection of all
these clusters z," at the tth iteration. At each iteration, a pair of
clusters 7" and z/ are chosen and the distance, d ., (7,7,
between z," and z/ is the minimum for all pairs in Z*, which is
satisfied with the following Eq. (13):

(22 2;) = arg Mid dojusr (Tms 2 13

“mn

for all zyw €7, 2, €7, and gy # 2.

As the abovementioned, whend,;,..,.,(7,,7,) is less than T ,, the
two clusters z" and z are merged together for forming a new
cluster and thus constructing anew collection Z**! of clusters.
The merging process is iteratively performed until no pair of
clusters is merged. Based on the assumption thatZ is the final
set of clusters after merging, the formation of the ith 7’ cluster
in Z can be used to extract a key posture ¢, which satisfies
the Eq. (14):

e?ey =arg min Z Errore,,,, €,). (14
mli encz;

Asreferring to Eq. (14) and checking all clusters in Z, the set
S, of key postures, i.e., S,,~{e, '} can be constructed for
further action sequence analysis.

Behavior Recognition Using String Matching

[0088] According to the result ofkey posture selection and
posture classification, different behaviors with strings can be
modeled. For example, in FIG. 14, there are three kinds of
behaviors including walking, picking up, and fall. The sym-
bols s’ and ‘e’ denote the starting and ending points of a
behavior respectively. Then, the behavior in FIG. 14(a) can be
presented by “swwwe”, the one in FIG. 14(5) represented by
“swwppwwe”, and the one in FIG. 14(c) represented by
“swwwwife”, where ‘w’ is for a walking posture, p' for a
picking-up posture and ‘f” for a fall one. According to this
converting, different behaviors can be well represented and
compared using a string matching scheme.

[0089] Assume that Q and D are two behaviors whose
string representations are S, and Sy, respectively. The edit
distance between S, and S, which is defined as the minimum
number of edit operations required to change S, into Sp, is
used to measure the dissimilarity between Q and D. The
operations include replacements, insertions, and deletions.
For any two strings S, and S, the definition of D S s, (j)is
referred as the edit distance between Sy,[0 .. . i] and S;[0 . .
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.j]- Thatis s Dsy.sp °(i,j) is the minimum edit operations needed
10 transform the first (i+1) characters of S, into the first (j+1)
characters of S,. In addition, a(i,j) is a functlon, which is 0 if

So(1)=Sp() and 1if Sy, ()8 5(j), and then, D 5o s, (0,0)=(0,
0), DSQ 5, (1,0)=1+2(0,0), and DS s, (0,j)7j+0(0,0) can be
got. Funhermore the value of DSQ s, (1)) can be easily cal-
culated with the recursive form as shown in Eq. (15):

DSQ,SDE(iJj):miH[DSQ,SDE(i_1:j)+1a DSQ,SDE(I'J' -1)+1, i
Dy, -1~ 14l ], a5

where the “insertion”, “deletion”, and “replacement” opera-
tions are the transition from cell (1 1)) to cell (i,), the one
from cell (ij-1) to cell (i,j), and the other one from cell
(i-1,j-1) to cell (i,j), respectively.

Assume that the query Q is a walking video clip whose string
representation is “swwwwwwe”. However, the string repre-
sentation of Q is different to the one of FIG. 14(a) due to the
time-scaling problem of videos. According to Eq. (14), the
edit distance between Q and FIG. 14(a) is 3 while the one
between Q and FIG. 14(5) and the one between Q and FIG.
14(c) are both equal to 2. However, Q is more similar to FIG.
14(a) than FIG. 14 (b) and FIG. 14 (c). Clearly, Eq. (14)
cannot directly be applied in behavior analysis and should be
modified. As described before, two similar strings often have
scaling changes. This scaling change willlead to a large value
ofedit distance between them if the costs to perform each edit
operation are equal. Thus, a new edit distance should be
defined fortackling this problem. So,ifC, /,C, #and C, " are
the costs of the “insertion”, “replacement”, and “deletion”
operations performed in the ith and jth characters of S, and
Sy, respectively, then, Eq. (14) can be rewritten as Eq. (16)
below:

Dy SDE(z]) =min; DSQSDE(Z 1,/)+C DSQsSD (ij-1)+
C,; DS sp = 1j=1)+C;; ). (16)

[0090] In the present invention, the “replacement” opera-
tion is considered more important than the “insertion” and
“deletion” ones since a replacement means a change of pos-
ture type. Thus, the costs of “insertion” and “deletion” are
chosen cheaper than the one of “replacement” and assumed to
be p, where p<1. According to this, when an “insertion” is
adopted in calculating the distance Dy °(i,j), its cost will be
05D
plf SolilFSljl; otherwise the cost will be 1. This implies that
l i 7p+(lp)(x(1,J) Similarly, for the “deletion” operation,
*p+(l p)a(ij)is obtained. However, if S ,[i]=S ,[j], itis
1mp0551b1e to choose “replacement” as the next operation for
the costs of “insertion” and “deletion” are smaller than
“replacement”. This problem can be easily solved by setting
the cost C; ; % as a(i-1,j-1), that is, the characters S oli] and
Soljl are not compared when calculating D 055 (i) but will
be done when calculatlng Ds,.s 5, (+1j+1). Since the same
ending symbol ‘e’ appears in both strings S, and S D the final
dlstance Dy, 5, U8 ,l-1. 1S ;|-1)is equal to its prev10us value
S sy (Sg f—Z IS, | 2) Thus the delay of comparison will
not cause any errors but will increase the costs of “insertion”
and “deletion” if wrong edit operations are chosen. Then, the
precise form of Eq. (15) is modified as Eq. (17) below:

Dy SDE(l]) =min[Ds SDE(I 1:/)+CU,DSQ,SD (@j-1)+
CU s Dy’ (i~ 1,/—%)+ouz 17-1)], 17

where C, /=p+(1-p)a(i-1,) and C, "=p+(1-p)a(ij-1). In
the present invention, one “replacement” operation means a
change of posture type. It implies that p should be much
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smaller than 1 and thus set to 0.1 in this invention. The setting
makes the method proposed be nearly scaling-invariant.

Performance of the Invention

[0091] Inorder toanalyze the performance of our approach,
atest database containing thirty thousands of postures, which
come from three hundreds of video sequences, was con-
structed. Bach sequence records a specific behavior. FIG. 15
shows the results of key posture selection extracting from the
sequences of walking, running, squatting, and gymnastics
while FIG. 16 shows the recognition result when the descrip-
tor of multiple CC was used.

[0092] In addition to posture classification, the proposed
method can be also used to analyze irregular or suspicious
human actions for safety guarding. The task first extracts a set
of “normal” key postures from training video sequences for
learning different human “regular” actions like walking or
running. Then, different input postures can be judged whether
they are “regular”. If the irregular or suspicious postures
appear continuously, an alarm message will be trigged for
safety warming. For example, in F1G. 17(a), a set of normal
key postures is extracted from a walking sequence. Then,
based on FI1G. 17(a) and the classification of the posture in
FIG. 17(b) is revealed for a regular condition. However, the
posture in FIG. 17(c) was classified “irregular” since the
person had a suspicious posture (opening the car door or a
stealing attempt). Then, a red area will be drawn for alarming
a warning message. Further, FIG. 18 shows another two
embodiments of irregular posture detection. The postures in
FIG. 18(a) and FIG. 18(¢) are recognized “normal” since they
are similar to the postures in FIG. 17(@). However, the ones in
FIG. 18(5) and F1G. 18(d) are classified “irregular” since the
persons had “shooting” and “climbing wall” postures. The
function of irregular posture detection can provide two
advantages for building a video surveillance system: one is
the saving of storage memories and the other is the significant
reduction of browsing time since only the frames with red
alarms should be saved and browsed.

[0093] In the final embodiment, the performance of the
proposed algorithm for behavior analysis with string match-
ing isdisclosed. The present invention collects three hundreds
of behavior sequences for measuring the accuracy and robust-
ness of behavior recognition using our proposed string
matching method. Ten kinds of behavior types are included in
this set of behavior sequences. Thus, each behavior type
collects thirty testing video sequences for behavior analysis.
Table 1 lists the details of comparisons among different
behavior categories. Each behavior sequence has different
scaling changes and wrong posture types caused by recogni-
tion errors. However, the proposed string method of the
present invention still performed well to recognize all behav-

ior types.

TABLE 1
Behavior Types
Query Gy Wa Sq St Si La Fa Pi Tu Cl
Gymnastics 44 1 0 0 0 0 0 0 0 0
Walk 0 43 0 0 0 0 0 0 2 0
Squat 0 0 40 0 0 0 0 5 0 0
Stoop 0 0 0 4 0 0 0 4 0 0
Sitting 0 0 0 0 45 0 0 0 0 0
Laying 0 0 0 0 0 43 1 0 0 1
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TABLE 1-continued

Behavior Types

Query Gy Wa 8¢ St Si la Fa P Ju Cl
Fallen o 0 0 0 0 1 42 0 0 2
Picking up 0 0 2 1 0 0 0 42 0 0
Jumping 0 1 0 0 0 0 0 0 4 0
Climbing 0o 0 0 0 0 1 1 0 0 43

What is claimed is:

1. An apparatus for posture recognition comprising:

a triangulation unit for dividing a posture of a body into a
plurality of triangular meshes; and

a recognition unit for forming a spanning tree correspond
to the meshes to recognize the posture.

2. The apparatus for posture recognition according to claim

1 further comprises a background subtraction unit to extract
and define a boundary of the body.

3. The apparatus for posture recognition according to claim
2, wherein the background subtraction unit is a video.

4. The apparatus for posture recognition according to claim
1, wherein the meshes are triangles.

5. The apparatus for posture recognition according to claim
1, wherein the recognition unit is achieved via a skeleton
analysis or a centroid context analysis.

6. The apparatus for posture recognition according to claim
5, wherein the skeleton analysis is defined via a graph search
scheme.

7. An apparatus for behavior analysis comprising:

a clustering unit for key postures selection via merging a

plurality of postures iteratively;

a coding unit for translating all the input postures into a
plurality of correspondent symbols according to the
selected key postures; and

amatching unit, which takes advantages of the coding unit,
for unscrambling the correspondent symbols to distin-
guish a behavior.

8. The apparatus for behavior analysis according to claim

7, wherein the clustering unit is programmable.

9. The apparatus for behavior analysis according to claim
7, wherein the clustering unit is user-defined.

10. The apparatus for behavior analysis according to claim
7, wherein the postures are obtained from an apparatus for
posture recognition comprising:

a triangulation unit for dividing a body posture into a

plurality of triangular meshes; and

a recognition unit for forming a spanning tree from the
meshes to recognize the posture.

11. The apparatus for behavior analysis according to claim
10, wherein the apparatus for posture recognition further
comprises a background subtraction unit to extract and define
boundaries of the body.

12. The apparatus for behavior analysis according to claim
10, wherein the meshes can be defined via a triangle-mesh
algorithm.

13. The apparatus for behavior analysis according to claim
10, wherein the recognition unit is achieved via a skeleton
analysis or a centroid context analysis.

14. The apparatus for behavior analysis according to claim
13, wherein the skeleton analysis is defined via a graph search
scheme.
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15. The apparatus for behavior analysis according to claim
13, wherein the centroid context is formed by labeling each
mesh with a number.

16. The apparatus for behavior analysis according to claim
7, wherein the correspondent symbols are unscrambling via a
string matching method.

17. A method for posture recognition, comprising the steps
of:

triangulating a posture of a body into a plurality of trian-

gular meshes;

forming a skeleton analysis and a centroid context analysis

correspond to the triangulated meshes; and
recognizing and analyzing the posture.

18. The method for posture recognition according to claim
17, wherein extracting and defining a boundary of the body is
done via a background subtraction.

19. The method for posture recognition according to claim
17, wherein forming the meshes is based on a general trian-
gulation algorithm.

20. The method for posture recognition according to claim
17, wherein the skeleton analysis comprises the steps of:

inputting a set of the triangle meshes extracted from the

posture;

constructing a graph from the set of triangle meshes

according to connectivity of a plurality of nodes in the
triangle meshes;

applying a depth first search to the graph for finding a

correspondent spanning tree;

extracting the skeleton feature from the spanning tree; and

outputting the skeleton feature of the posture.

21. The method for posture recognition according to claim
17, wherein a distance between the two different postures, P
and D, defined via the skeleton analysis is satisfied with:

1

skeleron(Sp> Sp) = DT
Sp

> IDTs, () - DT, (),

where S, and S, are the skeletons correspond to the pos-
tures P and D.

22. The method for posture recognition according to claim
17, wherein the centroid context analysis comprises the steps
of:

finding the spanning tree of the posture;

tracing the spanning tree via using the depth first search

recursively until the spanning tree is empty;

removing a plurality of branch nodes from the spanning

tree;

finding and collecting a plurality of visited nodes from a set

of paths;

defining a centroid histogram of each path centroid via

using:

h, (k)=#{qlq=r, (q-r)ebin*}, where bin* is a kth bin of log-

polar coordinate; and

collecting all the histograms as the output of the centroid

context extraction of the posture.

23. The method for posture recognition according to claim
17, wherein a distance between the two different postures, P
and Q, defined via the centroid context analysis is satisfied
with:

dcc(Pa Q)=

IvPl-1 vel-1

1 1 Z
w’ min CcP,cQ+— w? min CcP.cQ,
2|‘lPlZo: " ozj<lv Pl (. 1) 2ve) — Y =<V ) -)
i= J=
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where VZ and V¥ are the path centroids for the posture P
and Q while w,” and w € are area ratios of the ith and jth
parts of the posture P and Q.

24. The method for posture recognition according to claim
17, wherein a distance between the two different postures, P
and Q, defined via both the skeleton analysis and the centroid
context analysis is satisfied with:

Error(B, 0)=w dgeteson(B Q)+ (1-w)dccB0),

where Error(P,Q) is the integrated distance between the pos-
tures P and Q and w is a weight for balancing the two dis-
tances dskeleton(P!Q) and dCC(P!Q)'

25. A method for behavior analysis, comprising the steps
of:

selecting a plurality of key postures;

coding the input postures into a plurality of correspondent

symbols according to the selected key postures; and

matching the correspondent symbols to distinguish a

behavior.

26. The method for behavior analysis according to claim
25, wherein selecting the key postures is programmable.

27. The method for behavior analysis according to claim
25, wherein selecting the key postures is user-defined.

28. The method for behavior analysis according to claim
25, wherein selecting the key postures is via clustering a
plurality of time-varied postures.

29. The method for behavior analysis according to claim
28, wherein a distance between the two selected cluster ele-
ments, 7, and z, is satisfied with:

Z Error{ey, e,),

€m= €n <2}

1
Qotuster(Zis Zj) = m Z
il

where |z,] 1s absolute value of the cluster elements in z,.
30. The method for behavior analysis according to claim
28, wherein the key posture is satisfied with:

key .
¢; ° = argmin E Error(ey, e,).
emEZ -
encz

31. The method for behavior analysis according to claim
28, wherein the matching step is based on a string matching
method.

32. The method for behavior analysis according to claim
31, wherein the string matching method comprises inserting,
deleting and replacing.

33. The method for behavior analysis according to claim
31, wherein an edit distance between S;[0 . . . 1] and S,[0 . .
- jl of two strings S, and S, based on the string matching
method is defined as:

Ds%sDe(i:]'):m'{? [D§Q,§De(ij1 :/')fcijl)y Dsys5p bj-1)+
Ci;”) Dspsp li-1y-L+ali-15-1)],
where C, =p+(1-p)a(i-1,), C, P=p+(1-p)a(i,j-1) and p
is smaller than 1.

34. A system for irregular human action analysis compris-
ing:

an action recognition apparatus for integrating a plurality

of postures to define an action; and

a judging apparatus for identifying whether the action is

irregular.
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35. The system for irregular human action analysis accord-

ing to claim 34, wherein the analyzing apparatus comprises:

a posture recognition apparatus for recognizing the indi-
vidual posture; and

a behavior recognition apparatus for distinguishing a
behavior via a plurality ofkey postures selected from the
postures.

36. The system for irregular human action analysis accord-
ing to claim 35, wherein the posture recognition apparatus
comprises:

a triangulation unit for dividing the posture of a body into

a plurality of triangular meshes; and

a recognition unit for forming a spanning tree correspond
to the meshes to recognize the posture.

37. The system for irregular human action analysis accord-
ing to claim 35, the posture recognition apparatus further
comprises a background subtraction unit to extract and define
a boundary of the body.

38. The system for irregular human action analysis accord-
ing to claim 37, wherein the background subtraction unit is a
video.

39. The system for irregular human action analysis accord-
ing to claim 35, wherein the meshes are triangles.

40. The system for irregular human action analysis accord-
ing to claim 35, wherein the recognition unit is achieved via a
skeleton analysis or a centroid context analysis.

41. The system for irregular human action analysis accord-
ing to claim 35, wherein the skeleton analysis is defined via a
graph search scheme.

42. The system for irregular human action analysis accord-
ing to claim 34, wherein the behavior recognition apparatus
comprises:

a clustering unit for selecting the key postures via cluster-
ing the postures iteratively for defining the various regu-
lar behaviors/actions;

a coding unit for translating the input postures into a plu-
rality of correspondent symbols according to the
selected key postures; and

a matching unit for unscrambling the correspondent sym-
bols to distinguish the irregular/suspicious behavior.

43. The system for irregular human action analysis accord-
ing to claim 42, wherein the clustering unit is programmable.

44. The system for irregular human action analysis accord-
ing to claim 42, wherein the clustering unit is user-defined.

45. The system for irregular human action analysis accord-
ing to claim 42, wherein the correspondent symbols are
unscrambling via a string matching method.

46. The system for irregular human action analysis accord-
ing to claim 42, wherein the matching unit is achieved via a
symbol counting method for finding a series of irregular/
suspicious posture patterns from input video sequences using
the set of key postures.

47. The system for irregular human action analysis accord-
ing to claim 34 further comprises a warning unit for sending
an alarm if the behavior is irregular.

48. The system for irregular human action analysis accord-
ing to claim 47, wherein the alarm is sent to a surveillance
system.

49. The system for irregular human action analysis accord-
ing to claim 47, wherein the warning unit is selected from an
audio media, a color-highlighted video media or a light-emit-
ted media.
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50. A method for irregular human action analysis, compris-
ing the steps of:
calculating the distance between a posture P and a set K of
a plurality of selected key postures with:

d(P,K)= maxdzs(P 7);

and

judging the posture P as a irregular posture if d(P,Q) is

larger than a threshold.

51. The method for irregular human action analysis accord-
ing to claim 50, wherein the threshold is programmable.

52. The method for irregular human action analysis accord-
ing to claim 50, wherein the threshold is user-defined.

53. The method for irregular human action analysis accord-
ing to claim 50, wherein defining the distance, dis(P,Q),
between the two different postures, P and Q, is selected from
the methods of a skeleton analysis or a centroid context analy-
sis.

54. The method for irregular human action analysis accord-
ing to claim 50, wherein the distance, dis(P,Q), between the
wo different postures, P and Q, defined via the skeleton
analysis is satisfied with:

1
it 59+ S9) = 157 D |PTsyr) = DTs ),
Py
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where 8, and S ; are the skeletons correspond to the postures
Pand Q.

55. The method for irregular human action analysis accord-
ing to claim 50, wherein the distance dis(P,Q), between the
two different postures, P and Q, defined via the centroid
context analysis is satisfied with:

dec(P, Q) =

lyPl-1 vel-1
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min Cc cj
0<J<\VP\

0<1<WQ\

where V¥ and V¥ are the path centroids for the posture P and
Q while w;” and w © are area ratios of the ith and jth parts of
the posture P and Q.

56. The method for irregular human action analysis accord-
ing to claim 50, wherein the distance dis(P,Q), between the
two different postures, P and Q, defined via both the skeleton
analysis and the centroid context analysis is satisfied with:

Etrot(£0)=Wd e oron EQ)H(1-w)d o £.0),

where Error(P,Q) is the integrated distance between the pos-
tures P and Q and w is a weight for balancing the two dis-

tances d,y, 7., (PQ) and d(PQ).
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