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(57) ABSTRACT

The present invention discloses an asymmetric routing
method and routing path recovery mechanism. The wireless
sensor network environment includes at least a management
unit, at least a gateway, and mobile nodes. When joining, each
mobile node obtains an unique ID code and, additionally, a
depth as the gradient to the management unit. Accordingly, a
mobile node sends an uplink packet via a nearby node with
lower depth to the management unit; while the management
unit transmits a downlink packet to a mobile node by utilizing
the source route method. When the parent node of a mobile
node is damaged or moves to another position or said mobile
node with its sub-tree descendants changes their position
together, the uplink routing path is recovered via selecting a
nearby node of the sub-tree as relay node and the downlink
routing path is recovered via sending a control message to the
management unit.
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ROUTING METHOD AND ROUTING PATH
RECOVERY MECHANISM IN WIRELESS
SENSOR NETWORK ENVIRONMENT

BACKGROUND OF THE INVENTION

[0001] 1.Field of the Invention

[0002] The present invention relates to a packet routing
method for the mobile node in the wireless sensor network,
more particularly to a routing method and routing path recov-
ery mechanism applied in the wireless sensor network envi-
ronment.

[0003] 2. Description of the Related Art

[0004] In general, the Internet Protocol Address (IP
address) is used to identify the nodes in the internet. On the
other hand, regarding the local area network (LAN), the
Media Access Control Address (MAC Address), which rep-
resents the physical address of the Ethernet card, is acommon
means to determine the nodes in the local area network.
Similarly, in the wireless sensor network, each mobile node
requires an identification code, so as to recognize each other
and carry the network packets to the correct destination.
[0005] In the wircless sensor network environment, a
physical network includes three major parts: the mobile node,
the gateway, and the management unit. The mobile node can
be any physical network device in the wireless sensor net-
work, and connects each other, to form a tree structure net-
work topology. The gateway is the root node in the tree
structure network topology for connecting the mobile nodes
in the wireless sensor network to the management unit, or
connecting multiple wireless sensor networks to a common
management unit. By wireless or wired connection, at least a
gateway is utilized for connecting the management unit. Last,
the management unit is composed of one or multiple physical
network devices, which are connected to the gateway by wire
or wireless, for managing the operation of one or multiple
wireless sensor networks.

[0006] However, the topology of wireless sensor network
will be changed constantly due to the damage to the mobile
node, or due to the movement of the mobile node. In such
circumstance, the routing path should be recovered, and
methods for recovery will differ from different types of ID
codes.

[0007] There are two types of ID codes: routable ID code
and non-routable ID code and accordingly two common
implements for ID code distribution: Routable ID Distribu-
tion Mechanism, and Non-routable ID Distribution Mecha-
nism. The routable ID distribution mechanism (e.g. Zigbee)
denotes that the ID code itself carries the routing information.
It can perform packet routing solely based on the ID code
without any additional route table. Thus, when the network
topology changes, the routable 1D distribution mechanism
has to redistribute the ID codes to mobile nodes and any node
in their each sub-trees; otherwise, the routable ID distribution
mechanism would not work. However, the redistribution of
ID codes not only requires a huge amount of information
exchange, but also a long redistribution time so that it would
cause disconnection between nodes. That is, the routable ID
distribution mechanism is not capable of supporting mobility
and faulttolerance. Hence, the mechanism does not work well
when a node is damaged or changes its position in the tree
topology. Additionally, the non-routable ID distribution
mechanism utilizes a routing table to perform packet routing.
That is, by using this mechanism the system does not have to
redistribute the ID codes, but need to refresh the routing table
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constantly onany relevant nodes. Same, the refresh method in
the non-routable 1D distribution mechanism would generate
huge amount control messages, and require transporting this
information to all nodes. The significant work loading would
increase the system burden, and the transporting process
would expend more refreshing time. In sum, the non-routable
ID distribution mechanism cannot rapidly recover the routing
path in real-time manner.

[0008] Therefore, to solve the above-mentioned problens,
the present invention proposes a novel path routing method
and a routing recovery mechanism. The operation of the
routing method and the relevant implements are detailed as
follows.

SUMMARY OF THE INVENTION

[0009] Tt is therefore one of the many objectives of the
claimed invention to provide a routing method in the wireless
sensor network environment. The routing method in the
present invention utilizes the depth which is corresponding to
the distance from the management unit and is stored in each
node, accordingly forming a gradient in the network, centered
on the management unit. The management unit then distrib-
utes the ID code to a new mobile node based on this gradient.
The uplink packet routing in the present invention can utilize
the gradient to transmit the packet without any 1D code. The
downlink packet routing can utilize source routing method
based on the unique ID code of each node to transmit the
packet to the destination node. This asymmetric routing
method did not need to redistribute the unique ID code when
the network topology is changed.

[0010] Another objective of the claimed invention is to
provide a routing method and routing path recovery mecha-
nismapplied in the wireless sensor network environment. The
present invention can rapidly generate a routing path to the
gateway when the mobile node is roaming. And the present
invention can provide a network structure with the character-
istic of load balance and fault tolerance.

[0011] Another objective of the claimed invention is to
provide a routing method in the wireless sensor network
environment. The routing path of the uplink packet in the
present invention is determined by the depth.

[0012] Another objective of the claimed invention is to
provide a routing method in the wireless sensor network
environment. The transportation of the downlink packet is
based on the ID code of the destination node and the routing
information stored in the management unit. The management
unit utilizes the source routing method to transmit the down-
link packet to the mobile node with the destination ID code.
[0013] Another objective of the claimed invention is to
provide a routing method in the wireless sensor network
environment, wherein the path between each mobile node and
the gateway is the shortest path.

[0014] According to the claimed invention, a routing
method in a wireless sensor network environment is dis-
closed. The wireless sensor network environment includes a
plurality of mobile nodes, at least a gateway, and a manage-
ment unit. The routing method comprises: the management
unit providing an unique ID code for each mobile node; after
the mobile node receiving the unique ID code, the mobile
node broadcasting a beacon frame periodically to inform
other nearby mobile nodes of the existence of the mobile
node; each mobile node maintaining a neighbor table for
nearby nodes, randomly selecting a nearby node with a lower
depth from the neighbor table as the relay node, sending
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packet to said relay node, and inserting said unique ID code of
said mobile node into a header of said packet; and when said
relay node receiving said packet, randomly selecting a node
closest to said management unit based on its said neighbor
table, sending said packet to said closest node, and said packet
being transmitted to said management unit through zero or a
plurality of said relay nodes. The management unit storing a
plurality of routing information, and repacking the packet
based on the routing information and a destination ID code of
the packet. After passing through the relay nodes, transmit-
ting the packet to the mobile node with the destination 1D
code.

[0015] Also according to the claimed invention, a routing
path recovery method in a wireless sensor network environ-
ment is disclosed. The routing path recovery method can
recover a path when the mobile node with its descendents
tries to change the position in the tree structure network
topology or the parent node of the mobile node is undetect-
able. The routing path recovery method comprises: said
mobile node transmitting a binding update message to a man-
agement unit, and updating a downlink routing path from said
management unit to said mobile node; detecting the beacons
broadcasted periodically by at least a nearby node and select-
ing a node as the parent node of said mobile node; and refer-
ring the path from said parent node to said management node
as the routing path to said management node, and broadcast-
ing the existence of said mobile node to nearby nodes.
[0016] Below, the embodiments of the present invention are
described in detail in cooperation with the attached drawings
to make easily understood the objectives, technical contents,
characteristics and accomplishments of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] FIG. 1 is a schematic diagram illustrating the
method of routing and distributing the unique 1D codes to the
mobile nodes according to an embodiment of the present
invention.

[0018] FIG. 2 is a flowchart showing an embodiment of
packet routing method according to the present invention.
[0019] FIG. 3 is a schematic diagram illustrating the
method of routing packet from a mobile node to the manage-
ment unit according to another embodiment of the present
invention.

[0020] FIG. 4 is a schematic diagram illustrating the
method of routing packet from the management unit to the
mobile node according to another embodiment of the present
invention.

[0021] FIG. 5 is a schematic diagram illustrating the
method of routing path recovery while one mobile node with
its descendants changes the position in the network topology
according to another embodiment of the present invention.
[0022] FIG. 6 is a schematic diagram illustrating the fault
tolerance mechanism while one mobile node is damaged in
the uplink routing path according to another embodiment of
the present invention.

[0023] FIG. 7 is a schematic diagram illustrating the fault
tolerance mechanism while one mobile node is damaged in
the uplink routing path according to another embodiment of
the present invention.

[0024] FIG. 8 is a schematic diagram illustrating the fault
tolerance mechanism while two mobile nodes are damaged in
the uplink routing path according to another embodiment of
the present invention.
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[0025] FIG. 9 is a schematic diagram illustrating the fault
tolerance mechanism while three mobile nodes are damaged
in the uplink routing path according to another embodiment
of the present invention.

[0026] FIG. 10 is a schematic diagram illustrating the fault
tolerance mechanism while three mobile nodes are damaged
in the uplink routing path according to another embodiment
of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

[0027] The present invention provides arouting and routing
path recovery method based on the current applied wireless
sensor network environment. The present routing method
supports roaming for mobile nodes, in which the 1D code
redistribution is not required and hence the roaming latency is
reduced significantly. In addition, the present routing method
provides a “fault tolerance” mechanism. When the mobile
node’s parents damaged or moves to other place, the mobile
node can recover its routing path immediately, and therefore
routes packets through other nodes. Since the mobile node in
the present invention is capable of moving freely without the
need of regaining a new 1D code, the routing method in the
present invention can support any loading balance mecha-
nism as well. For example, taking power consumption or
packet flow into consideration, a load balancing mechanism
can adjust the number of mobile nodes in each wireless sensor
network to optimize the system performance.

[0028] Pleaserefer to FIG. 1. FIG. 1is a schematic diagram
illustrating the method of routing and distributing the 1D
codes to the mobile nodes according to an embodiment of the
present invention. The wireless physical device in this inven-
tion includes a management unit 10, a gateway 12, and mul-
tiple mobile nodes 14, wherein No.3 mobile node’s parent
node is No. 2 mobile node, and we define the No. 3 mobile
node a number 16. Fach mobile node 14 includes a “depth”
indicating the distance between the mobile node 14 and the
management unit 10. For instance, as shown in F1G. 1, the No.
5 mobile node has a depth D=2. Here, the mobile nodes 14
will monitor the existence of other mobile nodes in the neigh-
borhood, and maintain the neighbor table (not shown) with
the nearby nodes. Please note that, since the method of detect-
ing nearby nodes and maintaining the neighbor table is con-
sidered well-known in the pertinent art and further details are
therefore omitted for brevity.

[0029] The management unit 10 provides one unique 1D
code for each mobile node. For example, as shown in FIG. 1,
the unique ID code for the mobile node 16 is denoting (3).
After receiving the unique ID code, the mobile node will
broadcast a beacon frame periodically so as to inform other
nearby mobile nodes of the existence of the mobile node 16.
The beacon frame in the present invention includes the unique
ID code of the mobile node.

[0030] Pleaserefer to FIG. 2. FIG. 2 is a flowchart showing
an embodiment of packet routing method according to the
present invention. Provided that substantially the same result
is achieved, the steps of the flowchart shown in FIG. 2 need
not be in the exact order shown and need not be contiguous,
that is, other steps can be intermediate. In step S10, the
management unit provides one unique ID code for each
mobile node. Next, in step S12, after receiving the unique ID
code, the mobile node will broadcast a beacon frame periodi-
cally so as to inform other nearby mobile nodes of the exist-
ence of this mobile node. As shown in step S14, each mobile
node maintains a neighbor table for nearby nodes and ran-
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domly selects a node with a lower depth as the “relay node.”
Then the mobile node will insert its unique ID code into the
header of the packet and send the packet to the relay node.
Next, in step S16, after receiving the packet, the relay node
will randomly select a node, which is closest to the manage-
ment unit, from its own neighbor table, and send the packet to
the closest node. Eventually, through zero or multiple relay
nodes, the packet will be sent to the management unit. Step
S10-S16 are referred to uplink packet routing method. And
the downlink packet routing method is detailed as follows. In
step S18, the management unit will re-pack the packet with a
destination’s ID code and some routing information origi-
nally stored in the management unit and sent the packet out.
In step 20, through multiple relay nodes, the packet will be
received by the mobile node with the destination ID code.

[0031] Pleasereferto FIG. 3. FIG. 3 is a schematic diagram
illustrating the method of routing packet from a mobile node
to the management unit according to another embodiment of
the present invention. As mentioned above, each mobile node
broadcasts a beacon frame 18 periodically so as to inform
other nearby mobile nodes of the existence of this mobile
node, and the beacon frame 18 includes the 1D code and the
depth information of the mobile node. Moreover, each mobile
node maintains a neighbor table for nearby nodes dynami-
cally. Therefore, when the mobile node (3) wants to route the
packet to the management unit 10, the mobile node (3) will
randomly select a mobile node closest to the management
unit based on its neighbor table. In the present embodiment,
regarding the mobile node (3), the closest mobile node to the
management unit 10 is the mobile node (2), and the mobile
node (3) will send the packet to the mobile node (2). That is,
the mobile node (2) will become the relay node between the
mobile node (3) and the management unit 10. Similarly, when
the mobile node (2) and the mobile node (9) receive the
packet, they will route and send the packet in the same man-
ner. Finally, the data packet will be sent to the management
unit 10.

[0032] Typically, the management unit knows about the
mapping between the MAC address of the source node and
the unique ID code of the source node. Therefore, the mobile
node (3) only needs to insert its unique ID code into the
header of the packet to identify the source of the packet.

[0033] Please referto FIG. 4. FIG. 4 is a schematic diagram
illustrating the method of routing packet from the manage-
ment unit to the mobile node (7) according to another embodi-
ment of the present invention. Since the management unit 10
is aware of the entire network topology, it can utilized the
“source route” method to insert the ID codes all necessary
relay nodes, including the relay node (9), (5), (6), and (7), into
the header of the packet. Please note that, the source route
method is considered well known in the pertinent art and only
an example of the present invention, and is not meant to be
taken as limitations. That is, as will be easily observed by a
personal of ordinary skill in the art, other embodiments of the
present disclosure utilizing different routing methods are also
possible. Once the relay node receives the data pocket, it can
erase its own ID code information from the header of the
packet to reduce the waste of bandwidth, and then send the
packet to next relay node. In the present invention, all relay
nodes are designated by the management unit 10; therefore,
each mobile node needs to maintain its own neighbor table
only. That is, the mobile node in the present invention does
not require maintaining a routing table, which is considered
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well-known to those skilled in the art, and significantly
increase the system’s efficiency and performance.

[0034] For some reasons the mobile node may have to roam
within the wireless sensor network. For example, in FIG. 5,
the mobile node (2) with its sub-tree descendants wants to
move from position A to position B. After moving to position
B, the mobile node (2) is no longer connecting to the parent
node (9). Thus the mobile node (2) will send “binding update™
information to the management unit 10 to update the down-
link routing path of the mobile node (2) stored in the man-
agement unit 10. Because the network topology path in the
management unit 10 is stored based on tree structure, the
downlink routing paths for the mobile node (2) and the nodes
in the mobile node (2)’s sub-tree will be updated at the same
time. Next, the mobile node (2) can detects the regularly
broadcasting beacons of its new nearby nodes and select a
mobile node as its parent node (7) from the neighborhood.
Regarding the update of the uplink packet path, since the
unlink packet routing is based on the depth, if the depth of the
mobile node (2) is changed, the mobile node (2) has to broad-
cast a control message to its sub-tree, so as to update the depth
information for all nodes in the sub-tree, and then the uplink
packet path can be repaired.

[0035] Pleaserefer to FIG. 6. F1G. 6 is a schematic diagram
illustrating the fault tolerance mechanism while one mobile
node is damaged in the uplink routing path according to
another embodiment of the present invention. As shown in
FIG. 6, when the mobile node (6) sending a data packet to the
management unit 10 and the mobile node (5) is damaged, the
mobile node (6) will randomly select other mobile node (i.e.
the mobile node (1) or (2)) close to the management unit 10 as
the “next hop” to route the packet. In this embodiment, the
mobile node (6) selects the mobile node (2) as the next hop.

[0036] Considering the calculation complexity and the
information maintenance complexity, the network topology
is stored in the management unit and is tree-structured. This
tree structure, as shown inside the management unit 10 in
FIG. 7, records and interprets the relationship among all
mobile nodes, hence recording all routing paths to each node
in the wireless sensor network. When the mobile node (6)
requires routing a data packet to the management unit 10, in
the meantime, the parent node of the mobile node (6) (i.e. the
mobile node (5)) is unpredictable damaged. The mobile node
(6) will immediately select other nearby node to send the
packet and send a binding update message to the neighbor-
hood at the same time. The binding update message will
collect all ID codes for passed mobile nodes, and inform the
management unit 10 to revise the network topology structure,
and then recover the downlink routing path. If the manage-
ment unit 10 requires sending a data packet to the mobile node
(7), since the network topology has been repaired, the data
packet can be passed through the mobile node (9), (1), (6),and
(7), and finally sent to the mobile node (7).

[0037] In some situations the routing path can not be
repaired by signal message transportation. As shown in FIG.
8, both the mobile node (5) and the mobile node (1) are
damaged. Because there is no other node close to the man-
agement unit 10 in the neighborhood of the mobile node (6),
the mobile node (6) has to broadcast not only the binding
update message, but also a “depth update” message to its
sub-tree (as shown in the dotted line area) to inform the
following mobile nodes of updating the depth information
and maintaining the uplink routing path.
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[0038] Please refer to FIG. 9. In some situations, the gate-
way (9) might be removed or shut down by the network setup
personnel, or encountered unpredictable damage. That is, the
mobile node (2) will find out its parent node is damaged. But
there is no other close node which can route the data packet.
In this scenario, the mobile node (2) will broadcast to all
sub-nodes and look for another routing path to the manage-
ment unit. Same, the mobile node (4) will try to find any
possible routing path once it receives the binding update
message from the mobile node (2). Ifit find out there is anode
closed to the management unit in the neighborhood, the
mobile node will route the binding update message by the
“unicast” manner. Otherwise, the binding update message
will be kept broadcasting in the sub-tree.

[0039] Please refer to FIG. 10. If the management unit is
connecting to a gateway (10) and receiving a binding update
message from the mobile node (2), the management unit will
wait for a while and try to gather multiple routing paths to and
from the mobile node (2). Next, the management unit will
select a better routing path from those paths. After selecting
the path, the management unit will update the inner network
topology structure. At this time, the downlink routing path is
completely recovery. Next, the management unit will utilize
the source route mechanism to reply a binding update
response message to the mobile node (2). And once the bind-
ing update response message is received by any relay mobile
node, the mobile node will update its own depth information
in the message. If the depth information is changed, the
mobile node will broadcast the depth update message to the
sub-tree respectively, which can keep the information for all
uplink routing path accurate.

[0040] As shown and illustrated in FIG. 5 to FIG. 10, the
routing method and routing recovery mechanism in the cur-
rent invention can precisely perform fault tolerance of the
routing path and rapidly repair the routing path while the
mobile node is damaged. Moreover, the uplink packet can be
sent through the shortest path to the management unit, which
can significantly extend the lifetime of the entire network.

[0041] In sum, the routing method and routing path recov-
ery mechanism in the present invention provide a rapid pro-
cess to generate and recover a routing path to a specific
gateway while the mobile node is roaming. And the routing
method and routing path recovery mechanism in the present
invention can provide a network structure with the character-
istic of load balance and fault tolerance. Moreover, the asym-
metric routing method in the present invention routes the
uplink packet based on the gradient, which means no ID code
required. And for routing downlink packet the management
unit in the present invention can base on the only ID code in
each node, and utilize source route method to route the path to
the destination node.

[0042] 1In contrast to the related art, the routing method in
the present invention has the following advantages: the man-
agement unit can uniform and distribute the ID code for each
mobile node; without renewing the ID code of the mobile
node when the network topology is changed; determining the
uplink routing path based on the depth; and efficiently dis-
tribute the ID codes by central controlling and managing the
downlink packet routing path.

[0043] Those described above are only the preferred
embodiments to exemplify the present invention but not to
limit the scope of the present invention. Any equivalent modi-
fication or variation according to the shapes, structures, fea-
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tures and spirit disclosed in the specification is to be also
included within the scope of the present invention.

What is claimed is:

1. A routing method in a wireless sensor network environ-
ment, wherein said wireless sensor network environment
comprises a plurality of mobile nodes, at least a gateway, and
a management unit, and said routing method comprises:

said management unit providing an unique ID code for

each said mobile node, and after said mobile node
receiving said unique ID code, said mobile node broad-
casting a beacon frame periodically to inform other
nearby mobile nodes of the existence of said mobile
node;

each said mobile node maintaining a neighbor table for

nearby nodes, randomly selecting a nearby node with a
lower depth as a relay node, sending packet to said relay
node, and inserting said unique ID code of said mobile
node into a header of said packet; and

when said relay node receiving said packet, randomly

selecting a node closest to said management unit based
on its said neighbor table, sending said packet to said
closest node, and said packet being transmitted to said
management unit through zero or a plurality of said relay
nodes.

2. The routing method in a wireless sensor network envi-
ronment of claim 1, wherein said gateway is coupled to said
mobile node and said management unit.

3. The routing method in a wireless sensor network envi-
ronment of claim 1, wherein said management unitis aware of
relationship between a MAC address of said mobile node and
said unique ID code.

4. The routing method in a wireless sensor network envi-
ronment of claim 3, wherein the step of said management unit
distributing said unique ID code to said mobile node further
comprises:

maintaining a tree structure network topology and corre-

sponding relationship between said MAC address and
said unique ID code in a database, and transmitting a
address distribution response message to said mobile
node.

5. The routing method in a wireless sensor network envi-
ronment of claim 1, wherein said beacon frame comprises
said unique ID code and a depth which is a distance between
said mobile node and said management unit.

6. The routing method in a wireless sensor network envi-
ronment of claim 1, wherein said relay node is a closest node
to said management unit and is selected from said neighbor
table of said mobile node.

7. The routing method in a wireless sensor network envi-
ronment of claim 1, wherein said management unit transmits
said packet to said mobile node and inserts a plurality of said
unique ID codes of passed relay nodes into the header of said
packet based on a source route method.

8. The routing method in a wireless sensor network envi-
ronment of claim 7, wherein after receiving said packet, said
relay node deletes its unique ID code from said header and
transmits said packet to next relay node.

9. The routing method in a wireless sensor network envi-
ronment of claim 1, wherein the step of said management unit
routing said packet to a mobile node further comprises:

said management unit storing a plurality of routing infor-

mation, and repacking said packet based on said routing
information and a destination ID code of said packet;
and
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after passing through a plurality of said relay nodes, trans-
mitting said packet to said mobile node with said desti-
nation ID code.
10. A routing path recovery method in a wireless sensor
network environment, wherein said routing path recovery
method can recover a path when a mobile node with its
descendents tries to change position in a tree structure net-
work topology or a parent node of said mobile node is unde-
tectable, comprising:
said mobile node transmitting a binding update message to
a management unit, and said management unit updating
the tree structure network topology of a downlink rout-
ing path from said management unit to said mobile node;

said mobile node detecting periodically broadcasted bea-
cons from nearby nodes and utilizing said beacons to
select a nearby node as a parent node of said mobile
node; and

referring a path from said parent node to said management

node as a path of said mobile node to said management
unit, and said mobile node starting to periodically broad-
cast beacons to inform nearby nodes of existence of said
mobile node.

11. The routing path recovery method in a wireless sensor
network environment of claim 10, wherein the information of
said downlink routing paths is stored in said tree structure
network topology of said management unit.

12. The routing path recovery method in a wireless sensor
network environment of claim 10, wherein an uplink packet
of said mobile node is transmitted through said relay node
witha lower depth among a plurality of nearby nodes and then
routed to said management unit.

13. The routing path recovery method in a wireless sensor
network environment of claim 10, wherein the step of said
mobile node transmitting said binding update message fur-
ther comprises: gathering unique 1D codes of all passed
nodes.
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14. The routing path recovery method in a wireless sensor
network environment of claim 10, wherein the step of said
depth of said mobile node being changed further comprises:

broadcasting a depth update message to a sub-tree of said

mobile node to update depth information ofa plurality of
nodes in said sub-tree, hence repairing uplink packet
routing paths.

15. The routing path recovery method in a wireless sensor
network environment of claim 10, wherein said management
unit is coupled to a gateway, when said gateway is closed, if
said depth of said mobile node is second to said gateway and
there is no other node with same depth, said mobile node will
broadcast said binding update message to the sub-tree of said
mobile node and try to find another routing path.

16. The routing path recovery method in a wireless sensor
network environment of claim 10, wherein said management
unit is coupled to a gateway, when said gateway is closed and
a downlink routing path is desired to be repaired, if said
mobile node receives a message from said parent node, said
mobile node will broadcast said binding update message to a
sub-tree of said mobile node and try to find another downlink
routing path.

17. The routing path recovery method in a wireless sensor
network environment of claim 16, wherein ifthere is anode in
said mobile node’s neighborhood closer to said management
unit, said mobile node will utilize unicast method to route and
transmit a message to said node.

18. The routing path recovery method in a wireless sensor
network environment of claim 16, wherein said message is
said binding update message.

19. The routing path recovery method in a wireless sensor
network environment of claim 17, wherein said message is
said binding update message.
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