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7) ABSTRACT

A fast bit allocation algorithm for audio coding is disclosed.
A virtual Huffman codebook model is referred in a trellis-
based optimization approach to obtain a set of optimized
scale factors, and then the set of optimized scale factors is
referred in a trellis-based optimization approach to obtain a
set of optimized Huffman codebooks. Therefore, the present
invention can significantly reduce the amount of computa-
tion for the bit allocation. Further, according to the experi-
mental data, the present invention can keep almost the same
compression efficiency as the prior art JTB optimization.
Hence, the present invention is more suitable for practical
applications.
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FAST BIT ALLOCATION METHOD FOR AUDIO
CODING

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the priority benefit of Tai-
wan application serial no. 93109690, filed on Apr. 8, 2004.

BACKGROUND OF THE INVENTION
[0002]

[0003] This invention generally relates to an audio coding
method, and more particularly to a fast bit allocation method
for audio coding.

[0004] 2. Description of Related Art

1. Field of the Invention

[0005] As the information technology advances, the trans-
mission and storage of audio data are developed toward
digitalization. To provide high quality audio transmission
and storage, the audio data compression technology is the
key technology to the audio data processing. In the tradi-
tional audio data compression such as the MPEG-1/2/4
standards and the Dolby AC3 standard, the bit allocation is
an important part of the audio data compressor, which
controls the compression bit rate and the distortion.

[0006] Generally, the input analog audio signal will be
sampled to obtain the digitalized audio data. The sampling
rate is, for example, 44.1 KHz or 48 KHz. The digital audio
data is then divided into the frame data; each frame has 1024
audio samples for example. Then the transformation such as
Discrete Cosine Transform (DCT) is applied so that the
frame data is transformed from time domain to frequency
domain to be the spectral coefficients. The spectral coeffi-
cients of each frame will be divided into several bands,
which are also called scale factor bands (SFB).

[0007] Taking the MPEG-2/4 audio standard as an
example, during the compression process, each band has a
scale factor (SF) parameter to quantize the spectral coeffi-
cients. The SF parameter will affect the quantization error
and the noise-to-masking ratio (NMR). The quantized spec-
tral coefficients will be coded according to the Huffman
codebook (HCB) parameter selected by each band to
achieve the prescribed bit rate. In addition to the coding bits
of the spectral coefficients, the differential codes of the SF
parameter and the run-length codes of the HCB parameter
will also affect the bit rate. The differential codes of the SF
parameter and the run-length codes of the HCB parameter
for the current band will be affected by the SF parameter and
the HCB parameter of the previous band. Hence, it is
necessary but very complex to optimize the SF parameter
and the HCB parameter to achieve the best possible com-
pression performance with the least compression distortion.

[0008] A prior art discloses the joint Trellis-based (JTB)
optimization to determine the SF parameter and the HCB
parameter simultaneously to minimize average NMR
(ANMR) under the prescribed bit rate. See Aggarwal, S. L.
Regunathan, K. Rose, “Trellis-based optimization of
MPEG-4 advanced audio coding” Proc. IEEE Workshop on
Speech Coding, pp. 142-4 2000. In addition, another article
also uses JTB optimization to determine the SF parameter
and the HCB parameter at the same time. See A. Aggarwal,
S. L. Regunathan, K. Rose, “Near-optimal selection of
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encoding parameter for audio coding” Proc. Of ICASSP,
vol. 5, pp. 3269-3272, June 2001. The difference is that, in
addition to optimize the average ANMR, the latter also
optimizes the maximum NMR (MNMR) under the pre-
scribed bit rate.

[0009] Although the above articles can optimize the SF
parameter and the HCB parameter at the same time to obtain
almost the best compression efficiency, both require a large
amount of computation. Hence, they are not suitable for the
practical applications that have real-time and/or low-power
requirements such as wireless communication systems.

SUMMARY OF THE INVENTION

[0010] The present invention is directed to a fast bit
allocation method for audio coding to significantly reduce
the amount of computation for the bit allocation without
sacrificing compression efficiency in order to facilitate the
practical applications.

[0011] The present invention provides a fast bit allocation
method for audio coding, comprising: initializing a param-
eter A; using a Trellis-based method to optimize the scale
factor parameter in a condition of using the predetermined
Huffman codebook to obtain a set of optimized scale factor
parameter; using the optimized scale factor parameter and
the Trellis-based method to optimize the Huffman codebook
parameter to obtain a set of optimized Huffman codebook
parameter; using the optimized scale factor parameter and
the optimized Huffman codebook parameter to calculate a
total bit rate required for coding; and adjusting the parameter
A when the total bit rate is higher than a predetermined bit
rate.

[0012] In an embodiment of the present invention, to
modify the possible deviation of the scale factor parameter
due to the use of the predetermined Huffman codebook, the
method further comprises: using the optimized Huffman
codebook parameter to optimize the scale factor parameter
for adjusting the optimized scale factor parameter. Of
course, from the reduction of the amount of computation
point of view, this step could be neglected.

[0013] The present invention takes the MPEG-2/4 audio
standard as an example and the predetermined Huffman
codebook is a virtual Huffman codebook model. The virtual
Huffman codebook model uses formulae as follows:

ty ;= An | Hylgus) < ming {Hp(gu)} + 6} ()
1 2
b= — H,(qe.i +(I-thvi,,hv‘-
ke, T Zh‘: (gri) (hiiys )
ne. Y ;

[0014] where min,,{H,(q.;)} is a minimum number of
bits required for coding the quantized spectral coefficients
Qy ;> 2nd the d is a coding bit deviation coefficient. If coding
bits H,(qy ;) satisfies the formula (1), the Huffman codebook
n will be included in the virtual Huffman codebook hy ;". In
formula (1), by ; is the bits for coding the quantized spectral
coefficients,
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[0015] is an average of total coding bits obtained by using
all Huffman codebooks of the virtual Huffman codebook
hy % Ro(hy; %, by ;) is the coding bits of the virtual Huff-
man codebook hy ;", and o is a virtual Huffman codebook
weighting coefficient.

[0016] When considering the ANMR optimization, the
step of using the Trellis-based method to optimize the scale
factor parameter comprises minimizing an unconstrained
cost function Cgp Anmre

CsF_ANMR = Z wid; + A+ (b + D(sf; = sfi_1)),

[0017] where w, is a weighting number of the i scale
factor band, d; is a quantization distortion of the i scale
factor band, A is a Lagrangian multiplier, b; is the bits for
coding the quantized spectral coefficients, and D(sf;-sf, ;) is
scale factor coding bits of the i scale factor band, which is
the bits of the differential codes of the scale factor param-
eters.

[0018] When considering the MNMR optimization, the
step of using the Trellis-based method to optimize the scale
factor parameter comprises minimizing a cost function C

. . SF—
anmr Under a condition of w,d,EVi:

iMi=

CsF MNMR = Z bi + D(sf; = fi_y)s

[0019] where w; is a weighting number of the i™ scale
factor band, d; is a quantization distortion of the i* scale
factor band, A is a Lagrangian multiplier, b; is the bits for
coding the quantized spectral coefficients, and D(sf-sf, ) is
the scale factor coding bits of the i scale factor band.

[0020] In addition, the steps of using the optimized scale
factor parameter and the Trellis-based method to optimize
the Huffman codebook parameter to obtain the optimized
Huffman codebook parameter comprises minimizing an
unconstrained cost function Cyg:

Cheg = Z bi + R(hi—1, hy),
7

[0021] where b; is the bits for coding the quantized spec-
tral coefficients, and R(h;_;,h;) is the Huffman codebook
coding bits of the i scale factor band.

[0022] The above minimization of the unconstrained cost
functions C\yr» Criep a0d Cgp ynanr €21 be achieved by
using a Viterbi search procedure.

[0023] In light of the above, the fast bit allocation method
for audio coding of the present invention, in the condition of
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using the virtual HCB model, first uses the Trellis-based
method to optimize the SF parameter to obtain an optimized
SF parameter, and then uses the optimized SF parameter and
the Trellis-based method to optimize the HCB parameter to
obtain an optimized HCB parameter. Hence, the present
invention can significantly reduce the amount of computa-
tion for the bit allocation. Further, according to the experi-
mental data, the present invention can keep almost the same
compression efficiency as the prior art of JTB optimization.
Hence, the present invention is more applicable to the
practical applications.

[0024] The above is a brief description of some deficien-
cies in the prior art and advantages of the present invention.
Other features, advantages and embodiments of the inven-
tion will be apparent to those skilled in the art from the
following description, accompanying drawings and
appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] FIG. 1 is the flow chart of the fast bit allocation
method for audio coding in accordance with an embodiment
of the present invention.

DESCRIPTION OF EMBODIMENTS

[0026] As described above, in the traditional audio data
compression such as the MPEG-1/2/4 standards and the
Dolby AC3 standard, the bit allocation is an important part
of the audio data compressor, which controls the compres-
sion bit rate and the distortion. The compression bit rate and
the distortion are controlled by the SF parameter and the
HCB parameter. The following description will take the
Advanced Audio Coding (AAC) of MPEG-4 as an example
to illustrate the relationship between the SF parameter and
the HCB parameter and the compression bit rate and the
distortion when optimizing the average Noise-to-Mask
Ratio (ANMR), and the maximum Noise-to-Mask Ratio
(MNMR) criteria. In addition, the analysis of the computa-
tion is processed in the condition of 60 SF candidate
parameters and 12 HCB candidate parameters.

[0027] When optimizing the ANMR, the following for-
mula has to be satisfied:

minZ wid; such that )" (b +Disf; = sfy-) + R(hi 1, i) < B,

i

[0028] where w; is the weighting number of the i scale
factor band, d, is the quantization distortion of the i* scale
factor band, b; is the bits for coding the quantized spectral
coefficients, D is the differential coding function, sf; and sf, ;
are the SF parameters of the i® scale factor band and the
i-1 scale factor band, and D(sf.-sf, ,) is the bits for coding
the scale factor of the i™ scale factor band. R is the
run-length coding function, h; and h, ; are the HCB param-
eters of the i scale factor band and the i-1" scale factor
band, R(h;_;,h;) is bits for coding the Huffman codebook
index of the i scale factor band, and B is the prescribed bit
rate.

[0029] The Lagrangian multiplier A can be added into the
above formula when using the JTB optimization. It can be
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performed by minimizing the unconstrained cost function

Carnnr:

Cavmr = Z wid; + A- (b + D(sf; —sfi_; ) + R(hi_y, b))

[0030] Because the JTB optimization will optimize the SF
parameter and the HCB parameter at the same time, the
amount of computation is (60x12)*. Hence, the fast bit
allocation method for audio coding of the present invention,
in the condition of using the predetermined HCB such as the
virtual HCB model, first uses the Trellis-based method to
optimize the SF parameter to obtain a set of optimized SF
parameters, and then uses the optimized SF parameter and
the Trellis-based method to optimize the HCB parameter to
obtain a set of optimized HCB parameters. Hence, the
present invention can significantly reduce the amount of
computation for the bit allocation.

[0031] Hence, the above formula for the JTB optimization
can be performed by minimizing the unconstrained cost
functions Cgp snmr a0d Cyep!

Cse_an = ), widh + - (b + DUy = sfi_),

Chep = Z bi + R(hi-y, hi).

[0032] Because this method only optimizes one parameter
at a time, we call it a Cascaded Trellis-based (CTB) opti-
mization. The amount of the computation is 60°+12° only.
That is, the computation complexity of the CTB optimiza-
tion is one one-hundred-fortieth of that of the JTB optimi-
zation.

[0033] In addition, when optimizing the MNMR, the fol-
lowing formula has to be satisfied:

min(m_axw;d;)such that Z(b; +D(sf; = f;i_)) + R(hi_1, b))

[0034] The above formula for the JTB optimization can be
performed by minimizing the unconstrained cost function

Crnmr:

Cuiie = | (b +D(sf, = o) + Ry, 1)

i

[0035] Likewise, the amount of the computation for JTB
MNMR optimization is (60x12)*. Hence, the fast bit allo-
cation method for audio coding of the present invention, in
the condition of using the predetermined HCB such as the
virtual HCB model, first uses the Trellis-based method to
optimize the SF parameter to obtain a set of optimized SF
parameter, and then uses the optimized SF parameters and
the Trellis-based method to optimize the HCB parameter to
obtain a set of optimized HCB parameters. Hence, the
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present invention can significantly reduce the amount of
computation for the bit allocation.

[0036] Hence, the above formula for the JTB optimization
can be performed in the condition of w;d; =Viby minimizing
the unconstrained cost functions Cgp ymovr a0d Cpep:

CsF MNMR = Z b+ D(sf; = 5fi_ 1),
g

Chep = Z b; + R(hi_y, ).

[0037] Because this method only optimizes one parameter
at a time, we call it a Cascaded Trellis-based (CTB) opti-
mization. The amount of the computation is 60°+12* only.
That is, the computation complexity of the CTB optimiza-
tion is one one-hundred-fortieth of that of the JTB optimi-
zation.

[0038] In addition, because the virtual HCB model is used
to replace all HCB parameters when using the Trellis-based
optimization, we can derive the simplified rules for selecting
the candidate HCB parameter based on the statistics of data.
We use them to estimate two important coefficients for the
virtual HCB model, the coding bit deviation coefficient &
and the HCB weighting coefficient . The formula for
selecting the candidate HCB parameter is as follows:

hkyiv={n|Hn(qk'i)§minm{Hm(qk.i)}+6,n€{1, 2, ... )

123} )
[0039] First, we analyze all HCB and find out the mini-
mum number of bits min {H_(q, ;)} for coding the quan-
tized spectral cocfficients q, ;. If the coding bits H,(qy ;)
satisfies formula (1), the Huffman codebook n will be
included in the virtual HCB hy ;.

[0040] After using formula (1) to determine the virtual
HCB by ¥, we can use the formula (2) to estimate the
quantized spectral coefficient bit by ; for optimizing the SF
parameter:

1 2
bei = = > Hal@e) + o Ry, 1)
il 5,
L
where o Z H,(qi;) is an average of total coding bits
| kv‘.|neh,f.l
obtained by

[0041] using all Huffman codebooks of the virtual Huff-
man codebook hy ;*, and R,(h; %,k ;") is the run-length
coding bit of the virtual Huffman codebook h, ;"

[0042] In light of the above, the fast bit allocation method
for audio coding of the present invention is shown in FIG.
1. At step 110, a parameter 9 is initialized. At step 120, the
scale factor parameter is optimized using a Trellis-based
method in a condition of using a predetermined Huffman
codebook such as the virtual HCB model to obtain a set of
optimized scale factor parameters. At step 130, the opti-
mized scale factor parameter and the Trellis-based method
are used to optimize the Huffman codebook parameter to
obtain a set of optimized Huffman codebook parameters.



US 2005/0228658 Al

Oct. 13, 2005

4
[0043] To compensate for the possible deviation of the changing the scope or spirit of the invention. Accordingly,
scale factor parameter due to the use of the predetermined the above description and illustrations should not be con-
Huffman codebook, at step 140, the optimized Huffman strued as limiting the scope of the invention which is defined
codebook parameter is used to optimize the scale factor by the following claims.
parameter for adjusting the optimized scale factor parameter.
Of course, from the reduction of the amount of computation What is claimed is:
point of view, this step could be skipped. 1. A fast bit allocation method for audio coding, compris-
[0044] Finally, at step 150, the optimized scale factor e
parameter and the optimized Huffman codebook parameter initializing a parameter;
are used to calculate a total bit rate requirgd for (?oding. At using a Trellis-based method to optimize the scale factor
step 160, the total bit rate anq th.e prescribed bit rate are parameter using the predetermined Huffman codebook
cgmpared. If the total bit rate is hlghe'r thap the prescribed {0 obtain a set of optimized scale factor parameers;
bit rate, at step 170, the parameter d is adjusted. Then the
procedure returns back to the step 110 and then repeats the using said optimized scale factor parameter and said
above steps until the total bit rate is lower than or equal to Trellis-based method to optimize the Huffman code-
the prescribed bit rate. Thus, the optimization is achieved. book parameter to obtain a set of optimized Huffman
[0045] The following table uses the AAC of MPEG-4 as codebook parameters;
an example to compare the computation complexity and the using said optimized scale factor parameter and said
audio quality when using different algorithms in the condi- optimized Huffman codebook parameter to calculate
tion that the prescribed bit rate is 64 kbps: the total bit rate required for coding; and
Computational ~ Memory
ANMR(dB) MNMR(dB) ODG*'  complexity  complexity

JTB-ANMR -3.5998 22655 -2.8703 (60 x 12)? 60 x 12

CTB-ANMR -3.4512 23445 -2.8761 607+ 122 60

JTB-MNMR -2.2227 -0.4287 -3.0414 (60 x 12)? 60 x 12

CTB-MNMR ~ -2.1588 -03515  -3.0537  60%+ 122 60

*'ODG(Objective Difference Grade) is a method for evaluating the audio quality pro-

posed by Draft ITU-T Recommendation BS.1387: “Method for objective measurements
of perceived audio quality,” July 2001. The score of ODG ranges from 0 to -4, wherein
“0” means “imperceptible impairment” and “-4” means “impairment judged as very
annoying”. That is, the closer the score is to “0”, the better the audio quality of the com-

pressed audio data is.
JTB-ANMR uses the prior art of the JTB optimization to optimize ANMR.

CTB-ANMR uses the prior art of the CTB optimization of the present invention to opti-

mize ANMR.
JTB-MNMR uses the JTB optimization to optimize MNMR.

CTB-MNMR uses the CTB optimization of the present invention to optimize MNMR.

[0046] Because in the JTB optimization of the prior art,
each candidate SF parameter has 12 candidate HCB param-
eter, the computation complexity is (60x12)*. In the CTB
optimization of the present invention, because the SF param-
eter and HCB parameter are optimized sequentially, each
candidate SF parameter has one candidate HCB parameter
during the optimization of the SF parameter and each
candidate HCB parameter has one candidate SF parameter
during the optimization of the HCB parameter. Hence, the
computation complexity is (60x1)*+(12x1)* only, which is
one one-hundred-fortieth of that of the JTB optimization.

[0047] In addition, the memory requirement for the com-
putation is proportional to the number of the candidates.
Hence, the memory requirement for the CTB optimization is
one twelfth of that for the JTB optimization. Further, based
on the audio quality analyses of the ANMR, MNMR, and
ODG criteria, the audio quality by using the CTB optimi-
zation of the present invention is very close to the audio
quality by using the JTB optimization.

[0048] The above description provides a full and complete
description of the preferred embodiments of the present
invention. Various modifications, alternate construction, and
equivalent may be made by those skilled in the art without

adjusting said parameter when said total bit rate is higher
than a predetermined bit rate.
2. The method of claim 1, further comprising:

using said optimized Huffman codebook parameter to
optimize said scale factor parameter for adjusting said
optimized scale factor parameter.

3. The method of claim 1, wherein said predetermined
Huffman codebook is a virtual Huffman codebook model,
said virtual Huffman codebook model using following for-
mulas:

P i*={nl iy (grci) Eming { Hop () 1+0} )

1 2)
by

iy D Halg) + - Ry, )

nehy;

where min {H,(q,;)} i a minimum number of bits
required for coding the quantized spectral coefficients
Q5> and said d is a coding bit deviation parameter,
wherein if the coding bits H, (qy ;) satisfies said formula
(1), said Huffman codebook n will be included into said
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virtual Huffman codebook by ;”; wherein by ; is the bits
for coding the quantized spectral coefficient,

1
Fran Hy(q,i)
[Adl 2, 1o

i
nehy;

is an average of total coding bits obtained by using all

Huffman codebooks of said virtual Huffman codebook

h, ", Ryh;,"h ") is a coding bit of said virtual

Huffman codebook hy ;¥, and a is a virtual Huffman
codebook weighting parameters.

4. The method of claim 1, wherein said step of using the

said Trellis-based method to optimize said scale factor

parameter is for minimizing an unconstrained cost function

Csr_avmr!

CsF_ANMR = Z wid; + A+ (b; + D(sf; = sf,_)),

where w, is a weighting number of the i scale factor
band, d; is a quantization distortion of the said i scale
factor band, A is a Lagrangian multiplier, b; is the bits
for coding the quantized spectral coefficients, and
D(sf;-sf,_;) is the bits for coding the scale factor of the
said i™ scale factor band.
5. The method of claim 4, wherein said step of minimizing
said unconstrained cost function Cgp Anpm COMprises a
Viterbi search procedure. B

6. The method of claim 1, wherein said step of using said
optimized scale factor parameter and said Trellis-based
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method to optimize said Huffman codebook parameter to
obtain said optimized Huffman codebook parameter com-
prises minimizing an unconstrained cost function Cycg:

Chep = Z b; + R(hi_y, ),
7

where b; is bits for coding the quantized spectral coeffi-
cients, and R(h;_;,h,) is bits coding the Huffman code-
book index of said i scale factor band.

7. The method of claim 6, wherein said step of minimizing
the said unconstrained cost function Cgcp comprises a
Viterbi search procedure.

8. The method of claim 1, wherein said step of using said
Trellis-based method to optimize the said scale factor
parameter comprises minimizing a cost function Cgp s nmw
under a condition of w,d;=V1i:

iMi=

CsF MNMR = Z b + D(sf; —sfi_y),

where w, is a weighting number of an i scale factor band,
d, is a quantization distortion of the said i scale factor
band, A is a Lagrangian multiplier, b; is bits for coding
the quantized spectral coefficients, and D(sf,-sf, ,) is
bits for coding the scale factor of said i™ scale factor
band.
9. The method of claim 8, wherein said step of minimizing
said cost function Cqp ypoum cOmMprises a Viterbi search
procedure. N



