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Impulse | StlJohn Foellinger Bethel Meyerson
Response | Lutheran 40 |Great Hall 80| Church 50 | Concert Hall
Block count ' 17 17 17 15
1 3052 3000 2992 2996
2 2956 2964 2976 2892
3 2896 2904 2900 2784
4 2812 2812 2828 2632
5 2716 2708 2680 1708
6 2512 2544 1692 1548
7 1652 1644 1476 1312
8 8 1468 1544 1332 1244
:‘f 9 1264 1336 1244 1104
;—f 10 1156 1220 1140 1088
1 1088 1136 1024 996
12 976 1104 992 920
13 928 1048 956 876
14 788 948 856 760
15 568 860 800| 0
16 0 544 732
17 0 0 544
E::g;:z;g 6147%  5933%|  6099%|  6279%

FIG. 14
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EFFICIENT METHOD AND APPARATUS FOR
CONVOLUTION OF INPUT SIGNALS

FIELD OF THE INVENTION

[0001] The present invention generally relates to the con-
volution of input signals, and more specifically to the
implementation of artificial reverberation using Fast Fourier
Transform (FFT) convolution methods.

BACKGROUND OF THE INVENTION

[0002] Reverberation is the result of a complicated echo
system. A listener in a room hears not only the direct signal
from the source, but also other reflected sounds from the
walls, floor or some other objects in the room. As shown in
FIG. 1, the signal heard by the listener is a summation of all
reflected signals.

[0003] The effect of reverberation is a multiplicity of
temporally close echoes that are not perceptually separate
from one another. FIG. 2 shows the impulse response of the
Foellinger Great Hall. From FIG. 2, it can be seen that the
peaks for later part of the impulse response are very close,
and only few peaks in the earlier part clearly stand out of the
response. Based on this characteristic, the reverberation can
be separated into two parts. As shown in FIG. 3, those peaks
in earlier part are called earlier reflections, and the later part
is called late reverberation.

[0004] Artificial reverberators have been used to add
reverberation to studio recording in the music and film
industry, or to modify the acoustic effect of a listening room.
There have been basically two approaches to designing
reverberators. The first approach is based on the IIR (Infinite
Impulse Response)-recursive networks such as comb filters
and all-pass filters, and the second approach is based on FIR
(Finite Impulse Response) networks. The IIR-based network
has the merit in low complexity, but is often difficult to
¢liminate unnatural resonance. On the other hand, the FIR-
based reverberators, which convolve the input sequence
with an impulse response modeling the environment such as
a concert hall, are free from the unnatural resonance. How-
ever, the high computational complexity due to the long FIR
length leads to another concern in real-time applications. For
two seconds of impulse response, the length is 88,200
samples in terms of 44,100 Hz sampling rate. Using direct
convolution to implement the reverberation requires 88,200
multiplications for each sample, or 7.8 G multiplications per
second for stereo audio.

[0005] The IIR-based approach suitably combines various
filter modules such as comb filters, all-pass filters, and
low-pass filters to simulate the reverberation effect. Due to
the nature of the recursive filters, the complexity is in
general lower than the FIR-based approach. However, its
quality depends on some detail calibration and it is also
difficult to model the existing environment directly.

[0006] The FIR-based approach records the environment
response, such as a concert hall or a church, as the impulse
response and then applies the direct convolution to have the
reverberation effect. The environment response can be
recorded from real environment using a loud speaker and
microphones. FIG. 2 is an example of environment
response. The length of a natural environment response may
be varying from 1 to several seconds depending on the size
of the room, the material of the walls and other surfaces in
the room.
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[0007] The direct convolution between input signal x[n]
and impulse response h[n] of length L is expressed as

L

1 48]

yln] = x[n] =Aln] = > xln—klAlk]

k=0

[0008] The implementation of (1) is shown in FIG. 4 and
its direct implementation leads to L multiplications per
output sample, which is too complicated for reverberation.
As mentioned above, by direct convolution, convolving a
stereo input signal with impulse response requires 7.8 G
multiplications per second. This is almost impossible for
processors today.

[0009] In addition to the direct convolution methods in the
time domain, the FIR-based approach can also be imple-
mented by FFT convolution methods in the frequency
domain. By means of fast computation accomplished by
FFT, the FFT convolution methods significantly speed up
the FIR-based approach.

[0010] There have been some researches trying to reduce
the complexity of the FIR-based approach by modifying the
impulse response according to perceptual criteria. For
example, a perceptual convolution method has been pro-
posed to reduce the number of taps in FIR filters to create
reverberation without coloration. This approach tries to
change the impulse response in time-domain to reduce the
multiplications needed for convolution method. However,
the approach can only be applied to direct convolution
methods. Therefore, its complexity is still higher than FFT
convolution methods.

SUMMARY OF THE INVENTION

[0011] This invention has been made to reduce the com-
plexity of implementing artificial room reverberation using
FIR-based approaches. A primary object of the invention is
to provide an efficient method for the convolution of input
signals. It is also an object of the invention to provide an
apparatus and method to reduce the complexity of the
reverberators using FFT-based methods and the segmented
impulse response of the room environment. Another object
is to further reduce the complexity using fast perceptual
convolution by truncating the high frequency parts of the
segmented impulse response based on perceptual thresholds.

[0012] Accordingly, by extending both overlap-and-add
and overlap-and-save methods of block convolution to seg-
mented impulse response of the room environment, fast
convolution methods based on FFT are used to speed up the
FIR-based approaches in generating artificial reverberation.
The present invention first segments an environment
impulse response, computes its segmented response fre-
quency spectrum by FFT. The input signal is also segmented
and FFT transformed to obtain segmented input frequency
samples.

[0013] Inone embodiment of the overlap-and-add method,
the segmented input frequency samples are multiplied by the
frequency samples of each segment of the impulse response.
The multiplication output of each segment is inversely
transformed by IFFT respectively. The outputs of the IFFT
from all the segments are then overlapped and added
together to generate the final reverberation signal.
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[0014] In an alternative embodiment of the overlap-and-
add method of this invention, the segmented input frequency
samples are buffered segment by segment and then multi-
plied by the frequency samples of each segment of the
impulse response. The multiplication outputs from all the
buffered segments are then summed together. The summa-
tion output is inversely transformed by IFFT. The output of
the IFFT is then overlapped and added together generate the
final reverberation signal.

[0015] In another embodiment of this invention, the over-
lap-and-save method is applied with segmented impulse
response. The input signal is first segmented, overlapped and
saved. The overlap-and-save input signal is then FFT trans-
formed to obtain the segmented input frequency samples
that are buffered segment by segment and then multiplied by
the frequency samples of each segment of the impulse
response. The multiplication outputs from all the buffered
segments are also summed together. The summation output
is inversely transformed by IFFT. By discarding the first
segment of the output of the IFFT, the final reverberation
signal is obtained.

[0016] According to this invention, a fast perceptual con-
volution is provided to reduce the computational complexity
required by FIR-based reverberators. The conventional per-
ceptual approach tries to change the impulse response in
time domain to reduce the multiplications needed for the
convolution method. The fast perceptual convolution of this
invention is to reduce the multiplications needed in fre-
quency domain for the FFT convolution methods by apply-
ing some threshold to truncate the segmented spectrum.

[0017] In the fast perceptual convolution of the present
invention, the segmented response frequency spectrum of
the impulse response is truncated based on a threshold in
quiet which is the threshold characterizing the minimum
amount of energy needed in a pure tone detected by human
hearing system in a noiseless environment. The high fre-
quency parts of the impulse response that are not perceptible
are eliminated. The truncated frequency spectrum of the
impulse response can then be applied to various embodi-
ments of the invention to further reduce the computational
complexity.

[0018] The foregoing and other objects, features, aspects
and advantages of the present invention will become better
understood from a careful reading of a detailed description
provided herein below with appropriate reference to the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0019] FIG. 1 shows that a listener in a room hears the
signal which is a summation of all reflected signals.

[0020] FIG. 2 shows the impulse response of Foellinger
Great Hall.

[0021] FIG. 3 shows a direct signal, early reflections and
late reverberation.

[0022] FIG. 4 shows the block diagram of direct convo-
lution for implementing an FIR.

[0023] FIG. 5 shows the block diagram of FFT convolu-
tion for overlap-and-add method according to Algorithm 1
of the present invention.
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[0024] FIG. 6 shows the block diagram of FFT convolu-
tion for overlap-and-add method according to Algorithm 2
of the present invention.

[0025] FIG. 7 illustrates the complexity of Algorithm 1
and Algorithm 2 by means of the number of real multipli-
cations per sample with respect to the block length.

[0026] FIG. 8 shows the block diagram of FFT convolu-
tion for overlap-and-save method according to Algorithm 1
of the present invention.

[0027] FIG. 9 shows the block diagram of zero-delay fast
convolution implementation for 88200 (90112) samples of
impulse response.

[0028] FIG. 10 shows the block diagram of 2-level zero-
delay fast convolution implementation of 88200 (90112)
samples of impulse response.

[0029] FIG. 11 shows the spectrum of the impulse
response recorded from St. John Lutheran Church.

[0030] FIG. 12 shows the spectrum of the impulse
response recorded from St. John Lutheran Church after
applying the perceptual threshold according to the present
invention.

[0031] FIG. 13 shows the block diagram of FFT convo-
lution for overlap-and-add method according to Algorithm 2
of the present invention using fast perceptual convolution.

[0032] FIG. 13A shows the block diagram of FFT con-
volution for overlap-and-add method according to Algo-
rithm 2 of the present invention with the perceptual sparse
processing implemented after the FFT of the input signals.

[0033] FIG. 14 shows the cutoff frequency point found in
each block of four different impulse responses.

[0034] FIG. 15 shows the comparison of complexity of
fast perceptual convolution and Algorithm 2 when the length
of the impulse response is 2 seconds.

[0035] FIG. 16 shows that the fast perceptual convolution
can reduce about 30% complexity as compared with Algo-
rithm 2 in real applications.

[0036] FIG. 17 shows the block diagram of the low-
latency implementation using fast perceptual convolution
according to the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

[0037] In contrast to direct convolution, a much more
efficient approach for implementing the FIR-based methods
is to compute convolution through block convolution, in
which the signal and impulse response are segmented into
sections of length N. Convolution of each block convolution
is then implemented through the FFT. There have been two
approaches to block convolutions. One is overlap-and-add
method and the other is overlap-and-save method. In both
overlap-and-add and overlap-and-save methods, the convo-
lution of each pair of small blocks can be accomplished by
transforming them from time domain to Discrete Fourier
Transform (DFT) domain and performing multiplications on
DFT domain. Because the complexity of specific sizes of
DFT can be reduced from O(N?) to O(NlogN) by FFT
algorithms, using these algorithms to perform the convolu-
tion can significantly reduce the complexity.
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[0038] For overlap-and-add method, the convolution is
done on each input segment. If the input segment size is N
and the impulse response length is L, it will produce N+L~1
samples of output for each segment. The later L-1 samples
of each output segment will affect its following output
segments. For each small segment x[n] with length N, the
convolution produces the corresponding output segments
y[n] of length N+L-1. Then, those output segments are
added to produce the result signal y[n]. This result is
equivalent to the result produced by direct convolution.

[0039] Because the length of the impulse response for
room reverberation can be as high as several seconds, the
extension of the segmentation can be applied to the impulse
response to have the computation merit. To extend the
overlap-and-add approach to segmented impulse response,
let the input signals x[n] and impulse response h[n] be
segmented as a sum of shifted finite-length segments of
length N, ie.,

oo 2\
x[n] = Zxr[n —rN], and @

r=0

M-1 (3)
Wl = ) holn = sN1,

5=0

[0040] where M is the smallest integer larger than L
divided by N, i.e.

L
u=[5]
xn+rN], 0=n=N-1 €]
x,[n] = . and
0, otherwise
hin+sN], 0=n=N-1 %)
heln] = .
0, otherwise

[0041] Substituting (2) and (3) into (1) yields

0 M-1 ©)
ylnl = {Z X,[n—- rN]}*{Z hsln— sN}}

r=0 5=

[0042] Because convolution is linear time-invariant, it
follows that
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[0043] where

Ve [n]*h[n] for 0=n<2N-1 (8)
[0044] The convolution of each pair of input signal seg-
ment x[n] and impulse response segment h[n] can be
implemented by FFT with 2N-1 points. For simplicity, the

complexity evaluation described here is based on radix-2
FFT and 2N-point FFT instead of (2N-1)-point FFT. Let

xp+rN], O=znszN-1 9
X [n] = , and
0, N-l<n<2N-1
N hln +sN], OgngN-1 (10)
e I D
[0045] Because the convolution in time domain is equiva-

lent to the multiplication in frequency domain, (8) can be
written as

Y, [k]=X[k]-H] k], for 0Sk<2N, 11)

[0046] where Y, [k], X[k], and H[k] are the 2N-point
FFT of y, [n], x[n] and R[n], respectively.

[0047] According to the above derivation, a fast algorithm
is summarized as Algorithm 1 as follows:

[0048] Step 1: Store the FFT data of the segmented
impulse response, HJ[K].

[0049] Step 2: Execute 2N-point FFT on the segmented
input signals to obtain X [k].

[0050] Step 3: Multiply M pairs of FFT data according
to (11). The number of multiplications and additions for
each input sample are 2M and 0, respectively. Because
the input signal and the impulse response are both real
signals, the negative frequency part data are the com-
plex conjugate of the positive frequency part. By this
property, only N+1 multiplications for each block are
calculated. This reduces the number of multiplications
for each input sample to M+M/N.

[0051] Step 4: Perform M times the inverse FFT to have
the segmented data y, [n] for different s.

[0052] Step 5: Overlap and add all the segmented y, [n]
to have the final y[n] according to (7).

[0053] The number of additions is 2(M-1) for each input
sample.

[0054] The number of complex multiplications needed per
input sample is (1+M)FFT(2N)/N+M+M/N=(1+M)(log,
N+1)/2-1/N+M. The algorithm has reduced the complexity
of multiplications from L to 2(1+M)(log, N+1)-4/N+4M.
The block diagram for this algorithm is shown in FIG. 5.

[0055] With reference to FIG. 5, the input signal x[n] is
segmented by a segment processing unit 501. An FFT
processor 502 transforms the segmented signal to frequency
samples X [k]. Frequency samples of the segmented impulse
response H[k] are stored in the memory blocks 503. The
frequency samples of the segmented signal are multiplied by
frequency samples H[K] of the segmented impulse response
in the multipliers 504. IFFT processors 505 then performs
inverse FET. The outputs of IFFT processors 505 are then
overlapped and added by means of the adders 506 and
buffers 507 to generate the final output signal y[n].
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[0056] To reduce the complexity of Algorithm 1, the order
of calculations in Algorithm 1 can be changed. Let p=r+s, (7)
is rewritten as

0 M-l (12)
= Z Ypssln— pN]
p=s s=0
o M-l
= Z Z Xp_s[n = (p = )N hg[n — sN].
p=s s=0
Define 13)

M-1

}’p[ﬂ] = Z yp—m[ﬂ—PN]
5=0

Son-

5=

(p—$)N]#hsln —sN1].

Hence, (14)

= i,‘/p[”]

p=s

[0057] The nonzero values of y,[n] is only in the time
interval [pN, pN+2N-2]. Let n'=n-pN, equation (13) can be
rewritten as

M-1 15)

y;;[ﬂ/ + PN] = Z ypfx,x[n/]
5=0

[0058] Performing 2N-point FFT on (15) within the non-
zero interval [0, 2N-1] leads to

(16)

M-1
Vol = 3" Yy lk]
5=0

M-1
Xy s[k1H[k] for 0 <k <2N - 1.
5=0

[0059] The fast convolution, referred to as Algorithm 2, is
summarized as follows:

[0060] Step 1: Store the FFT data of the segmented
impulse response, H[k].

[0061] Step 2: Execute 2N-FFT on the segmented input
signals to obtain X [k].

[0062] Step 3: Multiply and add the two FFT data
according to (16). The number of multiplications and
additions is both M+M/N for each input sample.

[0063] Step 4: Perform inverse FFT to have the seg-
mented data y,[n].

[0064] Step 5: Overlap and add all the segmented y,[n]
to have the final y[n] according to (14).

[0065] The overlapping factor is 1 and hence has the
complexity one.
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[0066] The block diagram of the fast convolution is illus-
trated in FIG. 6. The complexity of multiplications in
Algorithm 2 is 2FFT(2N)/N+M+M/N, which has a factor of
up to M times reduction compared to Algorithm 1.

[0067] With reference to FIG. 6, the input signal x[n] is
segmented by a segment processing unit 601. An FFT
processor 602 transforms the segmented input signal to
frequency samples X [k]. Frequency samples of segmented
impulse response H[K] are stored in the memory blocks
603. The frequency samples of the segmented input signal
are buffered by the buffering units 604 and multiplied by
frequency samples H_[K] of the segmented impulse response
in the multipliers 605. The outputs of the multipliers 605 are
added together in the summation unit 606. An IFFT proces-
sor 607 then performs inverse FFT on the output of the
summation unit 606. The outputs of IFFT processors 607 are
then overlapped and added by means of adder 608 and buffer
609 to generate the final output signal y[n].

[0068] FIG. 7 illustrates the complexity of Algorithm 1
and Algorithm 2 using the number of real multiplications per
sample with respect to the block length. When the input
block size is set to 4096, Algorithm 2 needs about 150 real
multiplications to convolve a signal with 88,200 samples of
impulse response.

[0069] The overlap-and-save method is very similar to the
overlap-and-add method except that the input blocks are
overlapped, and the output blocks are not overlapped. In the
overlap-and-save method, for each input block with a size N,
the N samples are combined with the previous L-1 samples
to form an overlapped input block with N+L-1 samples.
Then circular convolution or linear convolution is performed
on each overlapped input block. The first L-1 samples of
each output block are discarded. If lincar convolution is
used, the tailing L-1 samples of each output block are also
discarded. Finally, the output blocks are concatenated to
form the result output.

[0070] To extend the overlap-and-save method to the
segmented impulse response, the output signal in (7) is
segmented by changing the parameter r'=r+s:

M-1 (17

= i Vs =1 N

7o =

>

Define

M-1 (18)
Wln=r'N= Yy =N,
=0

[0071] where
Ye_s b=t _[n]*h[n] for 0=n<2N-1. (19)
[0072] (17) can be represented as

(20

=,
=,
I
D1z

yuln-r'N],

s
I
o

[0073] where y',[n—1'N] is the summation of all blocks in
time interval [r'N, (f'+2)N-1]. The form required in the
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overlap-and-save method should be to separate the output
into the non-overlapping blocks y[n] that is,

l 20
Z Ypln = pN1,
p=0
where
yln+pN], 0sn=N-1 (22)
yplnl = . .
0, otherwise

[0074] Substituting (20) into (22) yields

L (23)
yplnl = Zy [n+pN-rN], 0=n<N-1.
=0

[0075] Because each y,[n-pN-r'N] represents the values
at time interval 2N, there is only two terms in the intervals
[0, N-1]; that is

Vplnly ool ey [n], 0Sn=N-1. (24)
[0076] Substituting (18) and (19) into (24) yields

S

-1 M-l (25)
)= D oaln + N b + D [l byl

5=0

o
i
o

O=n=N-1

= Wpos—tn+ NI+ xp[nlbehgn] 0<ns<N-1.

5

=

(26)

il
>

[0077] Let
X [n]=x, [N ]ix [n] -N=n=N-1, 27

[0078] where x'[n] is p-th overlapping block of the input
signal x[n]. Then, (26) can be rewritten as

M-1 (28)
yplnl = x _snlxhsn], O=n<N-1

s=0

[0079] From (28), each non-overlapping output block can
be calculated by evaluating the convolution for overlapping
input blocks in the corresponding time interval. The imple-
mentations of algorithms described in the previous sections
are also applicable to using overlap-and-save method. Algo-
rithm 2 can be modified to use overlap-and-save method as
following steps:

[0080] Step 1: Store the FFT data of the segmented
impulse response, HJk].

[0081] Step 2: Execute 2N-FFT on the overlap-seg-
mented input signals to obtain X' [K].

[0082] Step 3: Multiply and add the two FFT data
according to (16). The number of multiplications and
additions is both M+M/N for each input sample.
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[0083] Step 4: Perform inverse FFT to have the seg-
mented data y,[n].

[0084] Step 5: Discard the first N samples of y [n] to
have the final y[n] according to (28).

[0085] The block diagram of the fast convolution is illus-
trated in FIG. 8. The complexity of multiplications is the
same as Algorithm 2.

[0086] With reference to FIG. 8, the input signal x[n] is
segmented and overlapped by segment buffers 801 and 802.
An FFT processor 803 transforms the segmented signal to
form overlapped-and-segmented frequency samples X' [k].
Frequency samples of segmented impulse response H,[k]
are stored in the memory blocks 804. The frequency samples
of the segmented input signal are buffered by the buffering
units 805 and multiplied by frequency samples HJk] of the
segmented impulse response in the multipliers 806. The
outputs of the multipliers 806 are added together in the
summation unit 807. An IFFT processor 808 then performs
inverse FFT on the output of the summation unit 807 to
generate the segmented data y [n]. The first N samples of
yp[n] are discarded in the signal discarding unit 808 to
output the final signal y[n].

[0087] Because the block size affects the latency of the
system, it is important to shorten the block size to reduce the
latency of the system although shortening the block size
increases the complexity of the system. For efficiency, the
block size is increased to an acceptable range to reduce the
complexity. The acceptable latency in applications is about
150 ms which means about 6K samples in terms of 44,100
Hz sampling rate. From FIG. 7, the number of multiplica-
tions per sample needed by Algorithm 2 is more than 400
when the block size is set to 1024 samples. To find out the
optimal block size, the minimum value of the complexity
equation of Algorithm 2 is analyzed as follows.

[0088] From the previous discussion, it is known that the
number of complex multiplications per sample is 2FFT(2N)/
N+M+M/N. It is also known that for N-point real FFT, the
number of complex multiplications needed is (N/4)(log,
N+3)-1. let M be approximated as L/N. The complexity
equation is

C(N)=log, N+4+(L-2)N"+LN . (29)
[0089] Differentiating C(N) with respect to N leads to

30
—(L-2N2=2IN. (30)

1
d —
CN)= NI

[0090] The optimum block length N_, can be obtaining
through C'(N)=0; that is

2, (31)
= (L=2Ngy 2L =0.

In2
Hence
| s | 12 (2
Nopi =|L-2 L-22+ — |- —.
opi +V ( ) + 2 )
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[0091] In other words, the block length with best compu-
tation efficiency can be obtained if the filter length or the
reverberation length is known. For example, when L=88200,
N,,=61140. N should be limited to be the power of two and
the most typical reverberation length is in the range of 2-3
seconds. Another important issue is that the length of the
filter is directly proportional to the block length. Further-
more, from FIG. 7, the complexity reduction ratio for N
above 4000 is less than 10%. Hence, a value of 4096 for N
is a good tradeoff for most environments.

[0092] Because the FFT needs to accumulate a segment to
begin the FFT computation, the FFI-based convolution
introduced an additional algorithm delay or latency by one
FFT block, i.e., N. In some real-time applications like
interactive environment, the latency should be limited. In the
literature, there have been methods developed to shorten the
latency of the filter by using time domain filter with low
latency to compute the output of the first impulse response
segment.

[0093] To remove the latency of the FFT-based convolu-
tion filters, they can be modified by combining with direct
convolution to remove the latency. This invention also
provides a method to remove the latency of Algorithm 2 so
that the demand on the processor is uniform over time.

[0094] Considering Algorithm 2, to shorten the latency,
direct convolution is used to calculate the output segment of
the first impulse response segment. From (25), the output
segment y,[n] can be expressed as

N-L (33)
Vplnl = )" xln+ pN — kJhlk] +

k=0

M-1 M-1

Z Xpo [+ N)ahgln] + Z Xp[n]  h[].

s=1 s=1

[0095] For the first sample of y[n], y [0]=y[pN], the
inputs of the computation are x,[n], p-12kZp-M+1 and
x[n], pNZnZpN-N+1. The computation of

M-1

Z Xp-s-1 [+ N]+hgln]

s=1

[0096] is completed while computing y,_,[n] if the over-
lap-and-add method is used. Because these inputs are
already available when x[pN] is received, y,[0] can be
calculated without waiting for any other input samples and
so are other samples in y, [n].

[0097] Although the implementation of (33) can remove
the latency, the computation of x,_j[n]*h;[n] can only be
calculated after the sample x[N-1] including the last sample
of x,_y[n]is available. If the application is to be without any
latency, the computation has to be completed in a sampling
period. This causes the demand on the processor to become
non-uniform over time. To make the demand on the proces-
sor uniform, the direct convolution to calculate the output of
the first two segments of impulse response can be used. Thus
(33) can be expressed as
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W-1 (34)
yplnl = Z X[+ pN = KIA[K] +
k=0
M-1 M-1
D salnt Nlshylnl+ Y x, ]« hyln)
$=2 5=2

[0098] After this modification, the computation of FFT
convolution can be finished in an input segment of time, just
like the original algorithm.

[0099] It is known that the direct convolution of N-point
impulse response needs N multiplications for each output
sample. Thus, after this modification the computational
power requirement increases. For example, using Algorithm
2 with 4,096 block size for 88,200 samples of impulse
response, it originally takes about 100 multiplications to
compute an output sample. After this modification, it may
take more than 8,000 multiplications to calculate an output
sample. FIG. 9 shows the block diagram of the zero-delay
fast convolution implementation for 88,200 (90,112)
samples of impulse response.

[0100] To reduce the complexity of the implementation
shown in FIG. 9, the block size can be reduced. The
complexity equation of the zero delay implementation can
be expressed as

CooN)=4 log, N+16+4(L-2N-2)N""+4(L-2N)N>+

W (5)
[0101] From (54), it can be found that the optimal block
size is 512, and the complexity is about 1760 multiplications
per sample.

[0102] Another method to reduce the complexity is that
the output of the first 2 segments of impulse response can be
calculated with a smaller block size. As shown in FIG. 10,
the first two segments are computed with a 256 point direct
convolution and a 7936 point fast convolution which has a
block size of 128. The other segments are still computed
with a block size of 4096. With the implementation of FIG.
10, the complexity is reduced from more than 8000 to about
700 multiplications per sample.

[0103] According to this invention, a fast perceptual con-
volution is provided to reduce the computational complexity
required by FIR-based reverberators. The conventional per-
ceptual approach tries to change the impulse response in
time domain to reduce the multiplications needed for the
convolution method. The fast perceptual convolution of this
invention is to reduce the multiplications needed in fre-
quency domain for the FFT convolution methods by apply-
ing some threshold to truncate the segmented spectrum.

[0104] A threshold in quiet is the threshold that charac-
terizes the minimum amount of energy needed in a pure tone
detected by human hearing system in a noiseless environ-
ment. For the FFT-based method in the present invention,
the segmented spectrum H_[k] can be truncated by compar-
ing the result with the threshold derived from the threshold
in quiet. The approach can reduce the complexity required in
the FFT-based method. FIG. 11 illustrates the magnitude
response of H_[k] with respect to k and s, it can be seen that
the higher frequency part decays faster than the lower
frequency part. After partitioning the impulse response, the
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magnitude of the higher frequency part of later blocks is
very small. FIG. 12 illustrates the same magnitude response
after applying the threshold in quite to cut the correspondent
spectrum lines.

[0105] Considering (16), the output signal Y [k] will not
be perceptible if the energy is lower than the threshold in
quiet. That is

|, [%]|STHK] (36)

[0106] where Thk] is the threshold in quiet for a fre-
quency k. Substituting (16) to (36) leads to

(37)
< Thk], for 0 <k <2N - L.

M-1
> Xy SKIH, K]
s=0

[0107] Assuming that the signal magnitude is lower than
p, (37) is reduced to

M1

D Xpr k1K)
=0

M -1

> HK

=0

(38%)

<p < Thlk], for 0 <k < 2N - 1.

[0108]
H[K]| is

The sufficient condition for the above inequality on

Thlk] (39)
|Hlk]| < Jfor 0=k <2N -1
Mp

[0109] To implement the fast perceptual convolution, it is
necessary to decide the frequency part that can be removed.
In Step 1 of Algorithm 1 or 2, the frequency domain data of
cach small block in the impulse response can be obtained.
For each small block, the magnitude of each frequency
sample is calculated. Then, the highest frequencies are
scanned to find a frequency point in which its magnitude is
equal or greater than the perceptual threshold. In Step 3 of
both algorithms, the multiplications for those frequencies
that are higher than the frequency point corresponding to
each block found in Step 1 can be ignored. The block
diagram of fast perceptual convolution is shown in FIG. 13,

[0110] FIG. 13 illustrates how the fast perceptual convo-
lution is applied to the fast convolution algorithm, ie.,
Algorithm 2 shown in FIG. 6. As shown in FIG. 13, the
perceptual sparse processing units 1101 first removes the
higher frequency parts of the segmented spectrum H k] that
are not perceptible. Once the segmented spectrum HJ[k] is
truncated as H'[k], the remaining processing is identical to
what is shown in FIG. 6. Although no block diagrams are
shown to illustrate the application of fast perceptual convo-
lution to the algorithms illustrated in FIG. § and FIG. 8§, it
is clear that perceptual sparse processing units can also be
added to them for truncating the segmented spectrum HJK]
that are not perceptible.

[0111] FIG. 14 shows the cutoff frequency point found in
each block of 4 different impulse responses. For those
impulse responses, more than 50% of multiplications in
frequency domain has been eliminated. For some blocks, the
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multiplications for the whole block can be removed. FIG. 12
shows the same impulse response as that is shown in FIG.
11 after removing ignored frequencies.

[0112] Instead of truncating the segmented spectrum H,[k]
that are not perceptible, the removal of the higher frequen-
cies that are greater than the perceptual threshold can also be
accomplished by removing the frequency spectra of the
input signals. In other words, the perceptual sparse process-
ing can be implemented after the FFT of the input signals as
shown in FIG. 13(A).

[0113] Assuming that 60% of multiplications in frequency
domain is removed, the number of multiplications needed
for fast perceptual convolution by modifying the complexity
from Algorithm 2 is calculated and illustrated in FIG. 15.
From the result, the fast perceptual convolution requires
about 98 real multiplications per sample to convolve with
88,200 samples of impulse response.

[0114] To evaluate the improvement in real-time systems,
an experimental application has been built for evaluation.
The application used two methods, the fast perceptual con-
volution method and Algorithm 2 respectively, to process
some samples for comparison. The input block size is set to
4,096. And the test is to process single channel, 4,096x20,
000=81,920,000 samples of input, which is about 30 min-
utes of samples with 44,100 Hz sampling rate. The test is run
on a PC with 1 GHz Pentium. The result is listed in FIG. 16.
As can be seen, the improved ratio is more than 30% in all
cases.

[0115] Fast perceptual convolution can also be applied to
the low latency implementations discussed earlier. Using the
implementation shown in FIG. 10 as an example, the direct
convolution part can be removed because the first 256
samples of most impulse response are belonging to the
carlier delay part and the results are usually below the
perceptual threshold. The implementation with fast percep-
tual convolution is illustrated in FIG. 17. For the impulse
response “St. John Lutheran 40”, the complexity can be
reduced from 694 to about 324 multiplications per sample.

[0116] Although the present invention has been described
with reference to the preferred embodiments, it will be
understood that the invention is not limited to the details
described thereof. Various substitutions and modifications
have been suggested in the foregoing description, and others
will occur to those of ordinary skill in the art. Therefore, all
such substitutions and modifications are intended to be
embraced within the scope of the invention as defined in the
appended claims.

What is claimed is:
1. A method for efficient convolution, comprising the
steps of:

preparing a plurality of segmented perceptual response
frequency spectra by removing high frequency com-
ponents from a plurality of segmented response fre-
quency spectra;

generating a plurality of segmented input frequency spec-
tra from a plurality of segmented input signals; and

performing a frequency domain convolution method to
generate convoluted signals using said plurality of
segmented perceptual response frequency spectra and
said plurality of segmented input frequency spectra,
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wherein said plurality of segmented perceptual response
frequency spectra are generated by removing high
frequency components from said plurality of seg-
mented response frequency spectra based on a thresh-
old.

2. The method for efficient convolution as claimed in
claim 1, wherein said efficient convolution is used for
generating artificial room reverberation and said threshold is
based on a threshold in quiet, said threshold being deter-
mined by the minimum amount of energy in a pure tone
detected by a human hearing system in a noiseless environ-
ment.

3. The method for efficient convolution as claimed in
claim 1, wherein said frequency domain convolution method
is an overlap-and-add method by using FFT.

4. The method for generating efficient convolution as
claimed in claim 1, wherein said frequency domain convo-
lution method is an overlap-and-save method by using FFT.

5. The method for efficient convolution as claimed in
claim 1, wherein said segmented input signals have a
segment size for segmentation and in the step of performing
a frequency domain convolution method to generate con-
voluted signals, first and second segments of convoluted
signals are generated by convolution using a block size
smaller than the segment size.

6. A method for efficient convolution, comprising the
steps of:

preparing an impulse response h[n];

segmenting said impulse response into M segmented
impulse responses h[n], wherein

,s=0,1,2,..., M-,

hln+sN], 0snsN-1
heln] =

0, otherwise

transforming said M segmented impulse responses h_[n]
by DFT to form M segmented frequency spectra H [K]
with 0=k<2N;

removing high frequency components from said M seg-
mented frequency spectra H_[k] based on a threshold to
form M sets of segmented perceptual response fre-
quency spectra H' [k];

receiving and segmenting an input signal x[n] into a
plurality of segmented input signals x[n], wherein

,r=0,1,2, ..., 00

xn+rN], 0=pn<N-1
x[n] = .
0, otherwise

transforming each segmented input signal x [n] by DFT to
form a segmented input frequency spectrum x,[K];

multiplying said segmented input frequency spectrum
X[k] with said M sets of segmented perceptual
response frequency spectra H'[k] for s=0, 1, 2, . . .,
M-1 to form M segmented output frequency spectra
Y, [KJ=X [k} [K];

inverse transforming said M output frequency spectra
Y, [k] to form M segmented output signals y, [n]; and
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performing overlap-and-add summation of said M seg-
mented output signals y, [n] to form a final output
signal y[n] according to

M-1

Z Yrsln—rN —sN].

5=

ylnl =

gl

7. The method for efficient convolution according to claim
6, wherein said impulse response has a length L and

is a smallest integer larger than L divided by N.

8. A method for efficient convolution, comprising the
steps of:

preparing an impulse response h[n];

segmenting said impulse response into M segmented
impulse responses h [n], wherein

Aln+sN], O=sn<sN-1
hln] =

. ,s=0,1,2, ... ,M-1;
0, otherwise

transforming said M segmented impulse responses h [n]
by DFT to form M segmented frequency spectra H_[k]
with 0=k<2N;

removing high frequency components from said M seg-
mented frequency spectra H[k] based on a threshold to
form M sets of segmented perceptual response fre-
quency spectra H'[k];

receiving and segmenting an input signal x[n] into a
plurality of segmented input signals x[n], wherein

x,[n] = r=0,1,2, ..., 00

{x[n+rN], OznzN-1

0, otherwise

transforming each segmented input signal x [n] by FFT to
form a segmented input frequency spectrum X [K];

buffering said segmented input frequency spectrum to
form buffered segmented input frequency spectra X,
[k] for s=0, 1,2, ...,Mand p=0, 1, 2, . . ., o,

multiplying said M sets of segmented perceptual response
frequency spectra H'[k] with last buffered M seg-
mented input frequency spectra X, [k] to form prod-
ucts X, [K]H'[k] for s=0, 1,2, .. ., M-1 and adding
said products together to form a segmented output
frequency spectrum
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M-1
Vol = )" X, [kIH k], for O < k <2N = 1;

=0

inverse transforming said segmented output frequency
spectrum Y [k] to form segmented output signals y [n];
and

performing overlap-and-add summation of said M seg-
mented output signals y [n] to form a final output
signal y[n] according to

o

vl =) yplnl.

p=s

9. The method for efficient convolution according to claim
8, wherein said impulse response has a length L and

is a smallest integer larger than L divided by N.
10. A method for efficient convolution, comprising the
steps of:

preparing an impulse response h[n] of;

segmenting said impulse response into M segmented
impulse responses h [n], wherein

hyln] =

hn+sN], 0zn<N-1
s=0,1,2,..., M -1;

0, otherwise

transforming said segmented impulse responses h[n] by
DFT to form M segmented frequency spectra HJK]
with 0=k<2N;

removing high frequency components from said seg-
mented frequency spectra H_[Kk] based on a threshold to
form M sets of segmented perceptual response fre-
quency spectra H' [k];

receiving and segmenting an input signal x[n] into a
plurality of segmented input signals x[n], wherein

xn+rN], 0zn<N-1
x,[n] = r=0,1,2,..., o0;

0, otherwise

overlapping and adding adjacent segmented input signals
to form a plurality of overlapped-and-segmented input
signals x',[n]=x, [n+N]+x [n], wherein -N=n=N-1
and p=0, 1, 2, . . . , o

transforming each overlapped-and-segmented input sig-
nal X' [n] by FFT to form a segmented input frequency
spectrum X' [k];
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buffering said segmented input frequency spectrum to
form buffered segmented input frequency spectra X',
k] for s=0,1,2, ..., Mandp=0, 1, 2, . . ., o;

multiplying said M sets of segmented perceptual response
frequency spectra H'[k] with last buffered M seg-
mented input frequency spectra X', [k] to form prod-
ucts X',_[k]H[k] for s=0, 1,2, ..., M-1 and adding
said products together to form a segmented output
frequency spectrum

M-1
Yl = 3" X, KIH][k], for 0 < k < 2N = 1;

=0

inverse transforming said segmented output frequency
spectrum Y [k] to form segmented output signals y, [n];
and

generating a final output signal y[n] by discarding first N
samples of y [n].

11. The method for efficient convolution according to

claim 10, wherein said impulse response has a length L and

is a smallest integer larger than L divided by N.
12. An apparatus for efficient convolution, comprising;

a plurality of perceptual sparse processing units for
removing high frequency components from a plurality
of segmented response frequency spectra to form a
plurality of segmented perceptual response frequency
spectra; and

a FIRfilter receiving said plurality of segmented percep-
tual response frequency specira,

wherein each of said perceptual sparse processing units
removes high frequency components from a segmented
response frequency spectrum based on a threshold.

13. The apparatus for efficient convolution as claimed in
claim 12, wherein said FIR filter is implemented by a
frequency domain convolution method based on an overlap-
and-add method.

14. The apparatus for efficient convolution as claimed in
claim 12, wherein said FIR-filter is implemented by a
frequency domain convolution method based on an overlap-
and-save method.

15. The apparatus for efficient convolution as claimed in
claim 12, wherein said FIR-filter comprises a first section in
which frequency domain convolution is computed with a
first block size for reducing latency and a second section in
which frequency domain convolution is computed with a
second block size.

16. An apparatus for efficient convolution, comprising:

a segmenting unit for segmenting an input signal into
segmented input signals;

a FFT processor for performing fast Fourier transform on
each segmented input signal to a segmented input
frequency spectrum;
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a plurality of perceptual sparse processing units for
removing high frequency components from a plurality
of segmented response frequency spectra to form a
plurality of segmented perceptual response frequency
spectra,

a plurality of memory devices for storing said plurality of
segmented perceptual response frequency spectra,

a plurality of multipliers for multiplying said segmented
input frequency spectrum with said plurality of seg-
mented perceptual response frequency spectra to form
a plurality of segmented output frequency spectra;

a plurality of IFFT processors for performing inverse fast
Fourier transform on said plurality of segmented output
frequency spectra to form a plurality of segmented
output signals; and

a plurality of overlap-and-add units for overlapping and
adding said plurality of segmented output signals to
form a final output signal;

wherein each of said perceptual sparse processing units
removes high frequency components from a segmented
response frequency spectrum based on a threshold.

17. An apparatus for efficient convolution, comprising:

a segmenting unit for segmenting an input signal into
segmented input signals;

a FFT processor for performing fast Fourier transform on
each segmented input signal to a segmented input
frequency spectrum;

a plurality of perceptual sparse processing units for
removing high frequency components from a plurality
of segmented response frequency spectra to form a
plurality of segmented perceptual response frequency
spectra;

a plurality of memory devices for storing said plurality of
segmented perceptual response frequency spectra;

a plurality of buffers for buffering a plurality of segmented
input frequency spectra;

a plurality of multipliers for multiplying said buffered
plurality of segmented input frequency spectra with
said plurality of segmented perceptual response fre-
quency spectra to form a plurality of segmented output
frequency spectra,

a summation unit for adding said plurality of segmented
output frequency spectra to form an output frequency
spectrum,

an IFFT processor for performing inverse fast Fourier
transform on said output frequency spectrum to form an
output signal; and

an overlap-and-add unit for overlapping and adding said
output signal to form a final output signal,

wherein each of said perceptual sparse processing units
removes high frequency components from a segmented
response frequency spectrum based on a threshold.

18. An apparatus for efficient convolution, comprising:

an overlapping and segmenting unit for overlapping and
segmenting an input signal into overlapped-and-seg-
mented input signals,;

10
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a FFT processor for performing fast Fourier transform on
each overlapped-and-segmented input signal to a seg-
mented input frequency spectrum,

a plurality of perceptual sparse processing units for
removing high frequency components from a plurality
of segmented response frequency spectra to form a
plurality of segmented perceptual response frequency
spectra,

a plurality of memory devices for storing said plurality of
segmented perceptual response frequency spectra;

aplurality of buffers for buffering a plurality of segmented
input frequency spectra;

a plurality of multipliers for multiplying said buffered
plurality of segmented input frequency spectra with
said plurality of segmented perceptual response fre-
quency spectra to form a plurality of segmented output
frequency spectra;

a summation unit for adding said plurality of segmented
output frequency spectra to form an output frequency
spectrum;

an IFFT processor for performing inverse fast Fourier
transform on said output frequency spectrum to form an
output signal; and

a discarding unit for discarding a number of samples from
said output signal to form a final output signal,

wherein each of said perceptual sparse processing units
removes high frequency components from a segmented
response frequency spectrum based on a threshold.
19. A method for efficient convolution, comprising the
steps of:

preparing a plurality of segmented response frequency
spectra,

generating a plurality of segmented input frequency spec-
tra from a plurality of segmented input signals;

removing high frequency components from said plurality
of segmented input frequency spectra to form a plural-
ity of segmented perceptual input frequency spectra,
and

performing a frequency domain convolution method to
generate convoluted signals using said plurality of
segmented response frequency spectra and said plural-
ity of segmented perceptual input frequency spectra,

wherein said plurality of segmented perceptual input
frequency spectra are generated by removing high
frequency components from said plurality of seg-
mented input frequency spectra based a threshold.
20. The method for efficient convolution as claimed in
claim 19, wherein said efficient convolution is used for
generating artificial room reverberation and said threshold is
based on a threshold in quiet, said threshold being deter-
mined by the minimum amount of energy in a pure tone
detected by a human hearing system in a noiseless environ-
ment.
21. The method for efficient convolution as claimed in
claim 19, wherein said frequency domain convolution
method is an overlap-and-add method by using FFT.
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22. The method for generating efficient convolution as
claimed in claim 1, wherein said frequency domain convo-
lution method is an overlap-and-save method by using FFT.

23. The method for efficient convolution as claimed in
claim 19, wherein said segmented input signals have a
segment size for segmentation and in the step of performing
a frequency domain convolution method to generate con-
voluted signals, first and second segments of convoluted
signals are generated by convolution using a block size
smaller than the segment size.

24. A method for efficient convolution, comprising the
steps of:

preparing an impulse response h[n];

segmenting said impulse response into M segmented
impulse responses h[n], wherein

hln+sN], 0snsN-1
heln] = s=0,1,2,...., M- 1;

0, otherwise

transforming said M segmented impulse responses h [n]
by DFT to form M segmented response frequency
spectra H k] with 0=k<2N;

receiving and segmenting an input signal x[n] into a
plurality of segmented input signals x[n], wherein

xn+rN], 0=n=N-1
X [n] = ,r=0,1,2,..., 00}

0, otherwise

transforming each segmented input signal x[n] by DFT to
form a segmented input frequency spectrum X [k];

removing high frequency components from said seg-
mented input frequency spectra X[k] based on a
threshold to a segmented perceptual input frequency
spectra X' [k];

multiplying said segmented perceptual input frequency
spectrum X' [k] with said M sets of segmented response
frequency spectra HJk] fors=0, 1,2, ..., M-1 to form
M segmented output frequency spectra Y, [k]=X'[k]
H K

inverse transforming said M output frequency spectra
Y, [k] to form M segmented output signals y, [n]; and

performing overlap-and-add summation of said M seg-
mented output signals y, [n] to form a final output
signal y[n] according to

M-1

Z Yrsln —rN —sN].

5=

ylnl =

pngl

25. The method for efficient convolution according to
claim 24, wherein said impulse response has a length L and
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e[

is a smallest integer larger than L divided by N.

26. A method for efficient convolution, comprising the
steps of: preparing an impulse response h[n];

segmenting said impulse response into M segmented
impulse responses h [n], wherein

hsln] =

hln+sN], 0<sn<N-1
s=0,1,2,... ,M-1;

0, otherwise

transforming said M segmented impulse responses h [n]
by DFT to form M segmented response frequency
spectra H k] with 0=k<2N;

receiving and segmenting an input signal x[n] into a
plurality of segmented input signals x[n], wherein

L r=0,1,2, ..., 00

x[n+rN], 0=n<N-1
x{n] =

0, otherwise

transforming each segmented input signal x [n] by FFT to
form a segmented input frequency spectrum X [k];

removing high frequency components from said seg-
mented input frequency spectrum X[k] based on a
threshold to form a segmented perceptual input fre-
quency spectrum X' [k];

buffering said segmented perceptual input frequency
spectrum to form buffered segmented perceptual input
frequency spectra X'_[k]for s=0,1,2, ..., M and p=0,
1,2,...,c%;

multiplying said M sets of segmented response frequency
spectra H [k] with last buffered M segmented percep-
tual input frequency spectra X', [k] to form products
X', [kIH[K] fors=0, 1, 2, . .., M-1 and adding said
products together to form a segmented output fre-
quency spectrum

Z X, [KIH,[k], for 0 <k <2N - 1;

inverse transforming said segmented output frequency
spectrum Y [k] to form segmented output signals y [n];
and

performing overlap-and-add summation of said M seg-
mented output signals y [n] to form a final output
signal y[n] according to
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ylnl =) yplnl.

©
p=s

27. The method for efficient convolution according to
claim 26, wherein said impulse response has a length L and

is a smallest integer larger than L divided by N.

28. A method for efficient convolution, comprising the
steps of:

preparing an impulse response h[n] of;

segmenting said impulse response into M segmented
impulse responses h [n], wherein

heln] =

hln+sN], 0=n=sN-1
,s=0,1,2,... ., M-1;

0, otherwise

transforming said segmented impulse responses h[n] by
DFT to form M segmented response frequency spectra
H_[k] with 0=k<2N;

receiving and segmenting an input signal x[n] into a
plurality of segmented input signals x[n], wherein

xp+rN], 0spnsN-1
X [n] = =0,1,2,..., 0

. ¥
0, otherwise

overlapping and adding adjacent segmented input signals
to form a plurality of overlapped-and-segmented input
signals X' [n]=x, [n+N]+x [n], -NSn=N-1;

transforming each overlapped-and-segmented input sig-
nal x',[n] by FFT to form a segmented input frequency
spectrum X' [k];

removing high frequency components from said seg-
mented input frequency spectrum X' [k] based on a
threshold to form a segmented perceptual input fre-
quency spectrum X" [K];

buffering said segmented perceptual input frequency
spectrum to form buffered segmented perceptual input
frequency spectra X", [k] for s=0, 1,2, ..., M and
p=0,1,2,...,00

multiplying said M sets of segmented response frequency
spectra HJk] with last buffered M segmented percep-
tual input frequency spectra X" [k] to form products
X", J[kIHJ[k] for s=0, 1,2, ..., M-1 and adding said
products together to form a segmented output fre-
quency spectrum
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Yl = > X7 KIH,[K], for 0 <k <2N - 1;

inverse transforming said segmented output frequency
spectrum Y [k] to form segmented output signals y [n];
and

generating a final output signal y[n] by discarding first N
samples of y [n].

29. The method for efficient convolution according to

claim 28, wherein said impulse response has a length L and

is a smallest integer larger than L divided by N.
30. An apparatus for efficient convolution, comprising:

a segmenting unit for segmenting an input signal into
segmented input signals;

a FFT processor for performing fast Fourier transform on
each segmented input signal to a segmented input
frequency spectrum;

a perceptual sparse processing unit for removing high
frequency components from said segmented input fre-
quency spectrum to form a segmented perceptual input
frequency spectrum;

a plurality of memory devices for storing a plurality of
segmented response frequency spectra;

a plurality of multipliers for multiplying said segmented
perceptual input frequency spectrum with said plurality
of segmented response frequency spectra to form a
plurality of segmented output frequency spectra;

a plurality of IFFT processors for performing inverse fast
Fourier transform on said plurality of segmented output
frequency spectra to form a plurality of segmented
output signals; and

a plurality of overlap-and-add units for overlapping and
adding said plurality of segmented output signals to
form a final output signal;

wherein said perceptual sparse processing unit removes
high frequency compornents from said segmented input
frequency spectrum based on a threshold.

31. An apparatus for efficient convolution, comprising:

a segmenting unit for segmenting an input signal into
segmented input signals;

a FFT processor for performing fast Fourier transform on
each segmented input signal to a segmented input
frequency spectrum,

a perceptual sparse processing unit for removing high
frequency components from said segmented input fre-
quency spectrum to form a segmented perceptual input
frequency spectrum;

a plurality of memory devices for storing a plurality of
segmented response frequency spectra;
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a plurality of buffers for buffering a plurality of said
segmented perceptual input frequency spectra;

a plurality of multipliers for multiplying said buffered
plurality of segmented perceptual input frequency
spectra with said plurality of segmented response fre-
quency spectra to form a plurality of segmented output
frequency spectra;

a summation unit for adding said plurality of segmented
output frequency spectra to form an output frequency
spectrum;

an IFFT processor for performing inverse fast Fourier
transform on said output frequency spectrum to form an
output signal; and

an overlap-and-add unit for overlapping and adding said
output signal to form a final output signal;

wherein said perceptual sparse processing unit removes
high frequency components from said segmented input
frequency spectrum based on a threshold.

32. An apparatus for efficient convolution, comprising:

an overlapping and segmenting unit for overlapping and
segmenting an input signal into overlapped-and-seg-
mented input signals,;

a FFT processor for performing fast Fourier transform on
each overlapped-and-segmented input signal to a seg-
mented input frequency spectrum;
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a perceptual sparse processing unit for removing high
frequency components from said segmented input fre-
quency spectrum to form a segmented perceptual input
frequency spectrum;

a plurality of memory devices for storing a plurality of
segmented response frequency spectra;

a plurality of buffers for buffering a plurality of said
segmented perceputal input frequency spectra;

a plurality of multipliers for multiplying said buffered
plurality of segmented perceputal input frequency
spectra with said plurality of segmented response fre-
quency spectra to form a plurality of segmented output
frequency spectra;

a summation unit for adding said plurality of segmented
output frequency spectra to form an output frequency
spectrum,

an IFFT processor for performing inverse fast Fourier
transform on said output frequency spectrum to form an
output signal; and

a discarding unit for discarding a number of samples from
said output signal to form a final output signal,

wherein said perceptual sparse processing unit removes
high frequency compornents from said segmented input
frequency spectrum based on a threshold.
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