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Abstract—Third Generation Partnership Project working
group proposes the high-speed downlink packet access to speed
up downlink transmission for the universal mobile telecommuni-
cation system, where the time-division-based high-speed downlink
shared-channel (HS-DSCH) approach is adopted. Our previous
work proposed the shared-channel assignment and scheduling
(SCAS) scheme to efficiently schedule the DSCH to serve dif-
ferent connections, which guarantees the requested transmission
rate for each connection. However, limitations exist in the SCAS
scheme: 1) the requested transmission rates of connections must
be two’s power numbers of the basic transmission rate and
2) all served connections should be rescheduled while a new
request is granted, which introduces extra rescheduling overhead
to the system. This paper proposes the elastic shared-channel
assignment and scheduling (eSCAS) scheme to overcome these
limitations. We formally prove the correctness of the eSCAS
scheme. An analytical model and simulation experiments are con-
ducted to compare the performance for eSCAS and SCAS. Our
study shows that eSCAS can significantly improve the acceptance
rate for new connections without increasing the rescheduling
overhead.

Index Terms—High-speed downlink packet access (HSDPA),
high-speed downlink shared-channel (HS-DSCH), orthogonal
variable spreading factor (OVSF), scheduling, universal mobile
telecommunication system (UMTS).
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Fig. 1. UMTS network architecture.

I. INTRODUCTION

THE universal mobile telecommunication system (UMTS)
[1] proposed by Third Generation Partnership Project

(3GPP) provides high-speed wireless transmission service up
to 2 Mb/s. Fig. 1 shows the UMTS network architecture con-
sisting the UMTS terrestrial radio access network (UTRAN)
and the core network. The UTRAN includes radio base stations
(Node Bs) and network radio controllers (RNCs). User equip-
ment (UE) access the UTRAN through the wide-band code
division multiple access (WCDMA)-based air interface Uu [2].
The core network routes packets for users.

In WCDMA, the orthogonal variable spreading factor
(OVSF) code is used to preserve the orthogonality among the
radio channels for different users, where user data are encoded
with the OVSF code before being sent. The length of the
code sequence is known as spreading factor (SF). By assigning
OVSF codes with different SFs, variable transmission rates can
be achieved [3], [4]. The OVSF codes are generated based on
a K-layer complete binary tree, as shown in Fig. 2. Each node
in the tree corresponds to an OVSF code. An OVSF code is
denoted as Ck,n, where k (0 ≤ k ≤ K) and n (1 ≤ n ≤ 2k)
are the layer number and the sequence number, respectively.
The SF of a code in layer k is 2k. Assume that the radio channel
assigned the OVSF code CK,n provides the transmission rate r
(in bits per second). Then, the radio channel with the OVSF
code Ck,n can support the transmission rate Rk,n = 2K−kr
(in bits per second). Typically, the r value is 8 × 1024. The
r value may vary according to several physical layer factors
including signal-to-noise ratio, bit error rate, total transmission
power, etc. [3]. The discussion of these factors is out of the
scope of this paper, which is not included in this paper. We
focus on how to schedule an OVSF code to serve different
connections according to the requested transmission rate of a
connection, i.e., packet scheduling.
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Fig. 2. OVSF code tree.

Four types of applications (including conversational, multi-
media, interactive, and background applications) are identified
in UMTS. The existing UMTS system can provide transmission
services that satisfy most requirements of these applications.
However, for the advanced multimedia applications, higher
transmission rate service is required. For example, to run
video-on-demand applications smoothly (where MPEG-1 video
files are delivered), it requires transmission rate 300 kb/s. To
speed up the downlink transmission, 3GPP proposed the high-
speed downlink packet access (HSDPA) technology [5], [6].
The key technologies of HSDPA include link adaption, fast
physical layer (L1) retransmission combining, high-speed
downlink shared-channel (HS-DSCH), and the movement of
the retransmission procedure from RNC to Node B. In this
paper, we converge our discussion on scheduling for the
HS-DSCH.

The HS-DSCH is a logical channel with which different users
share the same OVSF code channel in a time-division manner.
A high-speed OVSF code channel is dedicated to one user
within a moment of time [which is known as a transmission
time interval (TTI)] so that the user data can be delivered with
high transmission rate in a short time period [6]. Scheduling
an HS-DSCH to serve different connections is an important
issue, which significantly affects the utilization of the HS-
DSCH. Several studies have touched on this issue, which are
summarized as follows.

Fattah and Leung [7] provided an overview of schedul-
ing techniques in wireless multimedia networks. Parekh and
Gallager [8] proposed an idealized fluid flow algorithm, i.e.,
generalized processor sharing (GPS) that serves all connections
simultaneously. One assumption in GPS is that time can be
infinitely divisible. This assumption is not practical. Many
researches including weighted fair queueing [9], virtual clock
[10], and weighted round-robin [11] algorithms focused on the
emulation of the GPS algorithm. However, these algorithms
introduced high computation complexity. In the HSDPA tech-
nology, the shorter response time from a UE to the sched-
uler is required since the scheduler is moved from RNC to
Node B. Furthermore, these algorithms have much complexity
on scheduling, which are not easily implemented in the real
system. In our previous research [12], [13], we proposed the
shared-channel assignment and scheduling (SCAS) scheme to

schedule DSCHs. SCAS has been shown taking less complexity
than other existing scheduling schemes do [13]. The SCAS
scheme is briefly described as follows.

When a request Qn requesting transmission rate Γn = 2air
(in bits per second) arrives, the SCAS scheme first finds a
shared channel Ck,n supporting transmission rate Rk,n that
satisfies Rk,n −

∑
Qi∈Sk,n

Γi ≥ Γn, where Sk,n contains the
connections served by the channel Ck,n. To serve Qn using
Ck,n, the SCAS scheme “reschedules” all connections in the
Sk,n set by executing the following steps. For all Qi ∈ Sk,n,
the SCAS scheme determines the periodic value Pi =
D(Rk,n/Γi), where D is the length of a TTI. The SCAS
scheme reserves TTIs for the connections with smaller Pi’s first
and reserves in any order if tie breaking occurs (i.e., more than
one connection have the same Pi value). The reservation rule
is that if the TTI beginning at the initial time Oi is reserved
for Qi, the next TTI reserved for Qi must be apart from Oi for
Pi (i.e., at Oi + Pi). The SCAS scheme has the following two
limitations.

• First, the transmission rate Γi requested by each down-
link connection Qi must be a two’s power number of r
(in bits per second) (i.e., 2air b/s), which is referred to
as two’s power limitation. For example, to accommodate
a Qi whose requested transmission rate is not a two’s
power number of r (in bits per second), the network
should reserve higher transmission rate for Qi (i.e., Qi

is served with transmission rate higher than the requested
transmission rate).

• Second, all the connections served by the HS-DSCH must
be rescheduled to accommodate Qi in the HS-DSCH,
which is referred to as rescheduling overhead.

In this paper, we propose the elastic shared-channel assignment
and scheduling (eSCAS) scheme to release the aforementioned
two limitations.

The rest of this paper is organized as follows. Section II
presents the eSCAS scheme. Section III proves the correctness
of eSCAS. In Section IV, we conduct analysis and simulation
experiments to compare the performance for SCAS and eSCAS.
The concluding remark is given in Section V.

II. eSCAS SCHEME

This section describes the eSCAS scheme. For the sake of
clarity, we refer the connections requesting transmission rate
Γi = 2air (in bits per second), where ai ∈ N as two’s power
connections, and the others [whose requesting transmission
rates are not two’s power numbers of r (in bits per second)] as
arbitrary connections. Note that as mentioned previously, the
r value may be different for each connection. The connection
will request the transmission rate a× r (in bits per second)
under current network physical layer status, e.g., signal-to-noise
ratio and transmission power. If the r value changes due to the
change of the network status, the connection may rerequest
the new transmission rate a′ × r (in bits per second). The
eSCAS scheme first divides an arbitrary connection into a set of
two’s power subconnections, and then uses the SCAS scheme
to schedule these subconnections. For more advancement, the
eSCAS scheme attempts to reduce the rescheduling overhead
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Fig. 3. Flowchart for the eSCAS scheme.

in the previously proposed SCAS scheme. The eSCAS scheme
consists of four procedures: 1) assignment; 2) translation;
3) scheduling; and 4) transition. The notation used in this
scheme is listed as follows.

• Ck,n = (Rk,n): The HS-DSCH with the OVSF code Ck,n

and total transmission rate Rk,n = 2K−kr (in bits per
second).

• Sk,n: The set containing all connections served by the
same HS-DSCH Ck,n.

• Πk,n: The transition table of the HS-DSCH Ck,n.
• Qi = (Γi): The ith connection in Sk,n, which requests the

transmission rate Γi (in bits per second).
• qi,j = (γi,j): The jth two’s power subconnection of the

connection Qi, which requests the transmission rate γi,j

(in bits per second).
• Pi and Oi: The periodic value and initial time for the

connection Qi, respectively.
• pi,j and oi,j : The periodic value and initial time for the

subconnection qi,j , respectively.
• D: The length of a TTI.
Fig. 3 illustrates the flowchart of the eSCAS scheme. Two

types of events are defined for a connection, which are the
connection arrival event and the transmission complete event.
We introduce a transition table Πk,n for the HS-DSCH Ck,n.
Each entry in Πk,n consists of three kinds of information:
1) the requested transmission rate Γi; 2) the initial time Oi; and
3) the periodic value Pi for the connectionQi (that is previously
served by the HS-DSCH Ck,n). Upon receipt of an event, the
eSCAS scheme checks the type of the event (see 1 in Fig. 3). If
the event is a transmission complete event, the eSCAS scheme
logs the configuration information of the TTIs (reserved for
this completed connection) into Πk,n (see 2 in Fig. 3). The
configuration information will be referenced to serve a new
connection (to be elaborated later), and thus the rescheduling
overhead may be reduced. If the event is a connection arrival
event, the eSCAS scheme checks whether there is a suitable
HS-DSCH that can serve the new connection (see 3 in Fig. 3).

Let Qn = (Γn) denote the new connection request. Similar
to the SCAS scheme, the eSCAS scheme finds an HS-DSCH
Ck,n (supporting the transmission rate Rk,n) such that Rk,n −∑

Qi∈Sk,n
Γi ≥ Γn, where Sk,n is the set containing the IDs of

all the connections served by this HS-DSCH. If such an HS-
DSCH is not available, then the request is rejected (see 4 in
Fig. 3). Otherwise, the assignment, translation, scheduling, and
transition procedures are executed to prepare transmission ser-
vice for this request. The assignment procedure (see 5 in Fig. 3)
allocates the selected HS-DSCH to Qn. The eSCAS scheme
looks up the transition table Πk,n of Ck,n to see whether there
exists a previously completed connection Qi whose Γi is the
same as that of Qn (see 6 in Fig. 3). If such Qi exists, the
transition procedure (see 7 in Fig. 3) exercises to reserve TTIs
forQn by using the same configuration of the previously served
connection. Otherwise (i.e., no such Qi exits), the translation
procedure (see 8 in Fig. 3) divides the request Qn into a set
of N subconnection requests {qn,1, qn,2, · · · , qn,N}. If Qn is a
two’s power connection, the translation procedure is skipped.
Then, the scheduling procedure (see 9 in Fig. 3) resched-
ules the connections (including subconnections). Finally, the
Node B starts the transmissions for Qn. The details of the
assignment, translation, scheduling, and transition procedures
are given as follows.

A. Assignment Procedure

The assignment procedure allocates the selected HS-DSCH
Ck,n = (Rk,n) to the new connection Qn = (Γn) by adding
Qn into Sk,n; that is, Sk,n ← Sk,n ∪Qn.

B. Translation Procedure

If the Qn connection is not a two’s power connection, this
procedure is executed to divide Qn into a set of N two’s power
subconnections {qn,1, qn,2, · · · , qn,N}, where

∑N
i=1 γn,i = Γn.

To reduce the overhead of scheduling, the translation procedure
attempts to find the set of two’s subconnections such that N
is minimized. Because all subconnections request transmission
rates γn,i = 2an,ir (in bits per second), this procedure adopts
the binary expansion approach [14], and thus the set with
minimized N can be obtained. It first represents Γn as the
series Γn = (ak2k + ak−12k−1 + · · ·+ a121 + a020)r (in bits
per second), where ai ∈ {0, 1}. For aj = 0, the set includes
the two’s power subconnection with the transmission rate 2jr
(in bits per second). Here, we show an example to illustrate
the operation of the binary expansion approach. Suppose that
Qn = (7r), which can be represented by (7)10 = (111)2. Then,
Qn is divided into the three two’s power subconnections:
1) qn,1 = (4r); 2) qn,2 = (2r); and 3) qn,3 = (1r).

C. Scheduling Procedure

After the translation procedure, any arbitrary connection
is divided into a set of two’s power subconnections. For a
two’s power connection Qn, it can be treated as a two’s
power subconnection qn,1, where γn,1 = Γn. The scheduling
procedure takes the set of two’s power subconnections as its
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Fig. 4. (a) Sample schedule of three connections. (b) Connection Q2 leaves system. (c) New connection Q4 with the requested transmission rate 2r (in bits per
second) comes after (b).

inputs. Suppose that Qn is divided into N subconnections,
qn,1, qn,2, . . . , qn,N . Without loss of generality, we assume
that γn,1 > γn,2 > . . . > γn,N . Then, the scheduling procedure
reschedules each subconnection qi,j of Qi for γi,j < γn,1. The
periodic value calculates as pi,j = D(Rk,n/γi,j). Then, fol-
lowing the same rescheduling operations in the SCAS scheme
(see Section I), the transition table Πk,n is reset after the
rescheduling operation is performed. Note that the schedul-
ing procedure reschedules only some subconnections currently
served, and the rescheduling overhead is expected to be lower.

D. Transition Procedure

This procedure references the information (i.e., Γi, Oi, Pi)
stored in the transition table to reuse the TTIs for the previously
served Qi to transmit the data of the Qn connection. Fig. 4
shows an example of the transition procedure. Suppose that
initially, there were three two’s power connections Q1 = (4r),
Q2 = (2r), and Q3 = (r) served by the same HS-DSCH Ck,n.
The TTIs reserved for Q1, Q2, and Q3 are shown in Fig. 4(a).
After a while, the transmission for Q2 was completed. The
eSCAS scheme logged the configuration of TTIs reserved for
Q2 into the transition table Πk,n ofCk,n. As shown in Fig. 4(b),
the TTIs reserved for Q2 were set to idle. When a new con-
nection request Q4 = (2r) is granted, the eSCAS scheme first
checks Πk,n and finds that the Γ2 is the same as Γ4. The eSCAS
scheme then reuses the TTIs previously reserved forQ2 to serve
Q4, as shown in Fig. 4(c).

III. PROPERTIES OF THE eSCAS SCHEME

This section explores important properties of the eSCAS
scheme. We show that each admitted connection in a channel
Ck,n will always be assigned the requested transmission rate

within any time window of W = D(Rk,n/r), where Rk,n/r is
the number of TTIs available for allocations for a channel Ck,n

under the consideration of the base rate r (in bits per second),
andD is the duration of a TTI. We also show that each channel
can be 100% fully utilized. In other words, unless the total
transmission rate for connections assigned to a channel Ck,n

is over its transmission rate Rk,n, each admitted connection is
guaranteed to receive its requested transmission rate within any
time window of W = D(Rk,n/r).

The transmission rate Γi of each connection Qi

could be reencoded in a unique binary representation∑�log2 Rk,n/r�
j=0 ai,j2jr (in bits per second), where ai,j is either

0 or 1. When ai,j = 1 for a connection Qi, we say that there
is a subconnection with the transmission rate 2jr (in bits per
second) for Qi. For example, the transmission rate Γi = 9r
(in bits per second) of a connection Qi could be reencoded
as 23r + r (in bits per second), and we say that there are two
subconnections with transmission rates 23r and r (in bits per
second), respectively, for Qi. In other words, each connection
could be considered as a set of subconnections in which each
subconnection is with the transmission rate 2jr (in bits per
second) for some integer j ≥ 0. For the rest of this section, the
scheduling problem of connections is first rephrased and solved
as a scheduling problem of subconnections. We shall show
that any schedule of subconnections under the eSCAS scheme
would be a legal schedule for their respective connections.
Lemma 1: Given two subconnections qi = (γi) and qj =

(γj) admitted and scheduled by the eSCAS scheme, there will
be no overlapping on TTIs scheduled for qi and qj .

Proof: Let pi = D(Rk,n/γi) and pj = D(Rk,n/γj)
denote the periodic values of subconnections qi and qj ,
respectively, and oi and oj be the initial times for qi and qj ,
respectively. Suppose that γi ≥ γj (a similar proof could
be done for γj ≥ γi). Because the transmission rate of each



2090 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 56, NO. 4, JULY 2007

subconnection is 2kr (in bits per second) for some integer
k ≥ 0, pi divides pj , and let pj = hi,jpi for some positive
integer hi,j . Since the eSCAS scheme always assigns all
TTIs located at oi +mipi for qi for any integer mi ≥ 0,
there will be no overlapping on TTIs scheduled for qi and qj
because (oi +mipi) could not be equal to (oj +mjpj) =
(oj +mjhi,jpi) for any mi,mj ∈ N , where oi = oj . �
Theorem 1: Given two connections Qi = (Γi) and Qj =

(Γj) admitted and scheduled by the eSCAS scheme, there will
be no overlapping on TTIs scheduled for Qi and Qj .

Proof: The correctness of this theorem follows directly
from Lemma 1 because a connection consists of a collection
of subconnections. �
Lemma 2: Given a collection of subconnections Q =

{q1, q2, · · · , qN} of connections for a channel Ck,n, the eSCAS
scheme could always find available TTIs for each subconnec-
tion if their total transmission rate is no more than the channel
transmission rate Rk,n, i.e., Rk,n ≥

∑
qi∈Q γi.

Proof: It could be proved by contradiction. Let Q be
sorted in a nonincreasing order, and the total transmission rate
of Q is no more than the channel transmission rate Rk,n. Let
γi and pi = D(Rk,n/γi) denote the transmission rate and the
periodic value of each subconnection qi, respectively. Suppose
that qj ∈ Q is the first subconnection that could not be sched-
uled under the eSCAS scheme. Based on the definitions of the
eSCAS scheme, the following inequality is true: The number
of TTIs allocated to subconnections q1, · · · , qj−1 within a time
frame of size pi (starting from its initial time oi) is equal to the
following formula:

pj

p1
+
pj

p2
+ · · ·+ pj

pj−1
=
γ1
γj

+
γ2
γj

+ · · ·+ γj−1

γj

≤ Rk,n − γj

γj

<
Rk,n

γj
=
pj

D
.

The satisfaction of the aforementioned inequality implies that
the eSCAS scheme could always find an available TTI within a
time frame of size pi (starting from its initial time oi). �
Theorem 2: Given a collection of N connections S =
{Q1 = (Γ1), · · · , QN = (ΓN )}, each connection Qi assigned
to the channel Ck,n = (Rk,n) is guaranteed to receive its re-
quired transmission rate Γi within any time window of size
W = D(Rk,n/r) if Rk,n ≥

∑
Qi∈S Γi.

Proof: Let each connection Qi consist of a set of ci
subconnections {qi,j} such that Γi =

∑ci

j=1 γi,j . Since Rk,n ≥∑
Qi∈S Γi, i.e., Rk,n ≥

∑
Qi∈S

∑ci

j=1 γi,j , there is one TTI
reserved for each subconnection qi,j within every time frame
of size pi,j based on Lemma 1 (nonoverlapping) and 2 (avail-
ability). In other words, each subconnection qi,j would have
W/pi,j TTIs within any time window of size W . That is, the
transmission rate ((W/pi,j)/(W/D))Rk,n = (D/pi,j)Rk,n =
γi,j is guaranteed for each subconnection qi,j within any time
window of size W . As a result, each connection Qi is guaran-
teed to have the transmission rate Γi =

∑ci

j=1 γi,j within any
time window of sizeW . �

Corollary 1: Given a collection of N connections S =
{Q1 = {Γ1}, · · · , QN = {ΓN}}, each connection Qi assigned
to the channel Ck,n = (Rk,n) is guaranteed to receive its re-
quired transmission rate Γi within any time window of size
W ′ = D(Rk,n/min{γi,j}) if Rk,n ≥

∑
Qi∈S Γi.

Proof: This corollary could be proved in a way similar to
that for Theorem 2 by replacing each occurrence ofD(Rk,n/r)
(i.e.,W ) withW ′ = D(Rk,n/min{γi,j}). �

IV. PERFORMANCE EVALUATION

As mentioned in [13], the SCAS scheme has lower com-
plexity and higher resource utilization over previous scheduling
schemes. With the same characteristic of SCAS, the eSCAS
scheme has the same advantages of SCAS. Furthermore, eS-
CAS overcomes the two’s power limitation of SCAS by divid-
ing a connection into several subconnections (see the translation
procedure in Section II). However, after the “dividing” opera-
tions, there are more connections in the HS-DSCH, which may
cause more rescheduling overhead to serve a new connection.
With the scheduling and transition procedures, we expect that
the rescheduling overhead can be reduced. To clearly study this
performance issue, we conduct an analytic model and simula-
tion experiments to investigate the performance for SCAS and
eSCAS in terms of the new connection blocking probability and
rescheduling overhead defined as follows.

Consider the HS-DSCH supporting the transmission rate
Rk,n = 2K−kr (in bits per second). Suppose that there are M
types of connections (1 ≤M ≤ 2K−k), and a type i connection
(1 ≤ i ≤M ) requests the transmission rate i× r (in bits per
second). Let pb,i be the blocking probability that a type i
connection cannot be served by the HS-DSCH. The average
blocking probability Pb is defined as

Pb =
∑

1≤i≤M pb,i

M
. (1)

As mentioned in [4], the QoS degradation caused by blocking
a high transmission rate connection may be higher than that
caused by blocking a low transmission rate connection. Fol-
lowing [4], we define the weighted blocking probability Pwb

as follows to indicate the overall network QoS:

Pwb =
∑

1≤i≤M i× pb,i∑
1≤i≤ i

. (2)

Let Nr denote the average number of the connections (or
subconnections) that are rescheduled (i.e., their assigned TTIs
are changed) for a newly granted connection. We use Nr to
indicate the rescheduling overhead of the SCAS and eSCAS
schemes. In the following, we derive Pb and Pwb for eSCAS
and SCAS. For 1 ≤ i ≤M , suppose that type i connection
arrivals form a Poisson process with interarrival rate λi, the
service times for type i connections have a general distribution
with mean 1/µi, and the total transmission rate supported by
the HS-DSCH is Rk,n = 2K−kr (in bits per second).

For eSCAS, we consider a stochastic process with state
n = (m1,m2, . . . ,mM ), wheremi (1 ≤ i ≤M) is the number
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TABLE I
VALIDATION OF THE SIMULATION AND THE ANALYTIC MODELS (Rk = 32r b/s; M = 8; µi = µ; λi = λ)

of type i connections currently served by the HS-DSCH. Then,
the state space A for the stochastic process can be expressed as

A =

{
n

∣∣∣∣∣
∑

1≤i≤M

i×mi ≤ 2K−k

}
.

For 1 ≤ i ≤M , let ρi = λi/µi be the offered load for type
i connections. According to Kelly [15] and Zachary [16], the
stationary probability of the state n = (m1,m2, . . . ,mM ) can
be obtained by

p(n) = G−1

( ∏
1≤i≤M

ρmi
i

mi!

)

where

G =
∑
n∈A

( ∏
1≤i≤M

ρmi
i

mi!

)
.

Let Ai be the set of states where a type i connection request
cannot be served by the HS-DSCH, which is resulted from that
the left transmission rate (2K−k −

∑
1≤j≤M j ×mj)r (in bits

per second) is less than i× r (in bits per second). Then, Ai can
be expressed as

Ai =


n

∣∣∣∣∣∣n ∈ A and 2K−k −
∑

1≤j≤M

(j ×mj) < i


 .

Then, pb,i can be computed by

pb,i =
∑
∀n∈Ai

p(n). (3)

By applying (3) into (1) and (2), we have Pb and Pwb for
eSCAS as

Pb =

∑
1≤i≤M

∑
∀n∈Ai

p(n)
M

and

Pwb =

∑
1≤i≤M

(
i×
∑
∀n∈Ai

p(n)
)

∑
1≤i≤M i

.

Consider the stochastic process with state n = (m1,
m2, . . . ,mM ) for SCAS. In SCAS, a type i connection arrival
consumes the transmission rate 2�log2 i�r (in bits per second).

Then, the state space B of the stochastic process for SCAS can
be expressed as

B =

{
n

∣∣∣∣∣
∑

1≤i≤M

2�log2 i� ×mi ≤ 2K−k

}
.

Let Bi be the set of states where a type i connection request
is rejected due to that the left transmission rate (2K−k −∑

1≤j≤M 2�log2 j� ×mj)r (in bits per second) is less than

2�log2 i�r (in bits per second). Then, Bi can be expressed as

Bi =

{
n|n ∈ B and

2K−k −
∑

1≤j≤M

(
2�log2 j� ×mj

)
< 2�log2 i�

}
.

Similar to the derivation of Pb and Pwb for eSCAS, we have Pb

and Pwb for SCAS as

Pb =

∑
1≤i≤M

∑
∀n∈Bi

p(n)
M

and

Pwb =

∑
1≤i≤M

(
i×
∑
∀n∈Bi

p(n)
)

∑
1≤i≤M i

.

Note that in our analysis, Pb and Pwb are independent of the
service time distribution, and the service time distribution will
not affect the performance.

We also conduct simulation experiments in this paper for
two purposes: 1) in the simulation, we release the limitation
of the analytical model (where we assume that connection
interarrival times are exponentially distributed) and 2) our
simulation model can be used to study the Nr performance for
SCAS and eSCAS. Our simulation model follows the event-
driven approach that has been widely adopted in several mobile
network studies [13], [17]. Due to the page limitation, the
details of the simulation model are not presented in this paper.
The results of simulation experiments and the analytical model
are validated against each other, as shown in Table I. The table
shows that the errors between simulation and analysis results
are within 0.7%. The results of simulation and analysis are
consistent. The details of the parameter setup in this table will
be elaborated later.
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Fig. 5. Performance comparison between SCAS and eSCAS (Rk,n = 128r b/s; M = 32; µi = µ; λi = λ; υi = υ).

Based on the simulation experiments, we investigate the Pb,
Pwb, and Nr performances for eSCAS and SCAS, where the
interarrival times for type i connections are set to a Gamma
distribution with mean λi and variance υi. The Gamma distri-
bution can be used to approximate many other distributions as
well as measured data from real systems [17]–[21]. The total
transmission rate Rk,n of the HS-DSCH is set to 128r (in bits
per second). Thirty-two types of connections are considered
(i.e., M = 32), and a type i (1 ≤ i ≤M) connection requests
the transmission rate i× r (in bits per second).

For 1 ≤ i ≤M , we consider the scenario where λi = λ,
υi = υ, and µi = µ. For other scenarios, we observe similar
results, which are not presented in this paper. To simplify
our discussion, λ is normalized by the service time µ. In the
simulation experiments, λ ranges from 1µ/M to 5µ/M . The
variance υ is set to υ = 0.1/λ2, υ = 1/λ2, and υ = 10/λ2.

A. Pb and Pwb Performance

Fig. 5(a) and (b) compares the blocking probability Pb

and the weighted blocking probability Pwb for SCAS and
eSCAS. These two figures show that Pb and Pwb for SCAS and
eSCAS have the same trend, and eSCAS outperforms SCAS
significantly. As υ increases, both Pb and Pwb increase. When
υ = 1/λ2 or υ = 0.1/λ2, the Pb and Pwb values for SCAS are
almost twice of that for eSCAS, for example, when υ = 1/λ2

and λ = 5µ/M , Pb for eSCAS is 10.9%, and Pb for SCAS
is 21.0%. When υ = 10/λ2, the difference between eSCAS
and SCAS becomes smaller. For example, when υ = 10/λ2

and λ = 5µ/M , Pb for eSCAS is 24.0%, Pb for SCAS is
33.2%, and Pb for eSCAS is 72% of that for SCAS. When
the variance υ is larger than 1/λ2, more short connection
interarrival times are observed, and more connections arrive
in a short period. These connection arrivals compete for the
transmission rate, and higher blocking probabilities are ob-
served. On the other hand, when υ ≤ 1/λ2, the connection
interarrival times are clustered to the mean of the distribution,

and the connections arrive stably. The competition is released,
and lower blocking probabilities are expected. Since SCAS
must reserve transmission rate [with a two’s power number
of r (in bits per second)] for a non-two’s power connection,
some transmission rate is wasted. On the other hand, eSCAS
releases this limitation. Hence, we observe that eSCAS has
better Pb and Pwb performance than that SCAS does, and the
improvement of Pb and Pwb for eSCAS over that for SCAS is
significant.

B. Nr Performance

Fig. 5(c) investigates the rescheduling overhead Nr for
eSCAS and SCAS. The figure shows that for both two schemes,
Nr increases as λ increases. When λ increases, it is likely
that more connections are served when a new connection
is accommodated, and more connections are affected by the
rescheduling operation. We also observe that for both schemes,
the Nr values when υ = 10/λ2 are larger than that when
v = 1/λ2 or υ = 0.1/λ2. As mentioned previously, when υ >
1/λ2, more short connection interarrival times are observed,
and it is likely that more connections are served when a new
connection gets service. Thus, the rescheduling operation may
affect more served connections. Another important phenom-
enon observed is that the Nr performances for eSCAS and
SCAS are almost identical when υ ≤ 1/λ2. When υ = 10/λ2,
eSCAS outperforms SCAS in terms of the Nr performance.
This is due to that when υ > 1/λ2 (i.e., larger variance), more
connections arrive in a short period. It is more likely that the
configuration information of the previously served connections
can be referenced, and the new connection can be served
by using this configuration. The rescheduling overhead drops;
hence, we observe better Nr performance for eSCAS than that
for SCAS when υ is large.

To summarize, the proposed eSCAS scheme can significantly
lower the blocking probabilities (i.e., Pb and Pwb) without
increasing the rescheduling overhead.
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V. CONCLUDING REMARK

This paper proposed a time-division-based cyclic scheduling
scheme eSCAS to allocate a UMTS HS-DSCH to serve dif-
ferent connections requesting different transmission rates. The
eSCAS scheme is enhanced from the SCAS scheme proposed
in our previous study by releasing the two limitations of SCAS,
including two’s power limitation and rescheduling overhead.
We examined the properties of the eSCAS scheme, and then
formally proved the correctness of eSCAS. An analytical model
and simulation experiments were conducted to compare the
performance of eSCAS and SCAS in terms of the blocking
probabilities Pb and Pwb and rescheduling overhead Nr. Our
study shows that the proposed eSCAS scheme can signifi-
cantly decrease the blocking probabilities Pb and Pwb without
increasing rescheduling overhead Nr, and when the variance
of the connection interarrival times is large, eSCAS gains
betterNr performance that SCAS does (i.e., lower rescheduling
overhead).
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