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An Efficient Approach for the Calibration
of Multiple PTZ Cameras

I-Hsien Chen and Sheng-Jyh Wang

Abstract—In this paper, we propose an efficient approach to infer the
relative positioning and orientation among multiple pan-tilt-zoom (PTZ)
cameras. In this approach, the tilt angle and altitude of each PTZ camera
are estimated first based on the observation of some simple objects lying
on a horizontal plane. With the estimated tilt angles and altitudes, the cal-
ibration of multiple cameras can be easily accomplished by comparing the
back-projected world coordinates of some common vectors in 3-D space.
This calibration method does not require particular system setup or spe-
cific calibration patterns. The sensitivity analysis with respect to parameter
fluctuations and measurement errors is also discussed. Experiment results
over real images have demonstrated the efficiency and feasibility of this
approach.

Note to Practitioners—This paper was motivated by the problem that
pan-tilt-zoom (PTZ) cameras may change their poses from time to time to
achieve better monitoring results. Whenever there is a change, we need to
recalibrate the extrinsic parameters again. In this paper, we demonstrate a
new and efficient approach to calibrate multiple PTZ cameras. The concept
of our approach originated from the observation that people could usually
make a rough estimate about the tilt angle of the camera simply based on
some clues revealed in the captured images. Based on our approach, we can
simply use some A4 papers on a table to calibrate multiple PTZ cameras.
In our approach, there is no need to calculate the commonly used homog-
raphy matrix. For real cases, once a set of PTZ cameras is settled, we can
simply place a few simple patterns on a horizontal plane. These patterns
can be A4 papers, books, boxes, etc.; and the horizontal plane can be a
tabletop or the ground plane. The whole procedure does not need specially
designed calibration patterns and requires only a light computational load.
In the near future, we will work on the extension of the proposed approach
so that we will be able to perform dynamic calibration when the PTZ cam-
eras are under movement.

Index Terms—Camera calibration, multiple cameras, pan-tilt-zoom
(PTZ) camera.

I. INTRODUCTION

For a surveillance system with multiple pan—tilt-zoom (PTZ) cam-
eras, we may change the cameras’ pan angle and tilt angle from time to
time to achieve better monitoring results. However, whenever the pose
of a PTZ camera is changed, we may need to recalibrate its extrinsic
parameters again. Hence, how to quickly and efficiently calibrate the
extrinsic parameters of multiple PTZ cameras has become an impor-
tant issue. So far, various kinds of approaches have been developed to
calibrate the static camera’s intrinsic and extrinsic parameters, such as
the techniques proposed in [1]-[9]. However, it would be impractical
to repeatedly perform these elaborate calibration processes over a PTZ
camera when that camera is under panning, tilting, or zooming all of
the time.
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On the other hand, [10]-[12] have proposed plane-based calibra-
tion methods especially designed for the calibration of multiple cam-
eras. These approaches, proposed in [10] and [11], belong to factor-
ization-based methods. In [12], the proposed process is similar to the
integration of static camera calibration and moving camera calibration.
It needs a multicamera rig to change the specific orientation to capture
two or more views of a calibration grid. Another kind of method is pro-
posed in [13] that uses the relationship between epipoles and trifocal
tensors to calibrate multiple cameras. However, their method needs the
assumption that at least two cameras are projected to each camera. For
surveillance systems with multiple PTZ cameras, these elaborate pro-
cesses and the constraints do not seem to be practical choices.

In this paper, we will first show the 3-D-to-2-D coordinate transfor-
mation in terms of the tilt angle of a PTZ camera. In [14], a similar scene
model based on pan angle and tilt angle has also been established. In
this paper, however, we will give a more complete formula that takes
into account not only the translation effect but also the rotation effect
when a PTZ camera is under tilt movement. We will then infer the tilt
angle and the altitude of a PTZ camera based on the observation of some
simple objects lying on a horizontal plane. The objects could be a corner
with aknown angle, a few corners with unknown but equal angles, a line
segment with a known length, or a few line segments with unknown but
equal lengths. In comparison, [15] proposed an approach that recovers
the transformation between the image and the ground plane to find the
look-down angle. In their method, however, the height information of
the observed object has to be known in advance. In comparison, the
height is not a necessity in our approach. After having calibrated the
tilt angle and the altitude of each PTZ camera, we can easily achieve
the calibration of multiple PTZ cameras based on some commonly ob-
served objects. In some sense, our approach can be thought of to have
decomposed the computation of homography matrix into two simple
calibration processes so that the computational load becomes lighter
for the calibration of multiple PTZ cameras.

This paper is organized as follows. First, in Section II, we will de-
scribe the mapping between the horizontal plane in the 3-D space and
the 2-D image plane on a tilted camera. Based on the back projection
formula, the pose (the tilt angle and the altitude) of the camera can be
estimated by viewing some simple patterns on a horizontal plane. Next,
in Section III, we will introduce how to utilize the estimation results to
achieve the calibration of multiple PTZ cameras. The sensitivity anal-
ysis with respect to parameter fluctuations and measurement errors will
be discussed in Section IV. Some experimental results on real data are
demonstrated in Section V to illustrate the feasibility of this method.
Finally, the conclusion is drawn.

II. POSE ESTIMATION OF A PTZ CAMERA

In this section, we show the mapping between the 3-D space and
the image plane on a tilted PTZ camera, under the constraint that all
observed points are located on a horizontal plane. We will then demon-
strate that, with a few corners or a few line segments lying on a hori-
zontal plane, we can easily estimate the tilt angle of the camera based
on the back projection of the captured image.

A. Constrained Coordinate Mapping on a Tilted Camera

Fig. 1 illustrates the modeling of our camera setup. Here, we assume
that the observed objects are located on a horizontal plane [, while the
PTZ camera lies above [] with a height /. The PTZ camera may pan
or tilt with respect to the rotation center O . Moreover, we assume the
projection center of the camera, denoted as O, is away from O with
distance . We define the origin of the rectified world coordinates to
be the projection center O¢ of a PTZ camera with zero tilt angle. The
Z-axis of the world coordinates is along the optical axis of the camera,
while the X - and Y -axis of the world coordinates are parallel to the x-

Image plane

Fig. 1. Model of camera setup.

and y-axis of the projected image plane, respectively. When the camera
tilts, the projection center moves to O¢ and the projected image plane
is changed to a new 2-D plane.

Assume P = [X,Y, Z, 1]T denotes the homogeneous coordinates
of a 3-D point p in the world coordinates. For the case of a PTZ camera
with zero tilt angle, we denote the perspective projection of p asp =
[#,y,1]T. Under perspective projection, the relationship between P
and p can be expressed as

L [a 8w
r=7 0 8 w |[R t]P (1)
0 0 1

where « and 3 are the scale parameters expressed in pixel units for
the = and y axes in the image plane, s is the skew factor due to some
manufacturing error, and (uo, vo) is the principal point [16].

With respect to the rectified world coordinate system, the extrinsic
term [ R t] becomes [I 0]. To further simplify the mathematical
deduction, we ignore the skew factor s and assume the image coordi-
nates have been translated by a translation vector (—ug, —vo ). Hence,
(1) can be simplified and reversed as

X L 00 x 2z
Yi=2z[0 % 0 y| =% )
z 0 0 1 1 z

When the PTZ camera tilts with an angle ¢, the homogeneous co-
ordinates of the projected image point will move to [+, %', 1] . In our
previous work [17], we obtained (3). This equation indicates the back
projection formula from the image coordinates of a tilted camera to the
rectified world coordinates, under the constraint that all of the observed

points are lying on a horizontal plane with Y = —h
- (2' —ug)B(rsin ¢—h)
‘XV al(vg—y’) cos p—3sin ¢)]
Y| = —h .3
VA [(vo—y’)sin ¢+ B cos ¢](rsing—h) r 47 cosd

(vg—y’) cos p—Bsin ¢

B. Estimation of Pose Based on Back Projections

Suppose we use a tilted camera to capture the image of a corner,
which is located on a horizontal plane. Based on the captured image
and a guessed tilt angle, we may use (3) to back project the captured
image onto a horizontal plane on Y = —h. Assume three 3-D points
P4, Pg,and Pc, on ahorizontal plane form a rectangular corner at P4 .
The original image is captured by a camera with ¢ = 16°, as shown
in Fig. 2(a). In Fig. 2(b), we plot the back-projected images for various
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Fig. 2. (a) Rectangular corner captured by a tilted camera. (b) Illustration of
back projection onto a horizontal plane for different choices of tilt angles.

choices of tilt angles. The guessed tilt angles range from 0 to 30°, with
a 2° step. The back projection for the choice of 16° is plotted in bold,
specifically. It can be seen that the back-projected corner becomes a
rectangular corner only if the guessed tilt angle is correct. Besides, it
is worth mentioning that a different choice of h only causes a scaling
effect of the back-projected shape.

To formulate this example, we assume the corner at P4 has the angle
. Besides, P4 and Pp form a line segment with length L. In [17],
we have built the relation between the back-projected angle and the
guessed tilt angle as shown in (4) at the bottom of the next page. Note
that in (4) we have ignored the offset terms, wq and vo, to reduce the
complexity of the formulation.

In Fig. 3, we show the back-projected angle 1y with respect to the
guessed tilt angle, assuming « and 3 are known in advance. In this
simulation, these two curves are generated by placing the rectangular
corner on two different places of the horizontal plane. Again, the back-
projected angle is equal to 90° only if we choose the tilt angle to be
16°. This simulation demonstrates that if we know in advance the angle
of the captured corner, we can easily deduce the camera’s tilt angle.
Moreover, if we do not know in advance the actual angle of the corner,
we can simply place that corner on more than two different places of the
horizontal plane. In this way, based on the intersection of the deduced
¥-v.5.-¢ curves, we may estimate not only the tilt angle of the camera
but also the actual angle of the corner.

In [17], we have also derived a similar relationship between the back-
projected length and the guessed tilt angle as

(25 — wo)B(rsing — h)

L=1()=

al(vo — y'g) cos ¢ — Fsin @)

(zy —uo)B(rsing — h)
al(vo — y'y) cos ¢ — Bsin¢]

[(vo — y5) siné + B cos @](rsing — k)

+ (vo — yly) cos ¢ — Bsin ¢
2y 1/2
_ [(vo — y'y) sin & + 3 cos ](rsing — h)
(vo — yy)cos ¢ — 3sin g
®)
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Fig. 3. Back-projected angle with respect to guessed tilt angles.

Similarly, if «, 3, r, and h are known in advance, we can deduce the
tilt angle directly based on the projected value of L. Note that in (5),
the values of » and h only affect the scaling of L. Hence, even if the
values of r and h are unknown, we may simply place more than two
line segments of the same length on different places of a horizontal
plane and seek to find the intersection of these corresponding L-v.s.-¢
curves.

We may also seek to perform parameter estimation based on an opti-
mization process. Here, we take (5) as an example. We assume several
line segments with known lengths (not necessarily the same length) are
placed on different positions of a horizontal plane and we use a tilted
camera to capture the image. Assume the length of the ith segment is
L;, then we aim to find a set of parameters {«, 3, uo, vo, @, r, h} that
minimize

[ A A ! / P
F('f”‘layl',mZvaa' . '1'7:1717ymﬂ(}'7/17“’077)07(% r, h)

=2

11
In the optimization process, we adopt the Levenberg—Marquardt algo-
rithm. Under our scene model, the tilt angle ¢ and altitude & can be
roughly estimated simply based on visual observations. In our experi-
ments, the error range for the guessed tilt angle ¢ is within £20° and
the error range for the guessed altitude /& is within £1.5 m. With these

initial guesses, the optimization process is very stable and the estima-
tion results are satisfactorily accurate.

li (I;v y; s O 67 Uo, Vo, (bv T, h) - Li ?

(6)

III. CALIBRATION OF MULTIPLE CAMERAS

A. Calibration of Multiple PTZ Cameras

In our camera model, each camera has its own world coordinate
system. If a vector in the 3-D space, such as a line segment on a tabletop,
is observed by several PTZ cameras at the same time, we can achieve
the calibration of these cameras by mapping the individual back-pro-
jected world coordinates of this vector to a common reference world co-
ordinates. We take two calibrated PTZ cameras as an example. Fig. 4(a)
shows the scene model of these two cameras. Fig. 4(b) shows the vector
locations in the world coordinates of these two cameras, respectively.
Based on the estimated ¢ and h, together with the image projections
of the vector points, we can get the world coordinates of points Ayet,
B.et, and A’, B' from (3). The difference of the rotation angle w be-
tween the two world coordinate systems can then be easily computed
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Fig. 4. (a) Top view of two cameras and a vector in the space. (b) The world
coordinates of the vector with respect to these two cameras.

by
(A'B’, Aser Bior)

cosuw = (7)

”44/B/|| X A-rofBrcf” '

After applying the rotation to point A’, the position translation t be-
tween these two cameras can be expressed as

cosw 0 —sinw
t=Arer—| 0 1 0 “A (8)
sinw 0 cosw

Hence, the 3-D relationship between these two cameras can be easily
deduced.

B. Discussion of Pan Angle

Notice that, in the above deductions, we do not care about the pan
angles of PTZ cameras. This is because, in the back-projection process,
to guess a pan angle only implies to rotate the X and Z coordinates in

our camera model. It does not change the spatial relationship between
the PTZ camera and the back-projected objects. In Fig. 5, we show such
an example. In Fig. 5(a), we show the image captured by a PTZ camera
with three corner points being marked in circle. Fig. 5(b) shows the top
view (i.e., X-Z plane) of the back-projected corner points with respect
to four guessed pan angles, 0°, 30°, 60°, and 90°. The arrows indicate
the optical axes of the camera with respect to these four pan angles. It
can be seen that the spatial relationship between the optical axis and the
back-projected corner points is almost the same when the camera pans.
The little variation comes from the fact that the panning center is not
the same as the projection center. However, since the rotation radius r
is so small when compared with the distance between the camera and
the object, this small variation can actually be ignored.

IV. SENSITIVITY ANALYSIS

Due to errors in the estimation of camera parameters and in measure-
ment, these ¢-v.5.-¢ curves or L-v.s.-¢ curves usually do not intersect
at a single point. The impacts of parameter fluctuations have been an-
alyzed via computer simulations in [18]. Here, we will deduce the for-
mulae for the sensitivity analysis of the estimated ¢ and h.

In theory, for the estimation of ¢ and h, the optimization of (6) con-
forms to the following two equations:

3

fi=

™

Tt
ol Lol
- L LS =0

-

7
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. ol al;
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31

Hence, the estimated ¢ and % satisfy f1(¢,h) = 0 and fo(¢, h) = 0.
We apply the implicit function theorem to (9) to find how ¢ and h
deviate with respect to the measurement error in z}
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Fig.5. (a) Three points marked in the image captured by a PTZ camera. (b) Top
view of the back-projected corners and the optical axes with respect to different
guessed pan angles.

Similarly, we can deduce the formulae for d¢/da, ¢ /33, and so on.
If we assume the total variations of ¢ and & are caused by individual
variations with respect to parameter fluctuations in {«, /3, ug, vo } and
measurement errors in {x, y; }, then we have

A¢~Z< )+Z<8@A )+gﬁm

+ a—”’Aﬁ + o ‘% A a == Awg 11

ap 3 Vo
and
i 8h - 8h Oh
Ah &= LT Aa

> (7 >+Z< )+ o
oh oh ah

+ %Ad + A o+ ﬂAuo 12)

To verify the formulae deduced above, we perform the following
simulations. Here, we assume two line segments of 0.283 m are
placed on a horizontal plane and the altitude &~ = 2 m. The values
of {uwo,vo, v, 3} are {348, 257, 770, 750}. The images of these two

TABLE I
VARIATIONS OF TILT ANGLE AND ALTITUDE WITH RESPECT TO DIFFERENT
PARAMETER FLUCTUATIONS AND MEASUREMENT ERRORS

Ayg 2 -10 +10 +20
simulated (A#, Ah) (0.00, 0.00) (0.00, 0.00) (000, 0.00) (0.00, 0.00)
deduced (Ag, Ah)  (0.00, 0.00)  (0.00, 0.00) (0.00, 0.00) (0.00, 0.00)

Avp 20 -10 +10 +20
simulated (Ag, Ah) (-1.05,0.00) (0.32, 0.00) ©.51, 000) (1.00, 0.00)
deduced (Ag, Ah) (-102, 0.00) (0.51, 000) @©.51, 000) (.02, 0.00)

Ao 20 -10 +10 +20
simulated (Ag, Ah) (144, 0.10) (072, 005 (©.73,005 (147,010
deduced (Ag, Ah) (-148, 0.11) (074, 0.05) (©0.72,005 (1.41,0.10)

Ap 20 -10 +10 +20
simulated (A@, Ah) (1.85,0.05) (©91,003) (083,003 (-1.72,0.05)
deduced (A, Ah)  (1.72,0.05)  (089,0.03) (0.2, 0.03) (-1.89, 0.06)

Axy’ 4 2 +2 +
simulated (Ag, Ah) (-260, 0.18) (-1.34,009) (145,0.1) (30L,021)
deduced (Ag, Ah) (284, 0.20) (-141,0.10) (1.39,0.1) (273,0.19

Ays’ 4 2 +2 +
simulated (Ag, Ah) (362, 0.13) (-1.94, 007 (191,007  (390,0.13)
deduced (A g, Ah) (445, 017) (197, 007) (1.8,006 (3250.11)

segments are assumed to be captured by a PTZ camera with the tilt
angle ¢ = 60°.

In the first simulation, the tilt angle ¢ = 60°. We individually change
the values of camera parameters and the measurement of ('}, y;) to see
how the estimated values of ¢ and h vary. Here, the LM algorithm is
applied to (6) for the estimation of ¢ and h. The variations of these
estimation results, together with the variations deduced by (11) and
(12) are listed in Table I. It can be seen that the deduced variations
based on (11) and (12) well approximate the simulation results.

In the second simulation, we change the tilt angle ¢ from 15 to 75°,
with a 15° step. Table II demonstrates that (11) and (12) conform to
the variations of the simulation results for a wide rage of tilt angle ¢.
In practice, the fluctuations of camera parameters are likely to be less
than 20 and the measurement errors of (z%,y:) are likely to be less
than 4 pixels. Hence, the estimation errors of ¢ and & are expected to
be acceptable in real cases.

V. EXPERIMENTS ON REAL IMAGES

The parameter estimation results of a single PTZ camera have been
shown and discussed in [18]. In this section, some calibration results of
multiple cameras on real data are demonstrated. In this simulation, the
test images are captured by a PTZ camera mounted on the ceiling with
an unknown tilt angle. The image resolution is 320 by 240 pixels. A
few A4 papers are randomly placed on a horizontal table, as shown in
Fig. 6. The corners of these A4 paper sheets could be easily identified
either by hand or by a corner detection algorithm. So far, we identify
these corners manually and we have developed a software package to
facilitate the identification of corners and line segments in images. In
the 3-D space, all of the corners are 90°, while the length and width of
an A4 paper are 297 mm and 210 mm, respectively.

The upper part of Table III lists some experimental results for
the calibration of multiple cameras. Here, the intrinsic parameters
{a, 3, u0,v0} of each camera are estimated in advance, based on
Zhang’s calibration method [3]. The parameter » can be estimated via
direct measurement. Hence, (6) includes only two unknown variables
¢ and h. Each row of Table III lists the mean and standard deviation
of the estimated parameters for a single camera. To calculate the
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TABLE II
VARIATIONS OF TILT ANGLE AND ALTITUDE WITH
RESPECT TO DIFFERENT CHOICES OF TILT ANGLE

Tilt Angle
A¢, &) 15° 30° 45° 60° 75°
o simulated  (0.02,0.000 ©0.01,000 (©.01,000) (0:00,0.00) (0.00,0.00)
deduced  (0.00,0.00) (0.00,000) (0.00,000) (0.00,0.00) (0.00,0.00)
I simulated  (1.82,000) (1.79,000)  (1.50,000) (1.00,0.00) (0.46,000)
deduced  (1.81,000) (1.80,000) (1.51,000) (102,0.00) (047,000
e simulated  (1.50,0.11) (149,011 (148,010 (147,0.10) (1.46,0.10)
deduced (1.44,0.10) (143,0.10) (142,010 (141,0.10) (1.40,0.10
= simulated (047, -005) (-1.00, 005 (-146, 005 (-1.72, -0.05)(-1.73, 005
deduced (046, 0.05) (-1.05, 005 (-1.58, -006) (-189, 0.06) (-1.83, 0.06)
Axy=4 simulated 275,019 (307,022 (.16,022) (301,021) (265019
deduced (252,018 (278,020)  (285,020) (273,0.19) (243,017
Ayy=4 simulated (2.97,0.10) (380,013 (4.150.14) (390,0.13) (.14,0.l1)
deduced (258,009 (18,010 (342,011 (3250.11) 271,009

mean and standard deviation, five observations are made with each
observation including eight selected line segments on the boundary of
these A4 papers, as shown in Fig. 6(a). It can be seen that all of the
estimated parameters have an acceptably small standard deviation.

In the lower part of Table III, each row corresponds to the estimations
of the position and orientation of each camera with respect to Camera 2.
The relative position and orientation are computed based on the mean
value of ¢ and h and one common vector in Fig. 6(a). The top view
of the relative positions in the 3-D space is illustrated in Fig. 6(b). The
eight chosen corners of the A4 papers in Fig. 6(a) are also plotted in
Fig. 6(b) to offer a clearer geometric sense.

To evaluate the calibration results, we randomly pick up a few test
points in the image captured by Camera 2 and use the calibration result
to find the corresponding points on the other three images. The results
are shown in Fig. 7, with all corresponding points being represented by
the same type of marker. It can be seen that all of the corresponding
relationships are reasonably accurate.

In practice, a commonly used technique for camera pose estimation
is to find the homography matrix between a reference plane in the 3-D
space and the camera’s image plane [19]. The rotation and translation
matrices can then be extracted by applying the singular value decompo-
sition (SVD) method over the homography matrix. In the homography
approach, we need to define a reference world coordinate system and
need to pick up a few spatial points with known reference world coor-
dinates in advance. In other words, not only the distances but also the
relative spatial information among the calibration points needs to be
known. In comparison, our approach does not need to know the world
coordinates of these calibration objects. We only need to measure the
lengths or angles of the calibration objects. Hence, the preparation of
calibration objects becomes much easier in our approach.

Besides, we may use fewer spatial points for the calibration of
camera poses. This is because there is an implicit constraint in our
approach. In a typical setup of PTZ cameras, the horizontal axis of
the camera’s image coordinate system is usually parallel to the ground
plane. This parallelism is kept all of the time even though the camera
is under the panning, tilting, and zooming operations from time to
time. Moreover, in our approach, we do not actually care about the
exact pan angle of the camera. These two conditions correspond to
the constraints over the rotation about the Z axis and the rotation
about the Y axis in our rectified world coordinate system. Hence, our

Fig. 6. (a) Test image captured by four PTZ cameras. (b) Top view of the rel-
ative positions between four PTZ cameras.

TABLE III
UPPER: ESTIMATED TILT ANGLE AND ALTITUDE. LOWER:
SPATIAL RELATIONSHIP BETWEEN CAMERAS

Mean Deviation
Pdegiee) h(m) P(degree) 4(m)
Cameral 204 19 1.5 0.12
Camera2  5l1.1 2.2 06 0.03
Camera3 248 1.95 1.2 0.17
Camera4 442 2.01 0.3 0.14
Relative position & orientation
X(m) Y (m) Z(m) @(degree)
Cameral 27 036 570 144.1
Camera 2 0 0 0 0
Camera3 427 037 193 871
Camera4 -164 031 32 -1354

method may lead to stable pose estimations even when we only use a
few calibration points.
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Fig. 8. Test images with a rectangular calibration pattern.

Fig. 9. Evaluation of calibration results by using five points. (a) Point corre-
spondence based on the homography technique. (b) Point correspondence based
on the proposed method.

To compare with the homography technique, we marked 20 points on
the ground floor to form a rectangular pattern, as shown in Fig. 8. Five
of these 20 points are chosen to be the calibration points, as marked
by the circles in Fig. 9. The asterisk markers in Fig. 9(a) show the
point correspondence based on the calibration result of the homog-
raphy technique using the OpenCYV library. On the other hand, the as-
terisk markers in Fig. 9(b) show the point correspondence based on
our approach using five segments with known lengths, as shown in
Fig. 9(b). Besides, we calibrated these two cameras 20 times by ran-
domly choosing 5 of these 20 points as the calibration points. We then

TABLE IV
MEAN ABSOLUTE DISTANCE AND STANDARD DEVIATION OF THE
POINT-WISE CORRESPONDENCE BETWEEN CAMERA 2 AND CAMERA 4

Mean Absolute Distance Deviation

(pixels) (pixels)
Homography technique 6.0 56
Proposed method 34 14

checked the point correspondence in the image captured by Camera
4 based on these 20 image points of Camera 2 and the calibration re-
sults. Table IV shows the mean absolute distance and standard devi-
ation of the point-wise correspondence. It can be easily seen that our
approach offers a more reliable and stable calibration result when we
only use a few calibration points. When all 20 points are used, on the
other hand, there would be no obvious difference between the perfor-
mance of the homography technique and the performance of our ap-
proach. Nevertheless, for general surveillance environments, it could
be difficult to place this kind of specific pattern for calibration. Hence,
in general, simple calibration objects or a small amount of calibration
points without known reference spatial coordinates will be preferred.

Another advantage of our method is the comprehensible sense of
camera pose. The tilt angle, altitude, and orientation of the camera
offer a more direct physical sense about the camera pose in the 3-D
space, especially when the PTZ cameras are under panning, tilting,
and zooming operations from time to time. In our approach, we de-
rive some explicit formula to describe how the tilt angle and altitude
of a PTZ camera affect the 3-D-to-2-D projection. This makes the cal-
culation of 2-D-to-3-D backprojection much easier without the need
of indirect depth computation. Besides, based on the comprehensible
space sense, the relationships among multiple cameras can be easily ob-
tained without complicated computations. In comparison, when using
the conventional homography technique, the relative position and ori-
entation between each pair of cameras offer less comprehensible sense
about the setting of multiple cameras. Although these relative coor-
dinate systems may still be transformed into an integrated coordinate
system, the work on the calibration of multiple cameras will become
more elaborate when the number of cameras increases.

VI. CONCLUSION

To summarize, in this paper, we adopt a system model that is gen-
eral enough to fit for a large class of surveillance systems with multiple
PTZ cameras. A calibration method is proposed that does not require
a particular system setup or specific calibration patterns. When com-
pared to some existing calibration approaches, which extract the ho-
mography matrix and the rotation matrix, our approach offers direct
geometric sense and can simplify the calibration process. No coordi-
nated calibration pattern is needed and the computational load is light.
The experiment results over real images demonstrate the efficiency of
this approach.
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