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Abstract:

In the past, graphical or computer methods were usually employed to determine the aquifer parameters of the observed data
obtained from field pumping tests. Since we employed the computer methods to determine the aquifer parameters, an analytical
aquifer model was required to estimate the predicted drawdown. Following this, the gradient-type approach was used to solve
the nonlinear least-squares equations to obtain the aquifer parameters. This paper proposes a novel approach based on a
drawdown model and a global optimization method of simulated annealing (SA) or a genetic algorithm (GA) to determine
the best-fit aquifer parameters for leaky aquifer systems. The aquifer parameters obtained from SA and the GA almost agree
with those obtained from the extended Kalman filter and gradient-type method. Moreover, all results indicate that the SA and
GA are robust and yield consistent results when dealing with the parameter identification problems. Copyright  2006 John
Wiley & Sons, Ltd.
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INTRODUCTION

Aquifer parameters are very important in site charac-
terization. In a leaky aquifer system, the semi-previous
beds (also known as the aquitard), although of very low
permeability, may yield significant amounts of water to
the adjacent pumped aquifer. Two mathematical mod-
els developed for dealing with leaky aquifers are chosen
in this study. One is based on the assumption that the
aquitard storage is negligible and the other takes into
account aquitard storage.

Jacob (1946) developed a mathematical model for
describing a non-steady radial flow toward a well in
a leaky aquifer. The hydraulic head in the unpumped
adjacent aquifer was assumed as a constant and the stor-
age capacity of the aquitard was neglected. Hantush and
Jacob (1955) described a non-steady radial flow toward a
well in a fully penetrating leaky aquifer under a constant
pumping rate. In their model, the aquitard is overlain by
an unconfined aquifer, and the main aquifer is underlain
by an impermeable bed. Their solution herein is termed
the three-parameter model. Neuman and Witherspoon
(1969) offered another solution, describing the drawdown
of the lower and pumped aquifer in a hydrogeological
system that is composed of two confined aquifers and
one aquitard. Their solution eliminated the drawback of
Hantush’s small- and large-time solutions and was called
the four-parameter model. Both the three-parameter and
the four-parameter models were also mentioned in other
researchers’ work (Batu, 1946; Dawson and Istok, 1991).
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In the past, hydrogeologists have often determined
the confined aquifer parameters, such as transmissivity
T and storage coefficient S, by using graphical meth-
ods, otherwise known as curve-fitting methods, to anal-
yse the observed drawdown data. For a three-parameter
leaky aquifer model, Hantush and Jacob’s (1955) solu-
tion was employed to generate the type curves to deter-
mine T, S, and the leakage factor B. However, for the
four-parameter leaky aquifer model, with an additional
parameter accounting for the aquitard storativity, the
graphical matching approach based on the Neuman and
Witherspoon solution was practically impossible, as there
will be several families of curve types. Besides, graphi-
cal approaches generally require data plotting work and
individual judgement during the curve-fitting procedures,
which may lead to further errors.

In addition to the graphical methods, the aquifer
parameters can also be obtained using computer meth-
ods. Since we employed the computer methods, an
analytical aquifer model was needed to estimate the
predicted drawdown for the estimation of the aquifer
parameters. The parameters obtained are usually deter-
mined using the least-squares approach by taking the
derivative of the sum of square errors between the
observed and predicted drawdowns with respect to the
parameters. Then, a gradient-type approach, such as the
non-linear least-squares and finite difference Newton’s
method (NLN), might be utilized to solve the non-linear
least-squares equations for obtaining the aquifer parame-
ters (Yeh, 1987; Yeh and Han, 1989). The NLN approach
had the advantages of high accuracy and quick con-
vergence for reasonable initial guesses when estimating
the aquifer parameters via pumping test data. However,
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two disadvantages are involved when applying Newton’s
method (or gradient-type methods) for solving the non-
linear least-squares equations in which the target param-
eters are unknown. First, the problem of divergence
might be inevitable if inappropriate initial guesses are
made. Second, inaccurate results will occur if the par-
tial derivative terms in the least-squares equations are
poorly approximated. Recently, the extended Kalman fil-
ter (EKF) was successfully applied to aquifer parame-
ter and water-table-related estimations. Yeh and Huang
(2005) employed the EKF to identify the aquifer parame-
ters in leaky aquifer systems with and without considering
the storage effect in the aquitard. The results indicate
that the EKF can be utilized to analyse the drawdown
data even with white noise or temporally correlated noise.
However, the problem of how to decide reasonable initial
guesses for aquifer parameters and the error covariance
matrix remains a tough challenge in using the EKF.

This study proposes an approach using simulated
annealing (SA) or a genetic algorithm (GA) coupled with
Hantush and Jacob’s (1955) solution or Neuman and
Witherspoon’s (1969) solution to determine the best-fit
aquifer parameters. In our approach, the aquifer draw-
down equations are used to predict the drawdown based
on the guess parameters and then SA or the GA deter-
mines the best-fit parameters in such a way to find the
least sum of square errors between the observed and pre-
dicted drawdowns. Moreover, different key SA or GA
parameters are assigned for studying the robustness of
the proposed approach when applied to the problem of
parameter identification.

All the results obtained from our approach indicate that
the major advantages of using SA and GAs over other
existing methods in parameter identification are that they
are capable of randomly giving the initial guess values for
aquifer parameters and obtaining optimal results without
solving non-linear least-squares equations. In addition,
the results also indicate that SA and GAs are very robust
in handling the parameter identification problems given
in the analyses.

GLOBAL OPTIMIZATION METHODS

Stochastic optimization techniques such as SA and GAs
are famous global optimization methods. More recently,
developments in the field of stochastic optimization have
allowed the formulation of optimization problems as non-
linear mixed integer problems. Metropolis et al. (1953)
first applied SA to a two-dimensional rigid-sphere sys-
tem, and Kirkpatrick et al. (1983) employed it in solving
large-scale combinatorial optimization problems. SA is a
random search algorithm that allows, at least in theory
or in probability, the obtaining of the global optimum
of a function in any given domain. Goffe et al. (1994)
presented results in global optimization of statistical func-
tions with SA, and Zheng and Wang (1996) used the
tabu search and SA to identify parameter structure. In
groundwater modelling, the identification of an optimal

flow or transport parameter that varies spatially should
include both the values and the structure of the param-
eter. Cunha and Sousa (1999) used SA to minimize the
capacity extension cost of a water distribution network.
The solution set obtained from SA and non-linear pro-
gramming (NLP) techniques for several medium-sized
networks showed that SA did provide a better solution in
general, in comparison with that obtained with the NLP
techniques. The major advantage of SA lies in its prop-
erty of using a descent strategy, but allowing random
ascent moves to avoid possible trapping in a local opti-
mum. The other advantages of SA are that its theory is
very simple and its algorithm is easy to implement.

Holland (1975) developed GAs during the 1950s and
1960s. The basic concept of the GA is the theory of evo-
lution. Using the population of guesses to solve the opti-
mization problem significantly differs from those using
a single guess point. The main idea is that the genetic
information of a good solution spreads over the entire
population. Thus, the best solution can be obtained by
thoroughly combining the chromosomes in the popula-
tion. Selection, crossover, mutation, and reproduction are
the essential operators in a GA. The selection operator
picks up the relatively fitter strings according to their
objective function values. Then, the newborn trial solu-
tions are generated from the relatively fitter string with
a crossover operator. The main purpose of the mutation
operator is to avoid the trial solution being trapped in
a local region. In recent years, many researchers have
employed GAs in various fields. McKinney and Lin
(1994) presented a solution of groundwater management
models using GAs, and Coley (1999) and Pham and
Karaboga (2000) also indicated that GAs were a general
stochastic evolutionary algorithm with a wide range of
applicability to optimization problems and showed good
performance. The following section gives a description
of the theoretical frameworks of SA and GAs.

Simulated annealing

The concept of SA is based on an analogy to the phys-
ical annealing process. At the beginning of the process,
the temperature is increased to enhance molecule mobil-
ity. Then, the temperature is slowly decreased to allow
the molecules to form crystalline structures. When the
temperature is high, the molecules show high activity and
the crystalline configurations take various forms. If the
temperature is cooled properly, then the crystalline con-
figuration is in the most stable state; thus, the minimum
energy level may be reached naturally.

At a given temperature, the probability distribution of
system energy is determined by the Boltzmann probabil-
ity (Pham and Karaboga, 2000)

P�E� / exp��E/kTe� �1�

where E is the system energy, k is Boltzmann’s constant,
Te is the temperature, and P�E� is the occurrence prob-
ability. There exists a small probability that the system
might have a high energy even at a low temperature.
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Therefore, the statistical distribution of energies allows
the system to escape from a local minimum energy. This
is the major reason why the solutions obtained from SA
may not be trapped in a local optimum or obtain an
ill solution. The Boltzmann probability is applied in the
Metropolis criterion (Kirkpatrick et al., 1983), whereE,
the difference between the objective function values of
the current optimal solution and the trial solution, takes
the place of E and k D 1. The modified Boltzmann prob-
ability, the accepted probability of the trial solution, is
given as

P�E� D exp�E/Te� �2�

As an iterative improvement method, an initial point x
is required to evaluate the objective function value f�x�.
Let x0 be the neighbour of x and its objective function
value is f�x0�. The x0 is given as

x0 D x C �2D1 � 1�VM �3�

where D1 is a random number between zero and one
from a uniform distribution and VM is the step length
vector. In this study, VM is automatically adjusted so
that approximately half of all evaluations are accepted.
In minimization problems, if f�x0� is smaller than f�x�,
then the current optimal solution takes place with the trial
solution (x0). If f�x0� is not smaller than f�x�, then one
has to test the Metropolis criterion and generate another
random number D2 between zero and one from a uniform
distribution. For solving the minimization problem, the
Metropolis criterion is given as (Metropolis et al., 1953):

PSAfaccept jg

D
{

1 if f�j� � f�i�

exp
(
f�i�� f�j�

Te

)
if f�j� > f�i�

�4�

where PSA is the acceptance probability of the trial solu-
tion, f�i� and f�j� are respectively the function value
when x D xi and x D ax, and xi and ax are respectively
the current best solution and the neighbourhood trial solu-
tion of x. Here, Te, a control parameter, is usually the
current temperature. If the random number D2 is smaller
than PSA, then the current solution also takes place with
the trial solution. Otherwise, one must continue generat-
ing the trial solution within the neighbouring vicinity of
the current solution.

Figure 1 illustrates the SA algorithm (Pham and Kara-
boga, 2000). The first step is to initialize the initial
solution and set the initial solution to be the current opti-
mal solution. The second step is to update the current
optimal solution, if the trial solution generated from the
initial solution within the boundary is better than the cur-
rent optimal solution or if the trial solution satisfies the
Metropolis criterion; otherwise, continue generating the
trial solution. Usually, after a specified number of algo-
rithm iterations n1 is performed, the temperature will be
decreased by the temperature reduction factor RTe, even if
no improvement in the optimum takes place. The temper-
ature should be cooled properly to guarantee the solution
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NO
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Figure 1. Flowchart of SA

obtained is indeed the global optimal solution (Zheng and
Wang, 1996). The algorithm will be terminated when SA
obtains the optimal solution or the solution obtained satis-
fies the stopping criteria. In general, the stopping criteria
are defined to check whether the temperature or the dif-
ference between the optimal objective function value and
those obtained in the current iteration reach the specified
value or not.

Genetic algorithms

The GA, developed by Holland and his students during
the period of 1960–1980, is an optimization algorithm
inspired by both natural selection and natural genetics
(Holland, 1975). Based on the theory of evolution, the
better filial generation in the GA will survive and gen-
erate the next generation. Naturally, the best generation
will have a superior presentation to adjust with the con-
ditions. Rather than starting from a single point within
a search space, the GA initiates a population of guesses.
Therefore, the GA can be applied to an extremely wide
range of optimization problems. There are five major
steps required in a GA: encoding, decoding, selection,
crossover, and mutation. In the encoding step, the initial
guess of each unknown is converted to a binary string,
called a substring, of length lid. The total string length
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TL is the summation of all the lengths of the substrings.
Each string can be viewed as a simple data structure.

A group of initial guesses is required at the start
of the GA optimization. A common way of generating
the initial guesses is to use a random number genera-
tor. After generating the initial population of guesses,
the decoding operator is then employed to decode each
binary string to an integer or a real number to repre-
sent the unknown. Then these values are substituted into
an objective function to calculate the fitness. Next, the
other operations, selection, crossover, and mutation, will
launch into this algorithm. The aim of the selection pro-
cedure is to reproduce a greater number of copies which
have high fitness values. Poorer individuals are weeded
out and better-performing individuals have a greater than
average chance of promoting the information they contain
within the next generation.

In the selection procedure, the proper individuals,
based on those objective function values, will be put
into a mating pool to reproduce offspring. Following
the selection procedure, two new individuals (children)
will be reproduced from two existing individuals (par-
ents). Roughly, the individuals with a higher value have
a higher probability of participating in reproduction and
hence of contributing one or more offspring to the next
generation. In general, the pair of individuals selected
will or will not undergo crossover with a probability
Pc. Typical values of Pc range from 0Ð4 to 0Ð9 (Coley,
1999). There are three kinds of crossover method com-
monly applied: one-point crossover, two-point crossover,
and homogeneous crossover (Coley, 1999). Mutation is
used to change the value of single bit randomly within an

Are Stopping
criterion satisfied

Select the individuals
for mating

Initialize
population

solution

Crossover the selected
individuals to generate

new population

Mutate the offspring

Stop

No

Yes

Evaluate the objective
function value

Figure 2. Flowchart of the GA

individual string with a specified rate Pm, the probability
of mutation. Coley (1999) suggested using Pm of being
1/TL, or typically of the order 0Ð001, i.e. one bit in every
thousand will be mutated.

Figure 2 demonstrates the flowchart of a GA. After
giving the initial guesses, the trial solution selected,
determined by the fitness function value, will get into
the crossover step. In addition to the crossover step, each
bit in the newborn trial solution, the binary string, will
or will not mutate the value depending on the mutation
probability. Finally, the algorithm is terminated when the
solution or the number of iterations satisfies the stopping
criteria.

APPLICATION OF GLOBAL OPTIMIZATION
METHODS

This section illustrates how these two global optimiza-
tion methods, the GA and SA, are coupled with a
three- or four-parameter model to identify leaky aquifer
parameters.

Three-parameter model

Hantush and Jacob’s model describing the drawdown
within a leaky aquifer in response to the pumping as
a function of radial distance and time is (Hantush and
Jacob, 1955; Batu, 1998)

s D Q

4�T
W

(
u,
r

B

)
�5�

where B is the leakage factor and is defined asp
�K0/b0�/T, where K0 is the vertical conductivity of

a leaky confining bed, b0 is the thickness of aquitard,
r/B D L is the leakage coefficient, r is the distance
between the pumping well and observing well, u is a
dimensionless variable defined as r2S/4Tt, where t is
the pumping time, W�u, r/B� is the leaky well function,
s is drawdown, and Q is the pumping rate. Note that
the typical values of T, S, and B are between 0 and
3000 m2 day�1, between 10�3 and 10�5, and between
0 and 1000 m respectively.

The leaky well function W�u, r/B� may be expressed
as

W
(
u,
r

B

)
D

∫ 1

u

1

y
exp

[
�y � �r/B�2

4y

]
dy �6�

where y is a dummy variable. Since the right-hand side
of Equation (6) is in integral form, a numerical approach
may be required to evaluate the integration. Both the
Laguerre quadrature formula and Gauss quadrature for-
mula (Carnahan et al., 1969) can be employed to evaluate
the values of leaky well function with an accuracy to the
fourth decimal place.

Four-parameter model

The proposed global optimization methods are also
applied along with Neuman and Witherspoon’s (1969)
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model for analysing the leaky aquifer considering the
storage effect in the confining layer. Given the initial
estimates of the parameters, four best-fit parameters are
obtained when the convergence criteria are met.

Neuman and Witherspoon (1969) presented a clos-
ed-form solution for the problem of flow to a well
in a confined infinite radial system composed of two
aquifers that are separated by an aquitard. Differing
from Hantush and Jacob’s (1955) work, Neuman and
Witherspoon’s model considers the effect of aquitard
storage and drawdown in the unpumped aquifer. Their
solution may be written as

s D Q

2�T

∫ 1

0

1

y
[1 � exp��y2tD�]J0[w�y�]dy �7�

where tD D tDL2/16 2, tD D Tt/r2S, L D r/B,  D ˇ/L,
B D p

Tb0/K, ˇ D r
p
S0/4B

p
S, J0[w�y�] is the Bessel

function of the first kind and zero order, and w2�y� D
L2y2/16 2 � L2y cot y. The typical value of  is between
10�3 and 10�5. Note that Equation (7) is valid for all
values of time interval, and the Bessel function J0[w�y�]
must be set to zero when w2�y� < 0.

Objective functions for single-well and multiple-well
data analyses

The aquifer parameters are estimated based on
either the three-parameter or four-parameter leaky
aquifer model when finding the least sum of square
errors between the observed and predicted drawdowns.
Therefore, the objective function is defined as

Minimize
n∑
iD1

�Ohi � Phi�
2 �8�

Input
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objective function
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search for minimal
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value
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Figure 3. The procedure of the parameter identification: (a) gradient-type
approach; (b) global optimization approach

where Ohi and Phi are respectively the observed and
predicted drawdowns at different time steps and n is the
total number of data.

The aquifer parameter identification procedures for the
gradient-type approach and global optimization approach
are respectively demonstrated in Figure 3a and b. The
initial guesses are user defined in SA and generated by
the random generator in the GA. After the initial guesses
are given, the predicted drawdown is calculated using
Equation (5) or (7). The most likely optimal solutions
(trial solutions) will continue generating and improving
based on the information of the objective function value.
SA or the GA will terminate when the objective function
value meets the specified stopping criteria.

Error criteria

To assess the accuracy of the estimated parameters,
two error criteria, mean error ME and standard error of
estimate SEE, are used to calculate the errors between
the observed and predicted drawdowns in this study (Yeh,
1987; Yeh and Han, 1989). Note that the SEE is defined
as the sum of the square difference between the observed
and predicted drawdowns divided by (n� p), where p
is the number of estimated parameters. Thus, the SEE
value accounts for the number of target parameters. In
reality, the more the target parameters are considered,
the larger the SEE values will be when using different
aquifer models to analyse the same drawdown data set.

RESULTS AND DISCUSSION

Table I lists the observed drawdown data, which are
obtained from a test with three monitoring wells reported
in Cooper (1963) and cited by Lohman (1972) for param-
eter identification using the three-parameter model. The
distances between the pumping well and observation
wells 1, 2, and 3 are 30Ð48 m, 152Ð4 m, and 304Ð8 m
respectively. The pumping rate Q and total pumping
time are 5450Ð98 m3 day�1 and 1000 min respectively.
In the four-parameter model, the time–drawdown data

Table I. Cooper’s data obtained from three observation wells
(Cooper, 1963)

Time (min) Observed drawdown (m)

Well 1 Well 2 Well 3

0Ð2 0Ð536 0Ð003 0
0Ð5 0Ð838 0Ð043 0
1 1Ð094 0Ð137 0Ð006
2 1Ð298 0Ð284 0Ð043
5 1Ð609 0Ð536 0Ð168

10 1Ð798 0Ð713 0Ð302
20 1Ð972 0Ð869 0Ð445
50 2Ð109 1Ð009 0Ð594

100 2Ð167 1Ð067 0Ð640
200 2Ð195 1Ð07 0Ð643
500 2Ð198 1Ð073 0Ð643

1000 2Ð198 1Ð073 0Ð643

Copyright  2006 John Wiley & Sons, Ltd. Hydrol. Process. 21, 862–872 (2007)
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Table II. Sridharan’s pumping test data for
four-parameter model (Sridharan et al., 1987)

Time (min) Observed drawdown (m)

5 0Ð3
28 0Ð95
41 1Ð1
60 1Ð25
75 1Ð34

250 1Ð75
500 1Ð9
700 1Ð95
970 1Ð98

1000 1Ð99
1200 1Ð99

are taken from Sridharan et al. (1987) and listed in
Table II. The distance between the pumping well and the
observation well is 29Ð0 m and the pumping rate Q is
136Ð26 m3 day�1.

Three-parameter model

The upper and lower bounds for parameters estimated
by SA and the GA when analysing field data using the
three-parameter model are given in Table III. The ini-
tial temperature, the reduction factor Rt, and the number

Table III. The upper and lower bounds for parameters used in
SA and the GA in the data analysis of the three-parameter model

Method T (m2 day�1) S B (m)

Upper
bound

Lower
bound

Upper
bound

Lower
bound

Upper
bound

Lower
bound

SA 3000 0 10�3 10�5 1000 0
GA 3000 0 10�3 10�5 1000 0

of algorithm iterations nl of SA are 10, 0Ð75, and 100
respectively. SA will be terminated if the absolute differ-
ences between the two successive values of the optimal
objective function are all less than 10�6 within four iter-
ations. The algorithmic parameters in the GA include the
length of substrings l1, l2, and l3 and are given as 11, 10,
and 10 respectively. The crossover rate Pc and mutation
rate Pm are 0Ð8 and 0Ð005 respectively. The population
size is given as 3000, and the stopping criterion is 500
generations at most.

The results obtained from SA and the GA are compared
with those obtained from the EKF and NLN methods
(Yeh and Huang, 2005) and are listed in Table IV. The

Table IV. Comparison of results from three-parameter model
when using NLN, EKF, and global optimization methods to

analyse Cooper’s (1963) data

Observation Estimated parameters Errors
well

T (m2

day�1)
S

(ð10�4)
B

(m)
ME

(ð10�4)
SEE

(ð10�3)

SA method
1 1239Ð4 0Ð98 617Ð6 3Ð50 13Ð3
2 1243Ð4 0Ð97 605Ð3 �0Ð385 5Ð73
3 1221Ð2 1Ð01 597Ð4 �1Ð54 3Ð43

GA method
1 1242Ð2 0Ð97 622Ð0 6Ð26 13Ð4
2 1210Ð9 0Ð98 579Ð5 7Ð29 6Ð33
3 1225Ð6 1Ð03 601Ð2 �10Ð8 4Ð02

EKF method
1 1257Ð9 0Ð909 632Ð4 �6Ð53 19Ð9
2 1311Ð4 0Ð929 668Ð4 37Ð2 8Ð62
3 1228 1Ð0 600Ð0 �2Ð44 4Ð09

NLN method
1 1239Ð1 0Ð98 609Ð6 �1Ð10 13Ð3
2 1242Ð1 0Ð98 603Ð5 4Ð98 5Ð69
3 1215Ð2 0Ð97 594Ð8 �1Ð90 3Ð72
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Figure 4. The predicted drawdowns obtained from SA and the pumping test data for the observation wells in the leaky aquifer without considering
storage effect
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Figure 5. The predicted drawdowns obtained from the GA and the pumping test data for the observation wells in the leaky aquifer without considering
storage effect

Table V. The upper and lower bounds for parameters used in SA and the GA in the data analysis of the four-parameter model

Method T (m2 day�1) S B (m)  

Upper
bound

Lower
bound

Upper
bound

Lower
bound

Upper
bound

Lower
bound

Upper
bound

Lower
bound

SA 3000 0 10�3 10�5 1000 0 10�3 10�5

GA 3000 0 10�3 10�5 1000 0 10�3 10�5

estimated T for drawdown data obtained from those three
wells by the proposed methods, EKF, and NLN range
from 1200 to 1300 m2 day�1. The estimated S ranges
from 9Ð7 ð 10�5 to 1Ð0 ð 10�4 and the estimated leak-
age factor B ranges from 579Ð5 to 668Ð4. These results
indicate that the study site is close to the homogeneous
aquifer system. Figures 4 and 5 show the observed draw-
downs measured from those three wells and the predicted
drawdowns generated by the Hantush and Jacob model
with those parameters obtained from SA and the GA.
Apparently, the predicted drawdowns quite suitably fit
the pumping test data, as indicated in these two figures.

Four-parameter model

In the data analysis of the four-parameter model, the
upper and lower bounds for parameters estimated by SA
and the GA are given in the Table V. The algorithmic
parameters in the GA include the lengths of substrings
l1, l2, l3, and l4 and are given as 10, 10, 9, and 10
respectively. Parameters Pc and Pm are the same as those
given in the three-parameter model; the population size is
given as 4000 and the stopping criterion herein is given
as 500 generations at most.

The initial temperature is 10, the reduction factor Rt is
0Ð75, and number of algorithm iterations nl is 100. Notice
that the identification procedure of SA is terminated
when the absolute differences between the two successive

values of the optimal objective function are all less than
10�6 within four iterations.

The results of estimation for parameters T, S, L,
and  are listed in Table VI. The estimated parameters
obtained from SA and the GA almost agree with those
obtained from NLN (Yeh and Huang, 2005), as indicated
in Table VI. Figure 6 shows the observed drawdowns and
the predicted drawdowns estimated by the Neuman and
Witherspoon model and those parameters obtained from
SA and the GA. Obviously, the differences between the
predicated and observed drawdowns are extremely small.

The key parameters of simulated annealing and the
genetic algorithm

The algorithmic parameters of SA or the GA are very
critical in the searching procedures. Zheng and Wang
(1996) suggested that the temperature reduction should
be given properly to guarantee the results obtained are
the global optimum. The population size in the GA con-
trols the scale of the searching domain. To examine the
robustness of applying the proposed approach in aquifer
parameter identification, different key parameters of SA
and the GA are assigned. The initial temperature and Rt

in SA and the population size in the GA are considered
as the key parameters in this study. Sridharan et al.’s
(1987) data are analysed using the four-parameter model
with different key SA parameters. Similarly, different key
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Table VI. The estimated parameters and prediction errors when using the NLN, EKF, and global optimization methods to analyse
Sridharan et al.’s (1987) data

Method Estimated parameters Errors

T (m2 day�1) S (ð10�4) B (m)  (ð10�4) ME (ð10�3) SEE (ð10�2)

SA 23Ð4 1Ð64 218Ð045 9Ð04 �1Ð81 1Ð02
GA 23Ð9 1Ð59 228Ð346 9Ð68 �2Ð67 1Ð18
EKF 22Ð6 1Ð73 204Ð225 3Ð16 1Ð49 1Ð36
NLN 23Ð3 1Ð65 216Ð418 7Ð04 �1Ð78 1Ð00
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Figure 6. Comparison of the predicted drawdowns obtained from different global optimization methods and the pumping test data for the leaky
aquifer with considering storage effect

GA parameters are chosen for analysing Cooper’s (1963)
data when using the three-parameter model.

Table VII lists the aquifer parameters obtained from
SA with a different reduction factor Rt. Those estimated
parameters are almost the same except that the aquitard
storage coefficient  is slightly different. Table VIII lists
the estimated results of different population sizes used in
the GA for the drawdown data of the third observation
well following 500 generation calculations. The aquifer
parameters obtained by the GA when employing a small

Table VII. Estimated parameter by SA using different tempera-
ture reduction factors

Temperature Estimated parameters
reduction factor Rt

T (m2

day�1)
S

(ð10�4)
B

(m)
 

(ð10�4)

0Ð90 23Ð36 1Ð64 218Ð05 9Ð06
0Ð80 23Ð35 1Ð64 218Ð05 9Ð58
0Ð75 23Ð36 1Ð64 218Ð05 9Ð04
0Ð70 23Ð35 1Ð64 218Ð05 8Ð60
0Ð60 23Ð35 1Ð64 218Ð05 9Ð57
0Ð50 23Ð34 1Ð65 218Ð05 9Ð59
0Ð30 23Ð35 1Ð64 218Ð05 9Ð58

population size (300) are slightly different from those of
a large population size (e.g. 1000 or/and 3000). However,
the results obtained from a small population size can save
about 90% of the computing time in obtaining results
that are very close to the optimal solutions. Obviously,
more accurate solutions require a larger population size
and much more computing time. Figure 7 displays the
evolution of the objective function value for different
population sizes. The figure shows that the objective
function value decreases rapidly in the early generations
and very slowly in the latter generations, especially
when the population size is 3000. Note that the optimal
solutions are obtained at 12, 18, and 20 generations as
the population size is given as 3000, 1000, and 300
respectively. When a large population size is applied,
more trial solutions will be produced and a better solution
is more likely to be found. This fact also demonstrates
that the GA is very robust in the early searching stage
and the results converge to the optimal solution at a later
searching stage.

If the initial guess values are far away from the target
parameters, then gradient-type methods for solving the
non-linear least-squares equations might give divergent
results. This is the major disadvantage of employing
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Table VIII. Comparison of results for leaky aquifer without storage effect obtained by the GA using different population sizes

Population size T (m2 day�1) S (ð10�4) B (m) ME (ð10�4) SEE (ð10�3) CPU time (s)

300 1245Ð61 1Ð03 613Ð3 7Ð78 4Ð13 26Ð90
1000 1225Ð59 1Ð03 601Ð2 9Ð76 4Ð02 100Ð80
3000 1225Ð59 1Ð03 601Ð2 9Ð76 4Ð02 258Ð70
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Figure 7. The objective function value versus generation for different population sizes

Table IX. Comparison of results in leaky aquifer considering storage effect when using different initial guesses for SA

Initial guess Estimated parameters Convergence or not?

T (m2 day�1) S (ð10�4) L  (ð10�4) T (m2 day�1) S (ð10�4) B (m)  (ð10�4)

0Ð0 0Ð1 2Ð5 1Ð0 23Ð3 1Ð64 218Ð05 9Ð58 Yes
1Ð0 23Ð3 1Ð64 218Ð05 9Ð58 Yes

10Ð0 23Ð3 1Ð64 218Ð05 9Ð57 Yes
0Ð1 0Ð00 0Ð1 23Ð3 1Ð64 218Ð05 9Ð57 Yes

0Ð10 10Ð0 23Ð3 1Ð64 218Ð05 9Ð57 Yes
1000Ð0 0Ð1 2Ð5 1Ð0 23Ð3 1Ð64 218Ð05 9Ð59 Yes

1Ð0 23Ð3 1Ð64 218Ð05 9Ð59 Yes
10Ð0 23Ð4 1Ð64 218Ð05 9Ð57 Yes
1Ð0 0Ð10 10Ð0 23Ð4 1Ð64 218Ð05 9Ð04 Yes

3000Ð0 0Ð1 2Ð5 1Ð0 23Ð3 1Ð64 218Ð05 9Ð59 Yes
1Ð0 23Ð4 1Ð64 218Ð05 9Ð57 Yes

10Ð0 23Ð4 1Ð64 218Ð05 9Ð57 Yes
10Ð0 5Ð00 10Ð0 23Ð3 1Ð64 218Ð05 9Ð58 Yes

0Ð00 0Ð1 23Ð4 1Ð64 218Ð05 9Ð04 Yes

the NLN method in solving non-linear least-squares
equations. Therefore, different initial guess values for SA
and different random number seeds for the GA are cho-
sen to examine the performance of SA and the GA in
parameter identification. Table IX displays the parame-
ters obtained by SA with different initial guesses. The
estimated parameters are almost identical, even if the
initial guesses differ by several orders of magnitude.
These results indicate that SA can not only determine

aquifer parameters successfully, but also give a consis-
tent estimation when using different reductions in the
temperature factor and initial guesses. Figure 8 indicates
that the results and the searching progress in the GA are
the same with different random number seeds. Notice
that the random number generator used in the GA is
taken from Press et al. (1992) and it generates random
values between zero and one based on the seed user
defined.
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Figure 8. The objective function value versus generation for different random number seeds

CONCLUDING REMARKS

A novel approach is developed based on global optimiza-
tion methods such as SA or a GA and incorporated with
aquifer drawdown equations to identify aquifer parame-
ters of leaky aquifer systems. Two leaky aquifer models,
one by Hantush and Jacob (1955) and the other by Neu-
man and Witherspoon (1969), are chosen to generate the
drawdown data. This study employed SA and a GA to
find the least sum of square errors between the observed
drawdowns and the estimated drawdowns to identify the
aquifer parameters. The Hantush and Jacob model con-
tains three parameters: transmissivity, storage coefficient,
and leakage factor. The Neuman and Witherspoon model
has an additional parameter accounting for aquitard stora-
tivity. Three sets of drawdown data given by Cooper
(1963) and the drawdown data given by Sridharan et al.
(1987) were chosen for data analyses. The aquifer param-
eters obtained from SA or the GA agree suitably with
those obtained from NLN or EKF coupled with the Han-
tush and Jacob model or the Neuman and Witherspoon
model when analysing those available drawdown data.

The estimated parameters are almost identical for var-
ious initial guesses, which differ by several orders of
magnitude. These results indicate that not only can SA
determine aquifer parameters successfully, but it also
gives consistent estimations when using different initial
guesses. This is a significant advantage over the NLN and
EKF approaches. In addition, different key SA and GA
parameters are employed to analyse the aquifer parame-
ters. The results indicate that the present approach always
yields a good estimation for aquifer parameters when
using different algorithmic parameters. In SA, the results
obtained from random initial guesses and the different
temperature reduction factors differ slightly from one

other. Similarly, the differences in estimated parameters
are negligible when varying the population size or chang-
ing the random number seed in the GA. In short, all the
results of parameter estimations indicate that SA and the
GA are very robust and give consistent results for han-
dling the parameter identification problems.
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