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Image-Based Traffic Monitoring
With Shadow Suppression
Color analysis algorithms seem to allow more accurate estimation of traffic conditions

when traffic control camera systems become confused by shadows.

By Kai-Tai Song, Associate Member IEEE, AND JEN-CHAO TAI

ABSTRACT | For a vision-based traffic monitoring and

enforcement system, shadows of moving objects often cause

serious errors in image analysis due to misclassification of

shadows and moving vehicles. An effective shadow suppres-

sion method is thus required to improve the accuracy of image

analysis and this paper proposes a novel color–space ratio

model for detecting shadow pixels in traffic imagery. The

proposed approach does not require many image sequences

for constructing the model. Instead the model can be easily

built up using a shadow region in a single image frame. To

increase the accuracy of shadow detection, we design two

types of spatial analysis to verify actual shadow pixels. Com-

parative results show that the proposed method works better

than several well-knownmethods. The proposed methods have

been applied to an image-based traffic monitoring system for

detecting shadow pixels in traffic imagery. The experimental

results not only validate the feasibility of the proposed

algorithm but also successfully estimate traffic parameters

such as traffic flows, traffic densities, vehicle turn ratios and

vehicle speeds, all with satisfactory accuracy.

KEYWORDS | Image processing; shadow suppression; traffic

monitoring system; vehicle detection; visual tracking

I . INTRODUCTION

Vision-based traffic monitoring has become an active

research area in recent years to support the development

of intelligent transportation systems. Under the frame-

work of advanced transportation management and in-

formation systems, services such as traveler information,

route guidance, traffic control, congestion monitoring,
incident detection, and system evaluation across complex

transportation networks have been extensively studied to

enhance traveling safety and efficiency [1]–[3]. For these

advanced applications, various types of traffic informa-

tion need to be collected on-line and distributed in real

time. Automatic traffic monitoring and enforcement have

also become increasingly important for road use and

management.
Various sensor systems have been applied to estimate

traffic parameters. Currently, magnetic loop detectors are

the most widely used sensors, but they are difficult to

install and maintain. It is widely recognized that image-

based systems are flexible and versatile for advanced traffic

monitoring and enforcement applications. Compared with

loop detectors, image-based traffic monitoring systems

(ITMS) provide more flexible solutions for estimating
traffic parameters [4]–[8]. In ITMS, it is important to

segment and track various moving vehicles from image

sequences. Thanks to image tracking techniques, the pixel

coordinates of each moving vehicle can be recorded in

each time frame. Using calibrated camera parameters,

such as focal length, tilt angle, installation height of the

camera, and vanishing point of parallel lines in the scene,

the pixel coordinates of moving vehicles can be trans-
formed into their world coordinates [9]. Accordingly,

useful traffic parameters, including vehicle speeds, vehicle

travel directions, traffic flows, etc., can be obtained from

image measurement. These quantitative traffic parameters

are useful for traffic control and management [6].

Many approaches to vehicle segmentation have been

studied for image-based traffic monitoring [6]–[8].
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Background removal is a powerful tool for extracting
foreground objects from image frames. However, shadows

of moving objects often cause serious errors in image

analysis due to the misclassification of shadows and

moving objects. In traffic imagery, shadows attached to

their respective moving vehicles introduce distortions and

cause problems in image segmentation, so cast-shadow

suppression is an essential prerequisite for image-based

traffic monitoring. In order to increase the accuracy of
image analysis, it is desirable to develop a method to

separate moving vehicles from their shadows.

Many algorithms have been proposed to detect and

remove moving cast-shadows in traffic imagery [10]–[17].

Shadow suppression can be classified into two main

categories: shape-based approaches and spectrum-based

approaches. Shape-based methodologies employ a priori
geometric information for the scenes, the objects, and the
light-source location to resolve the shadow detection

problem. Hsieh et al. employed lane features and proposed

a line-based algorithm to separate all unwanted shadows

from the moving vehicles [10]. Yoneyama et al. designed

two-dimensional (2-D) joint-vehicle/shadow models to

represent the objects and their attached shadows in order

to separate the shadows from the objects [11]. Under

specific conditions, such as when vehicle shapes and
illumination directions are known, these models can

accurately detect shadows. However, they are difficult to

implement since the knowledge of lane features, object

classes, and illumination conditions are not readily

available in practical applications.

On the other hand, spectrum-based techniques utilize

spectral information of lit regions and shadow regions to

detect shadows [12], [13]. Compared with the shape-based
approaches, inference based on color information is more

explicit, because the spectral relationship between lit

regions and object-shadow regions is affected only by il-

lumination, not by object shapes or light source directions.

Horprasert et al. proposed a computational RGB color

model to detect shadows [14]. Brightness distortions and

chromaticity distortions are defined and normalized to

classify each pixel. However, the detection accuracy of the
algorithm is sensitive to the background model and it is

often difficult to obtain enough foreground-free frames to

build a reliable background model in traffic scenes.

Cucchiara et al. used the hue-saturation-value (HSV) color

information to extract shadow pixels from previously

extracted moving foreground pixels [15]. For this, a

threshold operation is performed to find shadow pixels

and the empirically determined thresholds dominate the
detection accuracy. The shortcoming of this method is that

it is not an analytical method. Salvador et al. employed

invariant color features to detect shadows [16]. These

features describe the color configuration of each pixel

discounting shading, shadows and highlights. They are

invariant to the change of illumination conditions, and

therefore are powerful indexes for detecting shadows.

However, the computational load of this method is rather
large. Bevilacqua proposed a gray-ratio-based algorithm to

effectively detect shadows with an empirically assigned

ratio threshold [17]. This gray-ratio-based analysis consid-

erably shortens the computation time, but easily mis-

classifies objects as shadows, because pixels of different

colors may have a similar gray value.

The objective of this study is to propose a new,

analytically resolved shadow model for effectively detect-
ing shadows in traffic imagery. Current color-constancy-

based shadow suppression methods examine each pixel of

an image to build shadow models. Analyzing the spectrum

properties of each pixel covered by shadows in an image

sequence is a time-consuming process. Further, it is dif-

ficult to obtain enough shadow properties of image pixels

for probability analysis from image sequences. In traffic

imagery, the region of interest (ROI) is the roadway in the
background image, while light sources such as the sun and

the sky are practically fixed. The road can be treated as a

Lambertian surface since the sun direction does not

change over a few frames and the light source from the

sky is relatively uniform. Thus, it is not necessary to

model each pixel respectively for shadow detection

because the shadow property of each road pixel is similar

under the same Lambertian condition [18]. Nevertheless,
color values of pixels are different from each other in

color space, so it is impossible to construct a unique

model for each pixel merely by using color space. In-

vestigating other shadow properties in order to resolve the

unique model clearly deserves attention for cast-shadow

detection.

In this paper, a shadow-region-based statistical non-

parametric (SNP) approach is developed to construct a
unique model for shadow detection of all pixels in an

image frame. To effectively and analytically build a model

for shadow detection, we do not establish the model by

examining each pixel in image sequences; instead, we

construct the model by using a shadow region in a single

image frame. In our design, a color ratio between lit pixels

and shadow pixels is utilized as an index to establish the

unique model for different shadow pixels. We will later
show that in all image sequences, the ratio can be

considered constant under the Lambertian condition.

The model generation procedure requires much less effort

and hence much smaller computational load compared

with currently available methods. To further improve the

performance of shadow suppression, a postprocessing

stage of spatial analysis is added to verify the actual shadow

pixels. The shapes and boundary information of the
detected shadow region are used to verify the actual

shadow pixels.

The rest of this paper is organized as follows. Section II

describes the design of background estimation and moving

object segmentation. Section III focuses on shadow

detection algorithms. Experimental studies of a traffic

monitoring system with shadow suppression are presented
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in Section IV, and the limitations of the illustrated results
are also discussed. Section V summarizes the contributions

of this work.

II . BACKGROUND ESTIMATION AND
MOVING VEHICLE SEGMENTATION

A basic step in analyzing traffic scenes is to detect moving

vehicles. Moving vehicles can be segmented by subtracting
the background image from the current image frame. In

general, a common assumption is that each pixel value of a

background scene can be well described by a statistical

model. If the statistical model of the background imagery

can be obtained, moving objects can be segmented by

checking the captured pixel value with its corresponding

background model [19], [20].

A. Gaussian Mixture Background Modeling
In statistical approaches to background estimation,

techniques adopting multimodel probability distribution
have been widely used to represent the recorded inten-

sities of a pixel. In recent years, Gaussian mixture model

(GMM) approaches to obtaining reliable background

images have gained increasing attention for ITMS [21].

The intensity and chromatic values of an image pixel

are modeled as a mixture of K Gaussian distributions. A

K-means approximation algorithm updates the mixture

model parameters using new pixel values. The Gaussians
are ordered in descending order by the value of w=�,

where w is an estimate of the weight (the portion of the

data accounted for by the Gaussian) and � is the standard

deviation of the Gaussian. The most relevant Gaussians are

then chosen to complete the background model.

GMM features effective background estimation under

environmental variations through a mixture of Gaussians

for each pixel in the image frame. In urban traffic, how-
ever, vehicles stop occasionally at intersections because of

traffic lights or control signals. Such kinds of transient

stops increase the weight of nonbackground Gaussians and

degrade the accuracy of background generation.

B. Single Gaussian Background Modeling
For an image sequence captured by a static camera,

pixel values may have complex distributions, and the

intensity of a background pixel will dominate the largest

Gaussian. The values of each color channel of a back-

ground pixel can be modeled as a single Gaussian model

and therefore be determined by analyzing its correspond-
ing color histogram [22], [23]. In histogram approaches,

the mean of a Gaussian background model can be de-

termined by searching for the maximum frequency in the

color histogram, because each frequency of histogram is

proportional to its appearance probability.

In practical traffic imagery, very often several inten-

sities of values may have the same maximum frequency in

the histogram due to sensor noises of image acquisition
devices. It is thus difficult to determine the mean value of a

background Gaussian model from the histogram. In order

to resolve this problem, a group-based histogram (GBH)

has been proposed to estimate a single Gaussian back-

ground model [24]. In the GBH, an accumulative fre-

quency is generated by summing the frequencies of each

individual intensity and those of its neighboring intensities

in the histogram. The GBH effectively smoothes the fre-
quency curve of conventional histogram for more accurate

estimation of the Gaussian mean. The value that has the

maximum frequency in the GBH is treated as the mean

value of the background model. After the mean value � of

the background model is found, the variance � can be

computed as follows:

�2 ¼ 1Pv¼�þ3�0

v¼��3�0 nðvÞ
�

Xv¼�þ3�0

x¼��3�0
ðv � �Þ2nðvÞ (1)

where nðvÞ is the count of pixels with value v, and �0 is the

maximum standard deviation of the Gaussian background

models. (The value can be experimentally obtained by

analyzing the background models from image sequences

offline.)

C. Foreground Segmentation
Pixel values obtained from an image sequence consist

of a principal background Gaussian and many minor

foreground distributions. The types of each pixel value can

be simply categorized as: static background objects and
moving foreground objects. To cope with the variation in

the background intensity, a moving object is segmented if

its intensity is located beyond �3� from the mean � of the

Gaussian background model. Therefore, foreground ob-

jects are detected by checking the difference between the

input RGB value and the background RGB value of the

current image. An erosion operation of morphology is

employed to remove salt-and-pepper noise [25]. The final
foreground segmentation result consists of moving objects

and their cast shadows; further analysis is then performed

to separate shadows from the moving objects.

III . CAST-SHADOW DETECTION IN
TRAFFIC IMAGE

Fig. 1 illustrates the block diagram of the proposed

shadow suppression procedure. The complete system

consists of four modules: a background estimation

module (Section II-B), a background removal module

(Section II-C), a shadow detection module, and a shadow

verification postprocession module. The shadow detection

module employs an RGB spectral-ratio model to identify

shadows. In the shadow verification module, spatial
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analysis schemes are applied to check whether a shadow

pixel is true or not. Accordingly, moving objects and their
cast-shadows can be separated.

A. Spectral Ratio Shadow Detection Algorithm
A traffic scene is illuminated by a faraway point source

(the sun) and a diffuse source (the sky). Cast shadows in
the scene are caused by sunlight occlusion. The distance

between objects and their cast shadows is negligible in

traffic scenes, compared with the distance between the

light source and the objects. Thus, this type of the cast

shadow is mostly an umbra or a strong shadow [12].

Shadow regions are darker than the background and their

color spectrum also differs from that of the background.

Since the RGB components of each pixel of the roadway
differ from one another, it is impossible to use a unique

model to detect the shadow of each pixel by merely using

the RGB color space. Therefore, color space conversion or

normalization is employed to find the model. To generate

a shadow model, we hypothesize that the RGB ratio

between lit regions and shadow regions is constant for all

pixels of a traffic scene in image sequences. This

hypothesis facilitates the construction of a unique model
for shadow detection in an image frame. The model-built

procedure can be effectively achieved by using a shadow

region in the image, not from image sequences. Detailed

reasoning of the constant-ratio hypothesis is presented in

Appendix A.

According to the hypothesis, in each RGB channel, the

color ratio between a lit pixel and a shadow pixel can be

treated as a constant for every pixel in the traffic imagery.

As a result, a pixel is classified as a shadow if its RGB
component satisfies

Rshadow¼ �Rlit and Gshadow ¼ �Glit

and Bshadow ¼ �Blit (2)

where ðRlit;Glit; BlitÞ is the RGB value of a lit pixel, ðRshadow;
Gshadow; BshadowÞ is the RGB value of a shadow pixel, and
�; �; � are constants whose values are smaller than one.

Based on (2), a shadow-region-based SNP method has

been developed to construct the ratio model for shadow

detection of all pixels in the image frame. Gaussian models

are exploited to represent the constant RGB-color ratios

between a lit pixel and a shadow pixel in this method. The

unique ratio model can be found by analyzing shadow

samples taken from the shadow region in an image frame.
To cope with variations of the ratio, we use the Gaussian

distribution inside �1:5� (88.6%) as a threshold. Thus, a

shadow pixel can be determined as shown in (3) at the

bottom of the page, where IRðx; yÞ, IGðx; yÞ, and IBðx; yÞ are

the input RGB values; �Rðx; yÞ, �Gðx; yÞ, and �Bðx; yÞ
denote the background RGB values at pixel position ðx; yÞ;
rR, rG, and rB are the RGB mean ratio values of a pixel when

cast by a shadow in the image; �rR, �rG, and �rB represent
the RGB standard deviation ratios of pixels when cast by a

shadow in the background image.

Fig. 2(a)–(d) illustrates an example of the RGB

Gaussian shadow model. In Fig. 2(a), 100 samples of

shadow pixels in an image frame are selected to build the

Gaussian RGB ratio model, as depicted by small white dots

in the shadow region of the figure. To validate the

Gaussian model constructed from the shadow region, we
tested shadow data at three points [indicated by large

white dots and labeled as S1, S2, and S3, respectively, in

Fig. 2(a)]. The shadow data is recorded only if vehicle’s

shadow is cast on the points. Furthermore, all the recorded

data are also combined (referred to as S_total) and used to

verify the hypothesis of constant color ratio. The Gaussian

RGB ratio models of recorded data and shadow-region data

(labeled by region) are depicted in Fig. 2(b)–(d),
respectively. The mean and the standard deviation of the

RGB ratio of each sample are presented in Table 1. In this

design, a pixel is regarded as a shadow pixel if its RGB ratio

satisfies (3). The results computed from the four groups of

samples (S1, S2, S3, and S_total) demonstrate that the

accuracy is higher than 86%, as shown in Table 1. This

Fig. 1. Block diagram of the proposed shadow suppression method.

Sðx; yÞ ¼ 1; if
IRðx;yÞ
�Rðx;yÞ � rR

��� ��� G 1:5�rR and
IGðx;yÞ
�Gðx;yÞ

� rG

��� ��� G 1:5�rG and
IBðx;yÞ
�Bðx;yÞ � rB

��� ��� G 1:5�rB

0; otherwise

(
(3)
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reveals the effectiveness of the hypothesis so the shadow-

region-based RGB ratio model can be used to determine
the shadow in image sequences. Fig. 3 illustrates an

example of shadow detection. By using (3) and the

Gaussian RGB ratio model of shadow-region data, one can

detect the shadow as shown in Fig. 3(a). Fig. 3(b) shows

the detected moving object. The result of SNP shadow

suppression is shown in Fig. 3(c). It can be seen in Fig. 3(c)

that some shadow pixels are not recognized as expected.

This is mainly caused by the uncertainties in image
sensing. We handle this insufficiency and improve the

performance of shadow suppression by adding a post-

processing spatial analysis step.

B. Spatial Analysis for Shadow Verification
Two types of shadow detection errors may commonly

occur, namely shadow detection failure and object

detection failure. The first type of error occurs if a shadow
pixel has the ratios outside the detection range of the

shadow model, causing the shadow to be unrecognizable.

This can be seen in Fig. 3(c), where there are some shadow

pixels that are to be unrecognized. The second type of

detection failure occurs as the RGB color ratios of an object

pixel lies inside the detection range of the shadow model.

Fig. 2. Gaussian models of RGB ratio of recorded samples and shadow-region data.

Table 1 Gaussian Models of RGB Ratio of Recorded Data and the

Shadow-Region Data
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This occurs especially when the ratios are higher than the

mean of Gaussian ratio model and still inside the detection

range; there are almost no shadow pixels in this region as

shown in the sample plots of Fig. 2(b)–(d). For instance, in

Fig. 3(c), partial pixels of the vehicle are misclassified as
shadow pixels. To improve the accuracy of shadow

detection, we propose adding a postprocessing spatial

analysis for shadow confirmation. The spatial analysis is

performed to confirm the true shadows as well as the true

objects according to their geometric properties.

1) Size Discrimination of Moving Object Candidates: In the

process of shadow detection, actual shadows sometimes
break into small isolated shadow blobs. Generally, the sizes

of these small shadow blobs are smaller than the detected

moving vehicles in the image sequence. These small blobs

will not be considered as moving object candidates. Thus,

one can discriminate the small blobs of shadow from the

big blobs of moving objects by using the size information.

In this design, all blobs of moving object candidates are

grouped into different regions using a connected compo-
nents labeling algorithm [26]. The regions that have small

sizes are recognized as shadow regions.

2) Border Discrimination of Moving Cast Shadow Candi-
dates: The moving blobs segmented by background

removal consist of shadow pixels and object pixels. In

practice, the true shadow pixels will cluster in the fringes

of the blobs. If a part of the detected vehicle is mis-
classified as a shadow, most of the boundary of this region

will be located inside the candidate foreground, as shown

in Fig. 3(b) and (c). If the shadow candidate is a true

shadow, more than a half of the boundary should be

adjacent to the boundary of foreground candidates. Thus,

one can use the boundary information of a shadow-

candidate region to confirm whether the shadow is a true

shadow or not [17]. In this design, the boundaries of

foreground candidate are segmented by Sobel edge

detection algorithm [25]. Next, each distinct candidate

shadow region is determined by using a connected com-

ponent’s labeling algorithm. Sobel edge detection is also

used to find the edge of each distinct shadow region. The
number Nf of boundary shadow pixels that are adjacent to

the boundary of a foreground-candidate region and the

number Ns of all boundary shadow pixels are computed.

The shadow is considered a true shadow if the ratio Nf=Ns

is greater than 50%. Fig. 3(d) depicts the confirmation

result of spatial analysis of Fig. 3(c). It can be seen that the

accuracy of shadow detection is greatly improved in

comparison with the original result. More detailed ex-
perimental results are presented in Section III-C.

C. Comparison Results
For traffic monitoring and enforcement applications,

shadow suppression effectively reduces misclassification

and erroneous counting of moving vehicles. The goal of

shadow suppression is to minimize both the false negative
(FNS, the shadow pixels misclassified as background/

foreground) and the false positive (FPS, the background/

foreground pixels misclassified as shadow pixels) detec-
tions. In order to systematically evaluate the performance

of the proposed method, we adopt two metrics, namely the

shadow detection rate 	 and the object detection rate 
 [13]

for quantitative comparison

	 ¼ TPS

TPS þ FNS
(4)


 ¼ TPF

TPF þ FNF
(5)

where TPS and TPF are respectively the number of shadow

pixels and foreground pixels correctly identified; FNS and

Fig. 3. Explanation of shadow suppression steps. (a) Original image. (b) Moving object segmentation result of background removal.

(c) Shadow segmentation results of spectral ratio shadow detection. Detected shadows are indicated by white area.

(d) Segmentation results of shadow suppression after spatial analysis.
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FNF are respectively the number of shadow pixels and

foreground pixels falsely identified. A comparison with

two well-known methods has been carried out to validate

the performance of the proposed algorithm. An SNP

approach [27] and a deterministic nonmodel (DNM)-based

approach [15] were selected for the performance compar-

ison. The SNP approach treats object colors as a

reflectance model from the Lambertian hypothesis. It

uses the normalized distortion of brightness �0
i and dis-

tortion of the chrominance CD0
i, computed from the dif-

ference between the background color of a pixel and its

value in the current image, to classify a pixel in four

categories, as shown in (6) at the bottom of the page. The

DNM method works in the HSV color space. Shadow de-

tection is determined according to the following equation:

Sðx; yÞ

¼
1; if � 	 IV

k ðx;yÞ
BV

k
ðx;yÞ 	 � and IS

kðx; yÞ� BS
kðx; yÞ 	 �S

and DHðx; yÞ	 �H

0; otherwise

8><
>:

(7)

where DHðx; yÞ ¼ minðjIH
k � BH

k j; 360 � jIH
k � BH

k jÞ, Ikðx; yÞ
and Bkðx; yÞ are the pixel values at ðx; yÞ coordinate in the

Fig. 4. Comparison results of shadow suppression method (white pixels represent the moving vehicle; the gray pixels represent

the attached shadow). (a) Original image. (b) Proposed method. (c) SNP method. (d) DNM method.

CðiÞ ¼

Foreground : CD0
i 9 �CD or �0

i G ��lo else

Background : �0
i G ��1 and �0

i 9 ��2 else
Shadowed background : �0

i G 0 else

Highlighted background : otherwise

8>><
>>: (6)
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input image (frame k) and in the background model

(computed at frame k), respectively.
For an objective comparison, the model of background

image is updated in advance for all algorithms in the test.

Fig. 4 shows the test results of these methods (Proposed,

DNM [15], and SNP [27]) using the benchmark sequences

Highway-I [13]. First, we check the computation time of

each algorithm, as shown in Table 2. The proposed

algorithm requires the least computation time. It takes

only 3.6%–21% of the time needed by the other two
methods because it merely utilizes division operation to

obtain the shadow information. The SNP algorithm takes

the longest time due to its complex normalization

procedure, which consists of square, square root, addition,

and division operations.

Second, we examine the shadow detection rate and the

object detection rate of each algorithm. The ground truth

for each frame is required for calculating the quantitative
metrics (4) and (5). We manually and accurately classify

the pixels into foreground, background, and shadow

regions in the image sequences. Figs. 5 and 6 show the

comparison results of shadow detection rate and object

detection rate of the proposed method, SNP and DNM,

respectively. The accuracy corresponding to the plots in

Figs. 5 and 6 are listed in Table 3. The results evaluated by

Prati et al. [13] (obtained by analyzing dozens of frames for
each video sequence representative of different situations)

are also listed in Table 3 for a fair comparison. The ex-

perimental results show that the proposed method

provides more reliable object detection results than the

two state-of-the-art methods. The results obtained from

each algorithm with or without spatial analysis are also

listed in the table to check the effectiveness of spatial

analysis. The merit of the proposed spatial analysis is that it
can be combined with existing shadow suppression

methods for further improvement of the performance. It

can be seen that the spatial analysis significantly improves

the performance of shadow detection. For instance, the

shadow detection rate of the DNM algorithm is increased

from 57% to 80%. The proposed method outperforms the

other two methods in both shadow suppression and

moving object detection. Its advantage is that it uses a
ratio model that is constructed from only a single image

frame. A video clip of the experimental results can be

found at: http://isci.cn.nctu.edu.tw/video/PIEEE_WMV/

PIEEE_shadow1.wmv.

IV. TRAFFIC MONITORING
EXPERIMENTAL RESULTS

In this section, two experimental results of traffic

monitoring with shadow suppression are presented. The

video images under various illumination conditions were

recorded in advance from an expressway, as well as at an

urban intersection. Shadows attached to their respective

moving vehicles degrade the performance of traffic

monitoring if the ITMS has no shadow suppression

Table 2 Comparison of Computation Time for Shadow Spectral Analysis

Fig. 5. Comparison results of shadow detection rate between the

proposed method, DNM, and SNP.

Fig. 6. Comparison results of object detection rate between the

proposed method, DNM, and SNP.
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function. These experiments both validate the feasibility of

the proposed algorithm and also show that the ITMS

achieves high accuracy for estimating of traffic parameters

such as traffic flow, traffic density, vehicle speeds, and

vehicle turn ratio.

A. Image Tracking for Traffic Parameter Estimation
A method has been developed to simultaneously detect

multiple vehicles and initiate tracking of vehicles on a

multilane road [28]. To track vehicles, we adopted B-spline

active contours to represent vehicle contours in the image

plane [29]. Exploiting a linear transformation, the vehicle

contour can be transformed to a shape–space vector with
six elements. This simplifies the postprocessing of contour

tracking in the image plane and the vehicle contour will be

restricted to vary steadily by the shape–space vector. In the

process of vehicle detection, the location of a vehicle can

be detected by using a detection window or region-of-

interest technique. Its size can be also determined by using

the region which the vehicle image occupies. If a vehicle

leaves the region, an initial contour is generated accord-
ingly for tracking operations. Once initialized, the vehicle

contour will be tracked and updated iteratively. Dynamic

models are designed to predict the shape–space vector

[30]. An image measurement procedure is responsible for

obtaining the best-fitted curve of a vehicle outline in an

image according to the vehicle contour generated from the

predicted shape–space vector. A Kalman filter is designed

to combine the information from the predicted states and
the best-fitting measurement states. Assuming the vehicles

lie in a flat plane and the camera has been calibrated, the

pixel coordinates of the vehicle can be transformed into its

world coordinates [31]. As vehicles in an image sequence

are successfully tracked, traffic parameters such as traffic

flow, vehicle speed, and traffic density can be obtained

through simple computation.

Practical experiments with traffic parameter extraction

have been conducted to evaluate the shadow suppression

and the tracking performance by using a recorded video of
traffic scenes. The frame rate adopted in the experiment is

15 frames/s and image capture size is 352 � 240 pixels.

Fig. 7 illustrates an example of the image tracking of cars

and trucks on an intercity expressway. In the video scene,

the shadow strength is medium and the shadow size is

large. The ITMS will fail to detect and track the moving

vehicles if there is no shadow suppression procedure in

use. Fig. 7(b)–(l) shows that the proposed method
successfully separates the shadows from the moving

objects. In Fig. 7(b), two cars are detected in the detection

window and another car is tracked. One car leaves the

detection window and an active contour is initiated for

tracking in Fig. 7(d). Three cars are tracked in Fig. 7(f).

One car is tracked and a truck is detected in the detection

window, as shown in Fig. 7(h). The truck leaves the

detection window and an initial contour is generated for
tracking in Fig. 7(j). In Fig. 7(l), the truck is tracked and a

car is detected in the detection window. The experimental

results demonstrate that the traffic monitoring system can

successfully track multiple moving vehicles with shadow

suppression. Partial experimental results can be found in

the video clip at: http://isci.cn.nctu.edu.tw/video/

PIEEE_WMV/PIEEE_track.wmv.

In this example, useful traffic parameters have been
estimated. In the time span of 23 s, a total of 16 vehicles

were detected (the ground truth is 16 vehicles). Table 4

shows the experimental results of the estimation of vehicle

speed. In this table, the ground truth, which was manually

measured from image sequences, is also presented for

Table 3 Mean Accuracy of Shadow Detection Results and Object Detection Results
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Fig. 7. Experimental results of vehicle tracking with shadow suppression on an expressway. (Detected shadows are indicated by

white area and detected vehicles are indicated by darker areas.)
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comparison. Because the initial contour generated by the

proposed method is well-suited for the active-contour-

based image tracking with shadow suppression; the error

of average speed estimation is within 5%. The traffic

parameters are estimated as follows: the average speed is
80.4 km/h (the ground truth is 80.2 km/h), the traffic flow

is 2504.3 car/h.

B. Turn Ratio Estimation
In this experiment, the left turn ratio of oncoming

vehicles is estimated at a T-shaped intersection, as shown in

Fig. 8. Two detection windows are set up to detect vehicles

turning left and those moving straight ahead, respectively.
Note that vehicles passing through the right region involve

three types of motionsVoncoming vehicles turning left,

opposite direction ongoing vehicles moving straight, and

vehicles of the cross-lane moving straight. Only the on-

coming vehicles turning left need to be counted for the left-

turn ratio estimation. It is clear that the motion directions

of different type of vehicles are considerably different. The

motion direction can be used to monitor the left-turn
oncoming vehicles. The motion field can be computed by

identifying corresponding pairs of feature points in two

successive image frames taken at time t and t þ�t. In this

design, the Harris corner detector is adopted to extract the

corner points from traffic imagery because of its superior

repeatability, robustness to viewpoint changes and invari-
ance to illumination variations [32].

Fig. 8(a)–(c) depicts the test results of shadow sup-

pression and the motion vector estimation. The image

sequences were captured shortly before sunset. In this

scene, the shadow strength is high, and the shadow size is

medium. The actual shadows have been successfully se-

parated from the moving vehicles by the proposed method.

In the figure, the small arrows indicate the detected
motion direction of the vehicles. An average motion vector

is obtained by considering the motion vectors of all feature

points in the specific region. The direction of the large

arrow shows the average motion vector of vehicles in the

ROI. Fig. 8(a) shows two oncoming vehicles passing the

ROI. One vehicle moves left and passes through the ROI in

Fig. 8(b). Fig. 8(c) shows an ongoing vehicle passing

through the ROI. The detected motion accurately reflects
the motion type of vehicles in this region and the shadows

have been suppressed for traffic monitoring. According to

the information on the estimated direction, the system can

identify the origin of the vehicles and determine the turn

ratio accordingly. In this test, the actual left turn ratio is

7% and the calculated value is 7.2% with an error of 3.7%.

A video clip of partial experimental results can be found

at: http://isci.cn.nctu.edu.tw/video/PIEEE_WMV/PIEEE_
ratio.wmv.

C. Discussion
In this presentation, our illustrations of results ex-

clusively refer to cases where vehicles are clearly separated

from each other. When vehicles are very close to each

other and their shadow size is large, very often their

shadows overlap other vehicles in the image frame. Under
these circumstances, the geometric properties of true

shadows will not be useful for shadow verification, as

described in Section III-B. For instance, if the cast shadow

of a vehicle is not recognizable and the shadow is adjacent

to other vehicles, the shadows cannot be segmented pro-

perly by using size discrimination. Furthermore, the ratio

will be smaller than 50% if a true shadow is surrounded by

vehicles. It is easy to show that border discrimination will
also misclassify the true shadow as an object. To solve the

occlusion problem, edge and color information on vehicles

and shadows can be exploited to verify shadow and moving

vehicles. How to achieve effective vehicle tracking once

vehicles or/and their shadows begin to overlap each other

remains an open question.

V. CONCLUSIONS AND FUTURE
DIRECTIONS

In this paper, an SNP method has been developed to

construct a color ratio model for shadow detection of

traffic imagery. This shadow detection method outper-

forms two well-known approaches in both shadow

suppression rate and computation time. The proposed

Table 4 Experimental Results of Vehicle Speed Estimation
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method has been successfully applied to an ITMS. Traffic

parameters such as vehicle speed and traffic flow can be

obtained with good accuracy even under shadow condi-

tions. The absolute error rate is less than 5.3% for vehicle

speed estimation and within 3.7% for the turn ratio

estimation.
For future studies, more emphasis needs to be directed

to increasing the robustness of the shadow detection and

vehicle detection under occlusion and various illumination

conditions. On one hand, the Gaussian ratio model built

under a specific illumination condition might fail under a

considerably different illumination. In traffic monitoring

applications, it will be beneficial to build a database of

ratio models for different illumination conditions. On the

other hand, shadow pixels that lie close to the moving

vehicles or overlap other vehicles might be misclassified as

the moving-vehicle pixels. The pixels within one shadow

region may have similar color information in traffic

imagery. The color distribution can be used to find uni-
form subregions and hence the uniform subregions can be

used to verify the actual shadow region [33]. Heavy oc-

clusion of vehicles influences the accuracy of image mea-

surement, so methods should be developed to distinguish

individual vehicles. Color information for individual

tracked vehicles can be a useful tool for solving this

problem [34]. h

Fig. 8. Experimental results of turn ratio estimation with shadow suppression at an intersection. Three types of driving direction of

vehicles are distinguished: (a) moving right, (b) moving left, (c) moving straight ahead.
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APPENDIX

RGB COLOR RATIO MODEL OF
SHADOW PIXELS

In a daytime outdoor environment, there are effectively

two light sources, namely a point light source and a diffuse

extended light source. In the following derivation, the road

is assumed to be Lambertian with a constant reflectance in

a traffic scene. The radiance Llit of the light reflected at a

given point on a surface in the scene is formulated as [35]

Llitð�; i; e; gÞ ¼ Lsð�; i; e; gÞ þ Lbð�; i; e; gÞ þ Lað�Þ (A.1)

where Lsð�; i; e; gÞ, Lbð�; i; e; gÞ, and Lað�Þ are the surface,

body, and ambient reflection terms, respectively; � is the

wavelength; i is the angle of incidence between the illu-

mination direction and the surface normal at a considered

point; e is the reflection angle between the surface normal

and the viewing direction; g is the phase angle illumination
direction and the viewing direction. When the occlusion of

sunlight creates shadows, the radiance Lshadow of the re-

flected light becomes

Lshadowð�; i; e; gÞ ¼ L0að�Þ (A.2)

where L0að�Þ is the ambient reflection term in the presence

of the occluding object. To simplify the analysis, we as-
sume that the ambient light coming from the sky is not

influenced by the presence of the occluding objects, that is,

L0að�Þ ¼ Lað�Þ.
The model is derived based on an RGB color space. The

color components of the reflected intensity reaching the

RGB sensors at a point ðx; yÞ in the 2-D image plane can be

expressed as

Ci ¼
Z
�

Eð�; x; yÞSCi
ð�Þd� (A.3)

where Ci 2 fR;G; Bg are the sensors responses, Eð�; x; yÞ is
the image irradiance at point ðx; yÞ point, and SCi

ð�Þ is the

spectral sensitivities of the RGB sensors of a color camera,

respectively. Moreover, � is determined by SCi
ð�Þ, which

is nonzero over a bounded interval of wavelengths �. We

assume that the scene radiance and the image irradiance

are the same because of Lambertian scenes under uniform

illumination [34]. For a point in direct light, the sensor

measurements are

Ciðx; yÞlit ¼
Z
�

Lsð�; i; e; gÞþLbð�; i; e; gÞþLað�Þ½ �SCi
ð�Þd�:

(A.4)

When a point is in the shadow, the sensor measure-
ments are

Ciðx; yÞshadow ¼
Z
�

Lað�ÞSCi
ð�Þd�: (A.5)

Since the reflection terms Lsð�; i; e; gÞ, Lbð�; i; e; gÞ, and

Lað�Þ of a road surface are similar in a traffic scene for each

object point of the road surface, the RGB measurement

ratio between the lit and the shadow condition is approx-

imately constant

Ciðx; yÞshadow

Ciðx; yÞlit

¼ const: (A.6)

that is, Rshadow ¼ �Rlit, Gshadow ¼ �Glit, and Bshadow ¼ �Blit,

where �; �; � is less than 1.
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