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Abstract

Marketing segmentation is widely used for targeting a smaller market and is useful for decision makers to reach all customers effec-
tively with one basic marketing mix. Although several clustering algorithms have been proposed to deal with marketing segmentation
problems, a soundly method seems to be limited. In this paper, support vector clustering (SVC) is used for marketing segmentation.
A case study of a drink company is used to demonstrate the proposed method and compared with the k-means and the self-organizing
feature map (SOFM) methods. On the basis of the numerical results, we can conclude that SVC outperforms the other methods in mar-
keting segmentation.
� 2005 Published by Elsevier Ltd.
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1. Introduction

With the various demands and the dynamic environ-
ment, market segmentation has become a central concept
both in marketing theory and in practice. Market segmen-
tation can be described as the process of partitioning a
large market into the smaller groups or the clusters of cus-
tomers (Weinstein, 1987; Smith, 1956; Kotler & Gordon,
1983; Croft, 1994; Myers, 1996). The similarities within
each segment indicate the similar purchase behavior. The
information of the segments is useful for decision makers
to reach all customers effectively with one basic marketing
mix (Anderson & Vincze, 2000).

Several benefits can be obtained from the market seg-
mentation strategy. The most obvious benefit is that the
decision makers can use a particular marketing mix to tar-
get a smaller market with the greater precision. This benefit
allows the decision makers to deploy resources more effec-
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tively and efficiently. In addition, market segmentation
forges the closer relationships between the customers and
the company. Furthermore, the result of market segmenta-
tion can be used for the decision makers to determine the
particular competitive strategies (i.e. differentiation, low
cost, or focus strategy) (Aaker, 2001).

Cluster analysis is a technique employed for partitioning
a set of objects into k groups such that each group is homo-
geneous with respect to certain attributes based on the spe-
cific criterion. The purpose of cluster analysis makes it be a
popular tool for marketing segmentation. Generally speak-
ing, clustering algorithms can be classified into partitioning
methods (e.g. k-means), hierarchical methods (e.g. agglom-
erative approach), density-based methods (e.g. Gaussian
mixture models), and grid-based methods (e.g. self-organiz-
ing feature maps (SOFM)) (Han & Kamber, 2001).

Although these algorithms have been successfully used
in many areas, such as taxonomy, medicine, and business,
some issues should be considered for the further applica-
tions in practice (Han & Kamber, 2001). First, some meth-
ods are restricted to the particular data type (e.g. k-means
can only be suitable for the interval-based data). Second,
some methods are sensitive to the outliers and lead to the
poor clustering quality. Third, the clustering method
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Fig. 1. The architecture of SOFM.
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should have the ability to deal with the high-dimensional
data set. Finally, the clustering method should discovery
of clusters with arbitrary shape.

In this paper, a nonparametric method, called support
vector clustering (SVC), is proposed for marketing segmen-
tation. The reason why we adopt SVC is that it can deal
well with the issues above and provide a satisfactory result.
In addition, a case study of a drink company is used to
demonstrate the proposed method and compared with
the k-means and the SOFM methods. On the basis of the
numerical results, we can conclude that SVC is the appro-
priate tool for marketing segmentation and outperform to
other methods.

The remainder of this paper is organized as follows. We
review the two clustering methods, k-means and SOFM, in
Section 2. Support vector clustering is presented in Section
3. In Section 4, a case study of a drink company is used to
demonstrate the proposed method and compared with the
k-means and the SOFM methods. Discussions are pre-
sented in Section 5 and conclusions are in the last section.

2. The review of literature

In this section, two famous clustering methods, k-means
and SOFM, are presented below. The k-means method is
the most popular statistical tools used for cluster analysis
due to its simplicity and scalability. On the other hand,
SOFM is widely used to cluster data set in the field of neu-
ral network. Both of k-means and SOFM are employed to
compare with SVC in this paper.

2.1. k-means method

The k-means method (Anderberg, 1973) was proposed
to overcome the scaling and the merged problems of the
hierarchical clustering methods. The characteristics of sim-
plicity and scalability make it be widely used in the field of
statistics. The procedures of the k-means method can be
summarized as follows.

Step 1: Randomly select k initial cluster centroids, where k

is the number of the clusters.
Step 2: Assigned each object to the cluster to which it is

the closest based on the distance between the
object and the cluster mean.

Step 3: Calculate the new mean for each cluster and reas-
sign each object to the cluster.

Step 4: Stop if the criterion converges. Otherwise go back
to Step 2.

However, several deficiencies of the k-means method
have been proposed as follows (Han & Kamber, 2001).
First, since the k-means method can only be applied only
when the means of clusters are defined, it cannot work well
when data with qualitative attributes are involved. Second,
the k-means method is not suitable for discovering clusters
with nonconvex shapes or clusters of very different size.
Finally, the k-means method is very sensitive to noise
and outlier data. Such data can substantially influence
the mean value and produce the wrong results.

2.2. Self-organizing feature maps

SOFM (Kohonen, 1989, 1990) is an unsupervised com-
petitive learning method and widely used to deal with the
clustering problem. SOFM is a two-layer network structure
which is composed of the input layer and the output layer.
The main characteristics of SOFM are its lateral connec-
tions between neurons in the output layer and the mecha-
nism of winner-takes-all. We can depict the architecture
of the SOFM network as shown in Fig. 1.

The procedures of SOFM can be described as follows:

Step 1: Set at random the initial synaptic weights between
[0,1].

Step 2: Calculate the winner-takes all neuron j* at itera-
tion p using the criterion:

j�ðpÞ ¼ min
j
kx� wjðpÞk; j ¼ 1; . . . ;m ð1Þ

where k Æk denotes the Euclidean norm, and m denotes the
number of neurons in the output layer.
Step 3: Update all neurons’ weights using the following

equation:

wijðp þ 1Þ ¼
wijðpÞ þ a½xi � wijðpÞ�; j 2 KjðpÞ
wijðpÞ; j 62 KjðpÞ

�
ð2Þ

where a denotes the learning rate parameter and Kj(p) is
the neighbourhood function centered around the winner-
takes-all neuron j* at iteration p. Note that the neighbour-
hood function is a function of the distance between j and
j*. Typical functions are Gaussian and Mexican functions.
Step 4: Go back to Step 2 and continue until the criterion

is satisfied.

Recently, SOFM has been widely used in various appli-
cations such as image segmentation (Kim & Chen, 2001),
texture segmentation (Zhiling, Guerriero, & De Sario,
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1996), and market segmentation (Bloom, 2005). Next, we
describe the contents of SVC in Section 3.

3. Support vector clustering

SVC is proposed by Ben-Hur, Horn, Siegelmann, and
Vapnik (2001) to cluster data set based on the theory of
support vector machine (SVM). Support vector machines
(SVM) was pioneered by Vapnik (1995, 1998) to deal with
the problems of pattern classification and nonlinear regres-
sion by minimizing the structural risk (Vapnik, 1995, 1998).
Based on the perspective of statistical learning theory, the
principle of SVM is related to minimizing the Vapnik–
Chervonenkis (VC) dimension and the upper bound on
the number of test errors. Recently, SVM has been widely
used in many areas to handle various classification and
curve fitting problems such as pattern recognition (Druc-
ker, Wu, & Vapnik, 1999), text categorization (Rowley,
Baluja, & Kanade, 1998), and bioinformatics (Jaakola,
Diekhans, & Haussler, 2000). On the basis of SVM, SVC
extended SVM to consider the problem of clustering.
Now, we can describe the concepts of SVC as follows.

Let x ¼ fx1; x2; . . . ; xng 2 Rn be the data space. Using a
nonlinear transformation U to some high-dimensional fea-
ture-space, the smallest enclosing sphere of the radius R

can be defined as

kUðxjÞ � ak2
6 R2; 8j ¼ 1; . . . ; n ð3Þ

where k Æk denotes the Euclidean norm and a is the center
of the sphere. In order to deal with the problem of the out-
lier, the slack variables ni are incorporated into Eq. (3) to
display the soft constraint:

kUðxjÞ � ak2
6 R2 þ ni; ni P 0 ð4Þ

The problem above can be solved by introduced the
Lagrangian as follows:

L ¼ R2 �
X

j

ðR2 þ ni � kUðxj � aÞk2Þbj �
X

j

nilj þ C
X

j

nj

ð5Þ
where bj, lj P 0 denote the Lagrange multiplies, C is the
user-defined constant, and C

P
jnj is the penalty term. To

solve the equation above, we can set the derivative of L

with respect to R, a and nj, respectively, as follows:X
j

bj ¼ 1 ð6Þ

a ¼
X

j

bjUðxjÞ ð7Þ

bj ¼ C � lj ð8Þ

Next, by adopting the KKT complementary condition
(Fletcher, 1987), we can derive

njlj ¼ 0 ð9Þ
ðR2 þ ni � kUðxj � aÞk2Þbj ¼ 0 ð10Þ
By eliminating the variable R, a and lj, we can re-write the
Lagrangian into the Wolfe dual form as the following
equation:

W ¼
X

UðxjÞ2bj �
X

bibjUðxiÞ � UðxjÞ ð11Þ

and subject to

0 6 bj 6 C ð12Þ

Note that the dot product U(xi) Æ U(xj) should be satisfied
Mercer’s theorem (Cristianini & Taylor, 2000). In this pa-
per, the Gaussian kernel is employed and can be repre-
sented as

Kðxi; xjÞ ¼ UðxiÞ � UðxjÞ ¼ e�qkxi�xjk2 ð13Þ

where q denotes the width parameter. Three common types
of the inner-product kernels can be described as shown in
Table 1.

Now, we can determine the cluster assignment as fol-
lows. Let a segment of points y, the clustering rule can be
represented as the adjacency matrix:

Aij ¼
1; 8 y on the line segment connecting xi and xj

0; otherwise

�

ð14Þ
All data points are checked to assign a specific cluster. In
addition, outliers are unclassified since their feature space
lie outside the enclosing sphere. Next, we use the customers
of a drink company to demonstrate the proposed method.

4. Marketing segmentation: a case study of a drink

company

In this section, the 40 potential customers of a drink
company is used to demonstrate the proposed method
and compared with the k-means and the SOM methods.
The data set contains four life style attributes including
the degree of socialization (Y1), leisure (Y2), knowledge
retrieving (Y3), and achievement (Y4).

In order to determine the appropriate parameters in
SVC, we first use singular value decomposition (SVD) to
project the data into the three-dimensional space as shown
in Fig. 2.

On the basis of Fig. 2, it can be seen that three clusters
should be the rational segments. On the other hand, the
agglomerative hierarchical method is also employed to show
the clustering tree for determining the appropriate clusters.

From Fig. 3, we can also visually determine the same
numbers of the clusters with the SVD method. Next, by set-
ting C = 1 we can adjust the parameter q to cluster the data
for three segments. In this study, we can derive the q = 1.5.
Next, using Eqs. (11)–(13) we can obtain the clustering
results of the SVC method as shown in Table 2. In addi-
tion, we also employ the k-means and the SOM method
to compare with the proposed method as shown in Table 2.

Since the purpose of clustering is to partition a set
of objects into k groups such that each cluster is as



Table 1
Three common types of the kernels

Type of SVM K(xi,xi) Parameter

Polynomial ð1þ x0ixjÞp where p denotes the power and is specified by user
Radial-basis function expð� 1

2r2 kxi � xjk2Þ where r denotes the width and is specified by user
Multilayer perceptron tanh bx0ixj þ b

� �
where b, b denote the coefficients and are specified by user

Fig. 2. The data mapping using the three-dimensional space.
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Fig. 3. The clustering tree.
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heterogeneous as possible and the data within-cluster is as
homogeneous as possible, we use the mean and the stan-
Table 2
The comparison of k-means, SOM, and SVC

Method Cluster Mean

Y1 Y2 Y3

k-means 1 �0.0438 �0.4490 0.9360
2 0.4879 �0.0412 �0.6132
3 �1.3470 1.3208 �0.6564

SOM 1 �0.6470 0.8298 �0.2578
2 0.1457 �0.1997 1.0638
3 0.5511 �0.6939 �0.7863

SVC 1 �0.2717 0.4909 �0.4394
2 1.2022 �0.3802 �0.7913
3 0.0227 �0.8701 0.7858
dard error to compare the performance of the various
methods above.

On the basis of table, it can be seen that SVC can well
separate each cluster by the significantly different mean of
the all factors. Form the index of standard error, in the
other hand, we can also conclude that SVC can outperform
to other methods for grouping the clusters more homoge-
neously. Next, we provide the depth discussions about
the comparison of the methods above in Section 5.

5. Discussions

Marketing segmentation involves clustering a whole
market into several meaningful segments. It is a clear that
different people have different needs. In order to meet these
various needs, market has to be divided into smaller seg-
ments in order marketers to have the ability to plan good
marketing and positioning of its product.

Recently, many artificial intelligence tools including
neural network and fuzzy-based methods are introduced
to deal with the clustering problems. However, as men-
tioned previously, several issues should be considered so
that the clustering method can widely used in the real-life
problems. In this paper, SVC is employed for marketing
segmentation by considering the issues previously.

In this paper, a case study of a drink company is used to
demonstrate the proposed method. First, we adopt the
SVD and the agglomerative hierarchical methods to deter-
mine the appropriate numbers of the clusters. Next, we
adjust the parameters to derive the results of marketing
segmentation using SVC. Compared the results with the
k-means and the SOFM methods using the mean and the
standard error, we can conclude that SVC outperform to
other methods in our case study.
Standard error

Y4 Y1 Y2 Y3 Y4

�0.2109 0.8930 0.8014 0.5160 1.0119
0.2629 0.7945 0.8986 0.7365 0.9684
�0.2764 0.4703 0.6190 0.6944 0.9965

0.5274 0.8399 0.7816 0.7521 1.0335
�0.4366 1.0181 0.8121 0.4353 0.8797
�0.1545 0.7804 0.7488 0.6888 0.8576

0.9963 0.6375 0.6205 0.5362 0.5597
0.5449 0.3778 0.5101 0.5311 0.5675
�0.2742 0.8105 0.7990 0.6579 0.5004
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In addition, several advantages for SVC used in market-
ing segmentation can be described as follows. First, SVC
can deal well with different types of attributes due to it
can map the data to the appropriate feature space. In addi-
tion, SVC can generate cluster boundaries of arbitrary
shape, where other methods are usually limited to the
hyper-ellipsoid shape. Furthermore, by incorporating the
slack variables, SVC can soundly deal with the problem
of the outlier. Finally, SVC is good at handling the high-
dimensional data set.

6. Conclusions

Marketing segmentation receives much attention in
practice for planning the particular marketing strategies.
In this paper, SVC is used for considering the marketing
segmentation problems. First, two approaches, the SVD
and the agglomerative hierarchical methods, are employed
to derive the numbers of the segments. Next, the parame-
ters can be adjusted according to the information above.
Finally, the results of marketing segmentation can be
obtained. From the numerical results, it can be seen that
the proposed method can outperform to the k-means and
the SOFM methods. In addition, SVC can also provide
other four extra advantages for the clustering problems.
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