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Abstract—In this paper, we propose an adaptive and scalable soft
variable length code (VLC) decoder to greatly reduce overall de-
sign complexity. Generally, a soft VLC decoder needs to maintain
many states for the correct decoding when the sequence length or
table size grows. We propose an adaptive sorting scheme to re-
duce the memory accesses and design complexity. We reduce the
table size by using symbol-merging and table-merging schemes.
In addition, the proposed Black-Box model improves the accuracy
of performance estimation by a novel measurement of “symbol-
alias” and also achieves a better tradeoff between performance and
complexity. Further, no side information is transmitted and the
proposed soft VLC decoder is bandwidth-efficient. The proposed
design is evaluated using the model of MPEG-4/UDP-Lite/UEP/
AWGN, and hence it is standard-compliant. We averagely improve
the peak signal-to-noise ratio by 0.4 2.9 dB as compared with tra-
ditional VLC decoding and standard-support reversible VLC de-
coding schemes.

Index Terms—MPEG-4, soft-input soft-output, variable length
decoder (VLD), wireless transmission.

I. INTRODUCTION

VARIABLE length codes (VLCs), also called Huffman
codes [1] are commonly used to approach the entropy

rate of a given data source. They are extensively used in
recent image and video coding standards including JPEG,
MPEG-1/2/4 and the new design of H.264 [2]. However, most
of the VLC designs are highly sensitive to error disturbances.
Table look-up decoding method may render extremely vul-
nerability and lose synchronization over a noisy channel.
Although many conventional methods like automatic repeat
request (ARQ) and forward error correction (FEC) reduce the
effect of channel errors, these solutions have been found to be
expensive in band-limited communications of delay sensitive
video signals [3].

Particularly, ARQ-based designs are inadequate for the
broadcast transmission due to the need of backward channel.
Besides, they may induce significant delay that would poten-
tially result in network congestion; while FEC designs may be
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bandwidth-inefficient when the channel conditions are fairly
mild, and fine-tune to a particular error-rate when the channel
condition differs. Therefore, it is strongly interesting to look for
an alternative design to reduce the error sensitivity of variable
length encoded video source.

In recent years, more and more researchers pay lots of atten-
tion about the source and channel design jointly. To improve
the error robustness on VLCs, we focus on the error recovery
method. It can be partitioned into three levels that are source
level, channel level and joint source-channel level. Many
source-level error recovery methods are suggested including
reversible VLC (RVLC) [4], and self-synchronization VLC
(SSVLC) [5]. These methods do not consider any channel
behavior and the error rate improvement is still insufficient.
Further, the usage of channel-level error recovery is very ex-
pensive for the band-limited system. A tradeoff between source
and channel level is proposed that can be termed as joint source
and channel (i.e., JSC) design. The idea of JSC design has been
gaining increasing attention because of the significant growth
of multimedia wireless communications. Besides, the channel
conditions about broadcasting on DVB system [6] faced the
channel behaviors without backward notifications.

To improve the error resilience, soft VLC decoders with joint
source and channel design have been proposed [7]–[10]. Such
algorithms generally need to maintain many states when the se-
quence length or table size grows. Hence, soft VLC decoders
have problems of high complexity and intensive memory ac-
cesses. Reduced complexity algorithms with sub-optimal solu-
tion have been made in [11]. However, they didn’t apply the
algorithms to larger VLC table. In this paper, we propose an
adaptive and scalable soft VLC decoding algorithm to signif-
icantly reduce the complexity. Particularly, to simplify the al-
gorithm, we transform the metric derivation in soft-input soft-
output (SISO) algorithm [12] into the symbol-constrained di-
rected graph [8], [11] for the symbol-based VLC trellis decoding
[13], [14]. Through the help of graph representation, we de-
velop a modified sorting scheme that achieves the same decoded
error rate with fewer states. To reduce the table size, we merge
two symbols with the same prefix into one symbol, and we also
merge the identical prefix and codeword between two tables.
By the proposed merging scheme, we can greatly reduce the
table size as well as complexity at the cost of slight error rate
increment.

Bystrom et al. [9] used the minimal Hamming distance
to quantify the relation between table and performance. The per-
formance represents the capability of error recovery. However,
it is still inaccurate when the different tables reach the same .
We propose a novel measurement to improve the accuracy of
performance estimation. Further, we reduce the penalty of over-
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Fig. 1. Proposed translation between symbol-constrained directed graph and SISO algorithm.

design and observe the tendency of performance through the
proposed Black-Box (B-B) model. Thus, the proposed model
reaches a better tradeoff between performance and complexity.

The proposed soft VLC decoder is verified with not only
a simple VLC table but also a practical MPEG-4 table. From
the analysis of a simple VLC source data, our algorithm can
save 37.3% of memory accesses in a channel condition of
SNR dB. Further, we obtain the optimal parameters through
the B-B model. Compared to the existing soft VLC decoder
[15], [16], we merge the VLC tables and codewords to reduce
the decoding complexity. Finally, the proposed design shows
about 0.4 dB 2.9 dB PSNR improvement as compared with
the table look-up decoding and reversible VLC decoding in
additive white Gaussian noise (AWGN) channel.

The rest of this paper is organized as follows. Section II
briefly introduces the SISO algorithm. Section III presents
our low-complexity design of soft VLC decoder. Section IV
describes the proposed B-B model. After that, we present
the complexity and performance evaluation on MPEG-4 in
Section V. Finally, concluding remarks are made in Section VI.

II. APPROXIMATED DECODING OF SISO ALGORITHM

A. Graph Representation of SISO

SISO decoding technique [12] is considered as an exhaustive
decoding procedure to resist the error disturbance in a noisy
channel. It estimates and searches on the tree-like path in the
existence of AWGN. The input sequence is a packet-based
transmission. We don’t exploit soft output for the iterative
decoding due to the real-time demands. It uses bits and
equivalently symbols to represent the priori information
in one packet. Specifically, the SISO algorithm chooses the
estimated sequence as the one that maximizes the joint
probability for the observed sequence [12]. Based on the
similar estimation, we use the graph representation to simplify
the SISO algorithm when table size or decoded symbol grows.

To help understanding our simplified algorithm, we use a
symbol-constrained directed graph representation [8], [11].
Assume we have a simple VLC table with only 3 symbols
{0,10,11} and a packet that includes 3 bits (and equivalently 2
symbols of a priori information) with content as “0 10.” After
BPSK modulation, the modulated sequence is .

Fig. 2. (a) Original and (b) practical VLC table.

When the packet is transmitted over the AWGN channel, the
received packet may become (i.e., error
occurs in second bit).

Fig. 1 depicts the graph representation for this example. The
intermediate metric denotes the cumulative square
error of th symbol and th bit in each symbol state.
is the symbol state decoded with -symbol and has the index
of among the identical . The number inside each square
is identical to “ ” of . The operation of “minimum” is
exercised in . Furthermore, the minimal metric is sur-
vived and the others are pruned. Therefore, we can decide the
shaded squares as the final candidates. is the minimum
among them and can be used to trace back to to obtain
the correct results of .

B. Modification of VLC Table

To apply our algorithm in MPEG-4 standard [17], we intro-
duce the “sign” and “LAST” field from the original Huffman
table. The extra fields of “sign” and “LAST” are essential for the
SISO decoding procedure. In Fig. 2(a), we modify the simple
VLC table as Fig. 2(b). In our proposed approach, we exploit
the number of “LAST” to represent the priori information. The
LAST field indicates whether or not the decoded codeword is
a last symbol in this 8 8 block (i.e., “0”: there are more
nonzero coefficients in this block, “1”: this is the last nonzero
coefficient in this block). The number of “LAST” in one packet
is defined by MPEG-4 standard and extracted from the packet
header. Thus, it is available to the user without requiring any
side information to be transmitted.

To deal with the “ ” parameter appended in each symbol,
we use a simple hard decoding with table-look-up method. The
induced “sign” field in Fig. 2(b) represents the bit number of “ ”
in our design. The “sign” field is 1 when the “ ” of each symbol
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Fig. 3. Low-complexity design. (a) High-level description of the decoding procedure. (b) Graph representation after applying adaptive design. (c) Graph repre-
sentation after applying scalable design.

is appended by 1-bit. More discussion about the “sign” field is
provided in Section III-B.

C. Complexity Reduction

Fig. 3(a) depicts the high-level graph description of the de-
coding procedure in Fig. 1. The overall decoding algorithm can
be partitioned into two main parts. One is the state construc-
tion and the other is the trace-back decoding procedure. Each
state requires addition, shifting and selection to perform the sim-
ilar function of add-compareselect (ACS) unit in the Viterbi de-
coder. Moreover, it requires sufficient storage elements to keep
the results for the trace-back procedures. Therefore, the large
numbers of states need lots of operations and storage elements,
leading to the problem of high complexity in SISO decoding
process.

The complexity of SISO algorithm is greatly related to the
number of survival states. Further, the numbers of states also
depend on table size and sequence length. In Table I, we show
the complexity analysis with a VLC sequence of fixed 300 sym-
bols and encoded through the VLC Table in Fig. 2(a) (where

in the equation of Table I). The numbers of
storage elements occupy a large portion of overall operations.
Therefore, the complexity can be denoted by the number of
storage elements as well as survival states. In Fig. 3(b), we pro-
pose a state-trellis construction by adaptively selecting the sur-
vival states to reduce the access times of storage elements. In
Fig. 3(c), by the symbol-merging and table-merging schemes,
we can greatly reduce the table size at a cost of minor error rate
increment.

III. LOW-COMPLEXITY SOFT VLC DECODER

A. Algorithm With Adaptive Selection

The SISO algorithm requires many states since practical ta-
bles have many entries. It becomes inadequate for VLSI imple-
mentation when the numbers of survival states grow. To reduce

TABLE I
COMPLEXITY ANALYSIS OF SISO ALGORITHM AT 300 SYMBOLS AND VLC

TABLE OF Fig. 2(a)

the number of states as well as memory accesses, we propose
an Adaptive AMAP-2 (A-AMAP-2) to reduce memory accesses
and overall complexity (see the adaptive design in Fig. 3). Lamy
and Pothier [11] introduced the approximated decoding method
2 (AMAP-2) to reduce the complexity. However, this approach
is not robust to the channel variation. They induced more states
to retrieve the metric in the error-occurred region and increased
the penalty to the error-free region.

To resist the channel variation, we propose to adaptively
select the states and reduce the number of survival states. To
address our improvement and differences as compared with
AMAP-2 [11], we use the simple VLC table in Fig. 2(b) as
an example. The corresponding graph representation is devel-
oped in Fig. 4(a). To clearly show the metric variation in each
state, we just omit the arrows and the indication of “LAST.”
In Fig. 4(b), we show the sorting algorithm via the number
of states in AMAP-2. By pruning the square of the same bit
position in Fig. 4(b), we obtain Fig. 4(c) that can be used in
comparison with our proposed Adaptive AMAP-2.

The main difference of AMAP-2 and Adaptive AMAP-2 is
the sorting scheme in the axis. Fig. 5(a) shows that AMAP-2
requires at least three (i.e., ) states for the correct de-
coding given the specified threshold. The correct states are la-
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Fig. 4. (a) Graph representation of Fig. 2(b). (b) Sorting scheme before pruning process. (c) Sorting scheme after pruning process.

Fig. 5. Comparison between (a) the AMAP-2 and (b) the proposed adaptive AMAP-2.

beled with the shaded region. In Fig. 5(b), by employing the
in the sorting algorithm instead of the number of states, the state
metric range above the minimal metric for the correct decoding
is 4 . As a result, we can find that
there are 9-state and 8-state survived in AMAP-2 and Adaptive
AMAP-2, respectively, for the correct decoding. Such improve-
ment on the state number reduction increases when the errors
occur rarely. This novel scheme adaptively selects the number
of survived states in each symbol step, and that is why we call
it as Adaptive AMAP-2 (i.e., A-AMAP-2). In Fig. 5(b), the pro-
posed A-AMAP-2 survives more states when the errors occur
frequently, such as first symbol step. Furthermore, fewer states
are survived in the less error region, such as the third symbol
step. It is more robust to the channel variation and provides the
variable states to be survived in each symbol step.

From the analysis of performance and complexity, it’s more
imperative to decide the number of “ ” to be survived (see

or in Fig. 5). To exploit a meaningful
metric to address the performance, we list the symbol error

rate (SER) to indicate the decoding performance. The larger
achieves the better performance at the price of high complexity.
The problem occurs also in the smaller . Thus, inappropriate

will be harmful to the performance or complexity. The em-
pirical value of is determined from experiments. We define
the saturation and convergence point to approach the optimal
value. Given a simple table in Fig. 2(b), Fig. 6 depicts the mea-
surement of “saturation ” and “convergence .” The SER
will decrease with the increasing “ .” Intuitively, we select
the convergence point as “ ” for the tradeoffs between perfor-
mance and complexity. From the simulation results of Fig. 7, we
assume that one survived state will cost one access of memory
element. After that, we choose an optimal threshold (i.e., con-
vergence ) as the simulated parameter, and compare the per-
formance of our proposed A-AMAP-2 and the AMAP-2 versus
channel condition. Obviously, given the same performance, our
algorithm obtains less design complexity and memory accesses
in high SNR. Our algorithm saves 37.3% of memory accesses
at most as compared with AMAP-2 [11] in a SNR of 8 dB.
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Fig. 6. Performance with convergence and saturation point in (a) AMAP-2 and (b) A-AMAP-2.

Fig. 7. Comparison in (a) memory accesses (i.e., number of survival states) and (b) performance.

B. Scalable Algorithm With Symbol Merging

To apply the SISO algorithm to MPEG-4 system, we pro-
pose a scalable scheme with symbol merging algorithm to re-
duce the table size. We utilize the redundancy exhibiting in dif-
ferent symbols to perform the merging algorithm. We consider
a simple VLC table as a tree-structure in Fig. 8(a). The pro-
posed symbol-merging scheme searches the symbols with the
identical prefix and merges them into single merged-symbol. In
Fig. 8(b), the original SISO decoding algorithm is a special case
when is equal to 0 (i.e., Base ). In other words, there is no
hard (i.e., table look-up) decoding performed except “sign” bit.
Such case achieves the smallest error rate with the highest com-
plexity. However, the code-length of prefix symbol with soft de-
coding will decrease when the index “ ” increases. Meanwhile,
the number of bits with hard decoding will increase. As a result,

it can be considered as a hybrid scheme that combines the hard
and soft decoding methods.

We use a simple example to illustrate the proposed scheme
in Fig. 9 where “ ” represents the number of symbols after the
Merge-i operation. As shown, after the operation of “Merge-1”,
the table size is decreased by 2. Further, with the “Merge-2” op-
eration, the total number of symbols becomes 3. The introduced
“sign” field represents the number of “ ” appended in the corre-
sponding symbol. The “sign” field will increase when both sym-
bols with the identical “SIGN” and “LAST” have been merged
into one.

To quantify the number of symbols after the symbol-merging
scheme, we propose the metric of “balance degree” (B.D.) in (1).
The metric of B.D. is between 0 and 1. In (1), the denominator
represents the maximal value as well as a special table with a
complete tree-structure. It leads to “ ” after the times
of summation where the ratio of over is fixed at 0.5.
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Fig. 8. (a) Tree-structured VLC. (b) Scalable scheme with hard and soft decoding.

Fig. 9. VLC table with (a) Merge-0, (b) Merge-1, and (c) Merge-2 operations.

TABLE II
REDUCTION OF TABLE SIZE BY SYMBOL-MERGING ALGORITHM

Therefore, the balance degree of Fig. 9 is 58% in the condition
of “ ”

(1)

To prove that B.D. is a meaningful factor to our merging
scheme, we measure the B.D. using the transform coefficient
tables (i.e., AC TCOEF) in MPEG-2 and MPEG-4. As shown
in Table II, we find that the higher of the B.D., the more reduc-
tion of the table size. The B.D. value of nonintra table is lager
than that of intra one. It can be explained by the fact that there is

Fig. 10. Table size reduction through symbol and table merging scheme.

more redundancy exploited in terms of symbol-structure. That
is to say, the nonintra table is more efficient than intra table after
performing symbol-merging scheme.
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Fig. 11. Evaluation of (a) execution time and (b) performance with different symbol-merging times in Fig. 9.

C. Scalable Algorithm With Table Merging

It is essential for switching tables on the soft VLC decoding
process, since there are intra and nonintra coefficients in the
ac partition of whole bit stream. To share the same soft VLC
decoder on the different VLC tables, we propose a codeword
merging and prefix merging method to reduce the implementa-
tion cost and memory accesses.

1) Codeword Merging: Although most VLC coding tables
are generated based on the Huffman procedure, one codeword
still has high probability to exist in many coding tables. If this
case occurs, it is unnecessary to duplicate the codeword infor-
mation in memories for every table that uses this codeword. A
codeword merging is applied to set this codeword as a merged
codeword and reuse the codeword information when the coding
tables are required. Therefore, the information redundancy
among coding tables is exploited.

2) Prefix Merging: According to the Huffman property, one
codeword cannot be the prefix of another codeword in a table
but this rule does not hold among different tables. Frequently,
a short codeword in one table will be the prefix of a long code-
word in other tables. When these codewords are found, a prefix
merging is performed by storing the long codeword as a merged
VLC codeword and the lengths of the VLC codewords in each
table. As a result, the information redundancy among tables is
further exploited.

In Fig. 10, the proposed merging method reduces the number
of entries in one or different tables. In addition, the table
merging method is harmless to the error rate of soft VLC
decoder; on the other hand, the symbol merging algorithm is a
lossy merging scheme since the performance (i.e., SER) will
degrade when the numbers of merging increase. There are
tradeoffs between the complexity reduction and performance
loss. In Fig. 11, the execution time reduces at the cost of little
error rate increment. In this case, we choose for a
better compromise since the SER will greatly increase when
“ ” is larger than 1 (i.e., where ).

Fig. 12. (a) B-B model. (b) Evaluation of source table.

IV. PERFORMANCE MODELING

A. Black-Box (B-B) Model

To optimize our proposed adaptive and scalable soft VLC de-
coder in Section III, it is crucial to reach a better tradeoff be-
tween performance and complexity. Because there are perfor-
mance variations with different parameters, we present a B-B
model to observe the tendency of performance, and then opti-
mize the performance. Specifically, the performance of the soft
VLC decoder represents the capability of error recovery. We list
the SER in bit level or PSNR in decoded frame-level to indicate
the decoding performance. We propose a B-B Model and intro-
duce some parameters to describe the complexity issue. They
are independent and composed of algorithm-sensitive, applica-
tion-sensitive and table-sensitive. In the table-sensitive, we pro-
pose a novel measurement of “symbol-alias” to provide accu-
rate performance estimation for different tables. Fig. 12(a) de-
picts the proposed B-B for the performance modeling and uses
Fig. 12(b) as the source VLC table for the following illustration.
Finally, we reach the optimal parameters using a performance
modeling [22] for a given VLC table, application and decoding
algorithm.

B. Algorithm-Sensitive Parameters

The algorithm-sensitive parameters are sensitive to algo-
rithms; that is to say, different algorithms are characterized
by different parameters. Using the proposed algorithm in the
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Fig. 13. Optimization of performance in (a) SER and overhead and (b) SER � overhead.

Fig. 14. Symbol alias of VLC table. (a) Simple table in Fig. 2(b). (b) Source table in (2) and (3).

previous section as an example, the parameter “ ” and “ ”
are considered as an essential factor to approach the tradeoff
between performance and complexity. In the adaptive design,
Fig. 6 shows a better tradeoff between performance and com-
plexity when reaches a convergence point. Further, Fig. 11
describes that the optimal choice is achieved when is equal
to . Thus, “ ” obtains the maximal
reduction of complexity at the cost of minor performance loss.

C. Application-Sensitive Parameters

The application-sensitive parameters are unrelated to the al-
gorithms and decided by the extrinsic applications. The packet
size “ ” is the most impressive factor to achieve the optimal
performance. In this section, we regard it as the decoded number
of symbols “ ” for the simplicity. Fig. 13(a) describes that the
performance can be expressed by the normalized SER and over-
head. We assume that the 15-bit resynchronization marker is in-
serted in the period of -symbol. From Fig. 13(b), it achieves
the minimal SER and overhead when “ ” is equal to 60. There
is no need to consider the algorithmic complexity because it has
to be optimized from the algorithm-sensitive parameters.

D. Table-Sensitive Parameters

To estimate the performance with different tables, Bystrom
et al. used the minimal Hamming distance to quantify the
relation between VLC table and performance [9]. It is still inac-
curate when the different tables reach the same . We propose
a novel measurement of “symbol alias” to quantify their relation

and provide more accurate performance estimation when their
Hamming distances are the same.

We introduce the table-sensitive parameter “ ” and the
symbol alias to obtain more accurate estimation. The parameter
“ ” (i.e., in Fig. 9) denotes the number of symbols for a
given VLC table. Besides, the symbol alias comprises two
components. One is the distance of “Inter Alias” (i.e., )
described by (2). The other is the distance of “Intra Alias” (i.e.,

) described by (3). Fig. 14 depicts the results of the
following equations. The is the number of elements
for the specific set, which calculates whether the code-length
of one symbol is the combination of the others. The is
the summation of minimal Hamming distance for each symbol.

(2)

where

(3)
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Fig. 15. Performance evaluation of (a) “intra alias” and (b) “inter alias” in different numbers of symbol (i.e., T ).

Fig. 16. (a) VLC tables. (b) Measurements for the same source.

The inter alias is more sensitive to “ ” than intra alias and
induces more performance loss. In Fig. 15(a), the intra alias
of TB-I results from the bit alias with the symbols of identical
code-length. The increase of “ ” leads to the increase of SER
in the soft VLC decoding. However, the SER of table look-up
decoding decreases when the “ ” grows. The reason is that
the extra symbols prevent the decoded-symbol loss and error
propagation. Further, the inter alias of TB-II results from the
code-length alias with the symbols of different code-lengths. In
Fig. 15(b), both SERs increase and provide more performance
loss than intra alias.

To prove that the proposed symbol alias is a meaningful
number, we use the VLC table in [9] to recognize the difference
of performance. In Fig. 16(a), we inverse the underlined bits in
C2c and C2d for the correct VLC decoding. For our proposed
measurement of Fig. 16(b), the Codes C2a achieves the worst
performance because of the lowest that induces more

performance loss than . Further, there is no inter alias
exist in C2c and C2d. The is fixed at infinite by
default. The C2c obtains better performance than C2d because
of the higher of C2c. The relation of performance
with different tables is identical to [9]. In Fig. 16(b), the higher
distance of coding table will lead to the less occurrence of
symbol-alias (i.e., higher performance). The performance of
C2c and C2d cannot be recognized in [9] when each symbol
probability is unknown. We provide more accurate estimation
than [9] and reduce the design time for the performance eval-
uation among different tables.

V. SIMULATION RESULTS

A. Environment Setup

The overall simulation chain is depicted in Fig. 17. We
verify the proposed low-complexity soft VLC decoder over the
AWGN channel using BPSK modulation. The input sequence
is MPEG-4 encoded with resynchronization marker and data
partition. In data partition mode, we have assumed that the
texture part, composed of a sequence of VLC codewords, be
corrupted by AWGN. The other parts are of error free. This
assumption can be achieved by exploiting the UEP or RCPC
Codes [18].

The functionality of RCPC in Fig. 17 can be explained by
Fig. 18(a). Particularly, the first three data partitions (i.e., header,
dc coefficient and dc marker for I-frames; header, motion data
and motion marker for P-frames) play an important role since
the loss of header parts will introduce the loss of synchroniza-
tion and corrupt the whole frames. Therefore, we pay lots of ef-
forts to protect these parts (i.e., let channel coding rate ).
For instance, we exploit the convolutional encoder and Viterbi
decoder with and
as specified in IEEE 802.11a. Furthermore, because about 72%
of video packet is less important [i.e., Fig. 18(b)], there is no
reason to protect them as the small coding rate (i.e., let ).
Therefore, we assume that there is no channel coding performed
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Fig. 17. Proposed overall simulation environment for soft VLC decoder.

Fig. 18. (a) Content and (b) ratio of one video packet in MPEG-4.

on this part, and recovered by the proposed soft VLC decoder
instead.

For a tradeoff between complexity and performance, we ex-
ploit 4-bit (i.e., 16-level) quantizer to construct the overall sim-
ulation. We show five layers of open system interconnection
(OSI) model [20] in Table III. In wireless network or mobile
transmission, we assume that UDP-Lite [19] of transport layer
and UEP of link layer are provided. Further, we exploit the soft
bit stream after the 16-level quantizer and overlook the soft bit
error of physical layer into the application layer. Based on the
above statements, we are going to evaluate the proposed design
on the MPEG-4/UDP-Lite/UEP/AWGN in the following.

B. Performance Evaluation on
MPEG-4/UDP-Lite/UEP/AWGN

To optimize the performance and the complexity, we include
the B-B model in our simulation. We use foreman (QCIF) as our

TABLE III
OVERLOOKING BIT ERRORS IN APPLICATION LAYER

test sequence and encode the sequence at 64 kbps, 15 fps for the
wireless or mobile applications. In Fig. 19(a), the proposed soft
VLD shows that more than 1 dB PSNR can be gained compared
to the table look-up decoding at dB .
Moreover, the parameters determined by the B-B model are
listed in Fig. 19(b). The “ ” is determined from Table II with
a given MPEG-4 table and the others are determined through
the B-B model. We jointly optimize “ ” and “ ” and choose
them as 200 and 2 for the complexity reduction. Then, we ob-
tain “ ” as 300 bits/packet for performance optimization. The
performance improvement of the proposed scheme will become
more prominent when the upper bound of “No error” increases.

Fig. 20 shows PSNR versus different channel conditions. The
proposed soft VLC decoder is standard compliant and provides
more than 1 dB PSNR gains as compared with the straightfor-
ward table look-up decoding (i.e., TLU VLD) when

. In addition, we also show that the improvement between
the proposed soft VLC decoder and the standard-support RVLC
decoder. In the programming cost point of view, the proposed
soft VLC decoder requires 0.8 kb of memory space (i.e., 48 en-
tries 17 bit, see Fig. 10) which is less than 2.6 kb in RVLC
(i.e., 168 entries 16 bit) or traditional VLC decoder (i.e.,
103 entries 13 bit 2). Finally, the proposed design is com-
pared with the existing source-recovery and channel-recovery
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TABLE IV
TRADEOFF BETWEEN ERROR CORRECTION AND CHANNEL BANDWIDTH

Fig. 19. (a) Y -component PSNR comparison within 50 frames. (b) Related
parameters through B-B Model.

methods. Thanks to the advantage of joint designs, the pro-
posed soft VLC decoder can achieve a compromise between
the coding performance (i.e., capability of error recovery) and
the channel bandwidth (see Table IV). In the source coding
side, MPEG-4 supports the RVLC table to improve the error re-
silience, but it induces the coding overhead of 2.2% than the
traditional VLC table [21]. In addition, Hong et al. [5] pro-
posed a self-synchronization VLC decoding algorithm to reduce
the coding overhead at the same performance compared with
RVLD. On the other hand, the FEC codes provide high capa-
bility of error recovery, but it has to pay a great penalty of coding
overhead (e.g., , ).
As shown in Table IV, the proposed soft VLC decoder is stan-
dard compliant and there is no any side information to be re-
quired. It is highly advantageous to the band-limited video trans-
mission.

Fig. 20. Comparison between the proposed soft VLD and RVLD.

The above simulation is based on all I-frame assumption.
We address the results in I-P-P structure of encoded bit stream
below. It means that not only intra but also nonintra VLC coding
tables should be exploited on the proposed soft VLC decoding
procedure. In Table V, we show the performance improvement
at the different source characteristics (i.e., Foreman, Suzie, and
Silent), a PSNR improvement of 0.4 dB 2.9 dB can be achieved
at the condition of 64 kbps, 15 fps, 300 bits/packet, and 12
frames/intra interval.

Compared to the existing algorithms, the proposed soft VLC
decoder greatly reduces the number of survival states. In the
table configuration of soft VLC decoder (see Table VI), the
proposed design can easily switch table through table-merging
scheme instead of duplicated structure [16]. In [16], it may re-
quire additional information to partition the intra and nonintra
blocks into different channels. In [15], the survival states in each
decoded symbol will grow exponentially because of the sequen-
tial decoding. To alleviate the problems on complexity, we pro-
pose a novel adaptive and scalable scheme to reduce the table
size and the number of survival states. Specifically, we realize
a low-complexity design with approximated SISO algorithm in
trellis structure. The decoding complexity will not greatly in-
crease when the decoded symbol step grows. In Table VI, we
need about 48 300 survival states for the correct decoding since
the adaptive scheme and merging algorithm have been applied.
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TABLE V
PSNR IMPROVEMENT WITHIN DIFFERENT VIDEO CHARACTERISTICS

TABLE VI
SUMMARY OF THE PROPOSED SOFT VLC DECODER

To show more practical evaluation on complexity, we list not
only the number of survival states but also the number of oper-
ations per second. Under the decoding specification of 64 kbps,
15 fps, and 300 bits/packet, the proposed design requires about
8.3 10 of operation per second.

VI. CONCLUSION

In this paper, an adaptive and scalable soft VLC decoder
has been presented to significantly reduce overall decoding
complexity. Our approach reduces complexity by simplifying
the algorithm and reducing the table size. Specifically, we
simplify the algorithm by adaptively selecting the survival
states to reduce the number of states and memory accesses.
Further, we reduce the table size by using a symbol-merging
and table-merging scheme. In order to obtain better perfor-
mance and complexity, we propose a novel measurement of
“symbol-alias” to improve the accuracy of performance esti-
mation based on B-B model. Experimental results show that
our proposed adaptive scheme saves 37.3% of memory access
as compared to the state-of-the-art algorithms [11] in a channel
condition of dB. For the application of MPEG-4
video transmission, we provide a low-complexity design and
only need constant survival state (i.e., about 48 300 states)

for each decoded symbol. Furthermore, our proposed soft VLC
decoder has more than 0.4 2.9 dB PSNR gain compared with
the table look-up decoding method and the standard-support
RVLD. To cope with the high error rate in the band-limited
system, the proposed method provides bandwidth-efficient and
error-recovery simultaneously.
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