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Abstract- In this paper, labeling is jointly designed v
outer code by the EXIT chart based analysis to impr
performance of bit-interleaved coded modulation with i
decoding. A systematic design methodology is propo:
regular modulation schemes which can easily obtain a
labelings with various slopes. Given an outer code, the
labeling which has the steepest slope but still makes the
between the decoder and demapper transfer curves op
then be chosen to optimize the BER performance. Veri
the simulation results, our design can provide remarkab
gain over the conventional ones.

I. INTRODUCTION

Bit-interleaved coded modulation (BICM) [1] [2] is
cient and powerful transmission scheme for fading ch
which comprises the serial concatenation of a conve
channel code (called the outer code) and a signal i

(called the inner code) with a bit-wise interleaver inse
in Fig. 1. Aided with the bit-wise interleaver, rich of d
can be obtained by BICM to beat the channel impaii
However, such an interleaver also makes the optimal de
of BICM infeasible. On account of the serially conca
structure of BICM, BICM with iterative decoding (
ID) which iteratively exchanges the soft-outputs betw(
demapper and the decoder was proposed in [3][4] to ii
the decoding performance. With a proper labeling de
the signal constellation, BICM-ID has been shown to I
similar bit-error-rate (BER) performance to the optimal
ing for both of fading and non-fading channels.
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transfer (EXIT) chart [7] indicates that the optimal labeling
should maximize the mutual information of demapper outputs
as ideal a priori inputs from the decoder are assumed available
[8]. Based on these criteria, various algorithms have been
proposed in to search the optimal labelings for regular modu-
lation schemes, e.g., phase-shift keying (PSK) and quadrature
amplitude modulation (QAM) [5] [6] [8].

In terms of the EXIT chart, given an outer code, a good
labeling should be designed to form a tunnel between the
transfer curves of demapper and decoder at signal-to-noise

an effi ratio (SNR) as low as possible to guarantee a low threshold

-annels, for BICM-ID. The demapper curve should also intersect the

ntionae decoder curve at a point with mutual information as large
mapper as possible to avoid the undesired error floor at high SNR.

vrtedras However, labelings obtained in the previous researches are
iversty designed in spite of the outer code. The expected optimal
rments. performance hence can not always be achieved as different

tcodang outer codes are employed. In most of the cases, those labelings
teBICtMd perform well only at high SNR while unacceptable BER

degradation is observed in the low SNR region. To improve
een the the performance of BICM-ID, in this paper, labeling is jointly
pi ove designed with the outer code by the EXIT chart based analysis.

~sign of We observe that for regular modulation schemes the demapper
provide curves associated with distinct labelings can be approximated
decod- to straight lines with a common intersection in the center of

EXIT chart at low and moderate SNR. Stimulated by such
a observation, a systematic methodology of labeling design
is proposed for regular modulation schemes which can easily
obtain a set of labelings (called the candidate set) with various
slopes between the Gray labeling (with almost flat transfer
curve) and the conventional optimal labeling (with the steepest
slope). Given an outer code, we can then choose a labeling
from the candidate set which is most matched to the outer
code, i.e., the one with the steepest slope but still making
the tunnel between the decoder and demapper curves open,
to optimize the BER performance. Verified by the simulation
results, our design can provide remarkable SNR gain over the
conventional ones.

Fig. 1. Block diagram of BICM-ID systems.

To find out the optimal labeling for BICM-ID, the BER
bounds [2] of BICM were further extended in [4]-[6] with
the assumption of ideal feedback from the decoder. Their
results suggest that the optimal labeling should maximize the
minimum Euclidean distance between any pairs of modulated
symbols which have only one distinct bit on their labels. In
addition, labeling design based on the extrinsic information

The rest of this paper is organized as follows. In Section
II, a brief description of BICM-ID systems is given as well
as the basic guideline of labeling design based on the EXIT
chart. The systematic design methodology for optimal labeling
is presented in Section III. In Section IV, simulation results
are provided to verify the superiority of our design. Finally, a

summary is drawn in Section V to conclude this work.
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II. SYSTEM MODEL AND EXIT CHART BASED ANALYSIS

A. System Model of BICM-ID

Consider the block diagram of BICM-ID systems in Fig.
1, where a constellation X with M signal points xo, x1, ,
xM-1 is equipped with a labeling ,u which assigns xi a unique
label ,u(xi) with 0 < p(xi) < M V xi. Assume M = 2m for
some positive integer m without loss of generality. Denote
by ct = (co,c, ...cm-1) the coded bits after interleaving
which are mapped to the modulated symbol st for transmission
at time t. The received symbol corresponding to st can be
represented by
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rt = atst + nt (1)

where at denotes the channel gain at time t and nt stands for
the additive white Gaussian noise (AWGN) with zero mean
and variance N0/2 per dimension. The demapper b takes
rt's and the a priori inputs L()(c')'s, i.e., the feedback log-
likelihood ratios (LLR) of c 's from the decoder 9, and then
computes the extrinsic outputs by [6]

LPr(ct
E t ~Pr(ci

1 rt)

O0rt)
L(X) (ci)

Z xp ~rt c6tXH2 + Z c3tL'o'(ct)}E exp t- No + cAL(ct)}

Eexpt1 o1 ECt C

where X' is the subset of X comprising all the signal points for
those the i-th bit of the binary representation of their labels is
of value b. Note that L (X) (c')'s also depend on the choices of
X and ,u. The output LLRs of demapper are then de-interleaved
and serve as the a priori inputs L('<) (ci)'s of decoder. Finally,
the extrinsic outputs L(V) (cit)'s of the decoder generated by
an appropriate soft-input soft-output decoding algorithm, e.g.
BCJR algorithm [14], are feedback to the demapper for next
iteration of processing.

B. Design Guideline Based on EXIT Chart

The EXIT chart has been verified to be a powerful tool
to understand the convergence behavior of iterative decoding
schemes [7]-[9]. To trace the effect of ,u on BICM-ID, we also
use the EXIT chart for performance analysis on account of
its iterative processing nature. For BICM-ID, the EXIT chart
consists of two curves for both the demapper and decoder.
Each curves describes how the mutual information between
input LLRs and coded bits transfers to that between output
LLRs and coded bits. Consider an example with trajectory in
Fig. 2, where (I(X), IT() ) and (Ii(), 1(4) denote the mutual
information of input and output LLRs of the demapper and
decoder, respectively. The trajectory shows how the mutual
information actually transfers between the demapper and
decoder. The first intersection between the demapper and
decoder curves is then the farthest point that the trajectory may
reach, which also tells the performance limit of this BICM-ID
system.

Therefore, given an outer code, a good labeling should
be designed to form a tunnel between the transfer curves of
demapper and decoder at SNR as low as possible to guarantee
a low threshold for BICM-ID. The demapper curve should
also intersect the decoder curve at a point with (I(>), 4())
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Fig. 2. An example of the EXIT chart for BICM-ID at EbINO
AWGN channel.
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Fig. 3. EXIT chart for labeling design.

4 dB in

or (1(f),IE)) as large as possible to avoid the undesired
error floor at high SNR. Consider the example in Fig. 3,
where two channel codes: a convolutional code with generator
matrix (1 + D2, 1 + D + D2) and a rate-1/2 turbo code
with constituent code (1, 1+D ) are investigated with two
kinds of labeling: Gray and anti-Gray [13] at Eb/NO = 4 dB
in AWGN channel. Based on the above design guideline, Gray
labeling is preferable to the turbo code while anti-Gray is more
matched to the convolutional code.
As observed from Fig. 3, a labeling may work well with

some outer codes but performs poorly with others. Given the
M-ary constellation, an intuitive way to find the optimal la-
beling with respect to some outer code is to plot the demapper
curves of all possible M! labelings and then choose the one
most matched to the outer code. However, for a large M,
the high complexity required for exhaustive search is usually
far beyond what a practical system can afford. To provide a
practical search scheme for the optimal labeling, a systematic
design methodology with low search complexity is proposed
in Section III.

III. NEW DESIGN METHODOLOGY OF LABELING WITH
Low SEARCH COMPLEXITY

For regular modulation schemes, e.g., PSK and QAM, we
observe that the demapper curves corresponding to distinct
labelings can be approximated to straight lines with a common
intersection at low and moderate SNR. For instance, consider
the demapper curves of the conventional labelings: Gray, Anti-
Gray, Nature, SP [4], and Mixed [4] for BICM-ID with 16-
QAM in Fig. 4. The straight-line approximation looks quite fit
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Fig. 4. Demapper transfer curves of some labelings for 16QAM at Eb No
3.5 dB in AWGN channel.

for those curves, and a common intersection is also observed
around the point with I(X) 0.5. For any labeling, the slope
of its demapper curve can thus be determined by the maximum
achievable I(X) with I(X) 1, denoted by 1*. In general, a

labeling with a larger 1* can have a steeper transfer curve. In
addition, given a constellation X, consider two labelings ,ui

and /2 with IR << I2*. For two signal points xi and xj in

X with pi (Xi) = 2(Xj), suppose the labels of xi and xj in
,ui are exchanged. We observe that the resulting new labeling
can usually have a 1* larger than 'R. Moreover, the larger the
Euclidean distance between xi and xj is, usually the larger
increment of 1* is obtained.

Define D = {d(xi,xj),Vxi,CX and xizx+j}, where
d(xi, xj) is the Euclidean distance between xi and xj. Without
loss of generality, assume the distinct distance di's in D
are in an increasingly order, i.e., di < dj V i < j. For
example, consider 8-PSK with unit symbol energy; we have
ED d{do, d1, d2, d3} ={32 2, 2, 2+ ,2}. Also,
let ,u denote the inverse mapping of ,u. Stimulated by the
above significant observations, a systematic search procedure
is proposed as follows which can easily obtain a set of
labelings, called the candidate set F, with various slopes
between two given labelings ,u and ,u with the flattest and
steepest slopes, respectively.

Procedure for searching F:

Step 1: SetF {,u, ,u},,u ,u,p ,u,and k = 0.

Step 2: For 0 < i < M
If O < d(uli,uli)< dk

Swap the labels i and ,u(,u (i)) in ,u and
set F = U{U}

Step 3: If , :t A
Set k = k + 1 and go back to Step 2.

Else Stop the procedure.

In the above procedure, labels of signal pair (xi, xj) with
small Euclidean distance is exchanged first; ,u can thus be
updated with an incremental 1* in most of time, which implies
an increment of the slope of demapper curve. However, there
are at most M swaps of labels during each process of search,
hence at most M -1 distinct new labelings are created in F.

For a large M, F will finally contain sufficient labelings with
slope in the range between those of ,u and u. If M is small, we
can reset ,u ,u and ,u ,u in Step 1 and then initiate another

search of F. In this way, new labelings with a decreasing slope
different from those obtained previously may be searched. In
addition, given a permutation which defines an one-to-one
andontomappingfrom{0,1, M-1}to{O,1, ..., M-1},
Step 2 in the above procedure can be updated as the following:

Step 2: For 0 < i < M
If 0 < d(1-' (<(i)),1ut (w(i))) dk

Swap the labels w(i) and p(,u (w(i))) in
,u and set F = F U{u}.

With different choices of from the identity permutation, i.e.,
7u(i) = i V 0 i < M, we can also construct extra labelings
which may not be obtainable in the original procedure.
Among the conventional labelings used for BICM-ID, Gray

TABLE III

CANDIDATE SET FOR 64QAM

4QAM
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Fig. 5. Demapper transfer curves of labelings in Tables I,II,III.

labeling has a almost flat demapper curve while the others are
designed in an optimal sense of making their slopes as steep
as possible. For 8-PSK, 16-QAM, and 64-QAM, SSP [10],
MSEW [11], and anti-Gray labelings are observed to have
the steepest demapper curves, respectively. By choosing these
labelings as ,u and ,u in the above procedure, the searched F's
for 8-PSK, 16-QAM, and 64-QAM are presented in Tables I,
II, III, where the labelings are listed in a decreasing order
in terms of their slopes. (In Table III, the plot of signal
constellation is omitted due to length limitation.) From Fig.
5, labelings in F are observed to generate the curves with
slopes uniformly distributed between those of ,u and -, where
the curves are plotted in the same order as listed in Tables I,
II, III with EbINo = 3 dB, 3.5 dB and 3.5 dB respectively.
In addition, all the demapper curves can still keep the same
order as in Fig. 5 at various SNRs. Therefore, given an
outer code, we can then choose a labeling from F which
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has the steepest slope but still makes the tunnel between
the decoder and demapper curves open to achieve both a
low convergence threshold and acceptable BER at high SNR.
Finally, only 28, 30, and 64 labelings are compared in the
proposed procedure to obtain the F's for 8-PSK, 16-QAM,
and 64-QAM, respectively; some labelings whose demapper
curves with similar slope to those in Tables I, II, III are
skipped. Compared with the exhaustive search which needs
to investigate all of the 8!, 16!, and 64! labelings to find the
optimal one for 8-PSK, 16-QAM, and 64-QAM, respectively,
a large reduction of the search complexity is obtained here.

IV. SIMULATION RESULTS

To verify the superiority of our design over the conventional
labelings, the BICM-ID system consisting of a convolutional
code with generator matrix (1 + D2 + D3 + D5 + D6, 1 +
D + D2 + D3 + D6), a bit-interleaver of block length 24000
bits, and 8-PSK/16-QAM/64-QAM modulation is simulated
for transmission over AWGN channels. The demapper in
(2) and BCJR decoder of the outer code are employed for
iterative decoding with 40 iterations. For 8-PSK modulation,
conventional designs suggest MSEW and SSP with the steep-
est demapper curves as the optimal labelings for BICM-ID.
However, at bit SNR (EbINO) 3dB, the labeling that most
matched the outer code in Table I is B8 as revealed from the
EXIT chart in Fig. 6(a). From Fig. 6(a), the first intersection of
the demapper and decoder curves for B8 is observed to have
I(X) larger than which of Gray, MSEW and SSP; the tunnel
between both curves opens for B8 but not for MSEW and
SSP. Therefore, based on the guideline in Section II-B, B8 is
expected to provide the best decoding performance, followed
by Gray and then MSEW/SSP. The corresponding BER curves
in Fig. 6(b) agree with the above analysis, which also show
that our design can achieve 1.2 dB SNR gain over MSEW and
SSP at BER 10-5.

Similar observations can be obtained from the EXIT charts
in Figs. 7(a), 8(a) and the BER curves in Figs. 7(b), 8(b).
Among the labelings in Table II for 16-QAM, C16 outperforms
the conventional designs: MSEW and M16a [12] with at least
0.75 dB SNR gain at BER 10-5. For 64-QAM modulation,
G64 in Table III even achieves a gain larger than 4 dB over
anti-Gray at BER 10-5. In fact, one can easily applies our
design to other outer codes, e.g., turbo codes and low-density
parity-check codes. The resulting gain is evident so that the
related simulation results are omitted here.

V. CONCLUSIONS

A new design of labeling for BICM-ID is presented in
this paper by the EXIT chart based analysis. We propose an
efficient and systematic design methodology for regular mod-
ulation schemes which can easily obtain a set of labelings with
various slopes. Given an outer code, the optimal labeling can
be chosen from the searched set which has the steepest slope
but still makes the tunnel between the decoder and demapper
transfer curves open to optimize the decoding performance of
BICM-ID. Verified by the simulation results, our design can
provide remarkable SNR gain over the conventional ones.
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