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Abstract—The parallel multichannel stop-and-wait (SAW) hybrid automatic repeat request (HARQ) mechanism is one of key

technologies for high-speed downlink packet access in the wideband code division multiple access system. However, this parallel

HARQ mechanism may encounter a serious stall problem, resulting from the error of the negative acknowledgement (NACK) changing

to the acknowledgement (ACK) in the control channel. In the stall situation, the receiver waits for a packet that will be no longer be sent

by the transmitter and stops delivering the medium access control (MAC) layer packets to the upper layer. The stall issue seriously

degrades the quality of service for the high-speed mobile terminal owing to the high probability of NACK-to-ACK errors. In this paper,

we present an analytical approach to compare three stall avoidance schemes: the timer-based, the window-based, and the indicator-

based schemes. To this end, we first propose a new performance metric-gap processing time, which is defined as the duration for a

nonrecoverable gap appearing in the MAC layer reordering buffer until it is recognized. Second, we derive the probability mass

functions and the closed-form expressions for the average gap processing time of these three stall avoidance schemes. It will be

shown that our analytical results match the simulations well. Further, by analysis, we demonstrate that the indicator-based stall

avoidance scheme outperforms the timer-based and the window-based schemes. The developed analytical approaches can help

determine a proper number of processes for the parallel SAW HARQ mechanisms. We also show that the analytical formulas can be

used to design the number of acceptable fully loaded users for an admission control policy subject to the gap processing time

constraint. In the future, our analysis can facilitate the MAC/radio link control (RLC) cross-layer design because the gap processing

time in the MAC layer is closely related to the RLC timeout mechanism and the window size in the RLC retransmission mechanism.

Index Terms—HSDPA, stall, stall avoidance, HARQ, multichannel SAW HARQ, gap processing time.
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1 INTRODUCTION

HIGH-SPEED downlink packet access (HSDPA) has be-
come an important feature for the wideband code

division multiple access (WCDMA) system [1]. The HSDPA
in the WCDMA system aims to deliver mobile data services
at rates up to 10 Mbits/sec [2], [3]. The key enabling
technologies for HSDPA include physical layer fast adap-
tive modulation and coding [4], [5], [6], fast packet
scheduling in the medium access control (MAC) layer [7],
[8], [9], [10], [11], fast cell selection [12], multiple input
multiple output (MIMO) antenna [13], [14], and buffer
overflow control [15].

In this paper, we investigate the stall avoidance techni-
ques to enhance the MAC layer performance of a parallel
multichannel stop-and-wait (SAW) hybrid automatic repeat
request (HARQ) mechanism adopted in HSDPA [16], [17],
[18], [19], [20], [21]. In such a fast HARQ mechanism, a
reordering buffer is equipped at the receive entity because
packets may arrive out of sequence. However, due to
transmission errors in a wireless channel, the negative

acknowledgement (NACK) control signal for a damaged/
lost packet is likely changed to the acknowledgement (ACK)
signal. In this situation, the transmitter mistakenly believes
that the packet has successfully reached the destination.
Meanwhile, the receiver keeps waiting for a packet which
will not be sent again by the MAC layer retransmission
scheme. We call this problem the stall issue if the reordering
buffer has a nonrecoverable gap due to a NACK-to-ACK
error. The stall of delivering the MAC layer data to the upper
layer will delay the inevitable upper layer radio link control
(RLC) retransmission [22], [23]. It has been reported that the
probability of the NACK signal becoming the ACK signal
can be as high as 10�2 for a high-speed mobile during
handoff [24], [25]. Thus, resolving the stall problem becomes
an important task to reduce the transmission delay for the
HSDPA [26].

To resolve the stall issue for the multichannel SAW
HARQ, there are two main research directions in the
literature. The first direction is to improve the reliability of
control packets by increasing the power of ACK or NACK
signals [24]. The second direction is to design stall
avoidance schemes to inform the receiver to stop waiting
for the lost MAC layer packets and start forwarding all the
received in-sequence packets to the upper layers [26], [27]
[28], [29], [30]. Since the lost packet cannot be recovered by
the MAC layer retransmission mechanism, the upper layer
protocols will be responsible for requesting the retransmis-
sion of the lost MAC layer packets. In [27], a timer-based
stall avoidance scheme was suggested to trigger the process
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of forwarding received packets to the upper layer as long as
a gap of the received packets’ sequence in the reordering
buffer lasts over a predetermined expiration period. In [28],
a window-based stall avoidance scheme proposed using a
sliding window method to detect the stall situation in the
reordering buffer before the timer expires. In [26], [29], [30],
an indicator-based stall avoidance scheme is proposed with
the aid of a new data indicator (NDI). This scheme
recognizes the stall situation by checking the NDI informa-
tion and the transmission sequence number (TSN) of each
packet. If it is found that all the HARQ processes, instead of
sending the expected missing packet, are transmitting either
new packets or other old packets, the stall situation is
confirmed. To our knowledge, the performances of the
above stall avoidance schemes were only evaluated by
extensive simulations [16], [22], [23].

The objective of this paper is to develop analytical
methods to evaluate the performances of these three stall
avoidance methods: the timer-based, the window-based,
and the indicator-based schemes. To characterize the
performances of the stall avoidance schemes, a new
performance metric, called the gap processing time (defined
in Section 3), is introduced in this paper. We derive the
probability mass functions and the closed-form expressions
for the average value of gap processing time of the three
considered stall avoidance techniques. By simulations and
analyses, we find that the indicator-based stall avoidance
scheme significantly reduces the gap processing time
compared to the timer-based and the window-based
schemes. When applying these three stall avoidance
schemes, the presented analytical approach can provide
important information for determining a proper number of
processes in the parallel SAW HARQ mechanism. It can
also be used to design the allowable retransmissions for the
timer-based and the window-based schemes. Furthermore,
the number of acceptable fully loaded users can also be
designed by the proposed analytical approach when the
admission control and the gap processing time are jointly
considered.

The rest of this paper is organized as follows: In Section 2,
we describe the stall issue in the multichannel SAW HARQ
mechanism. Section 3 introduces three kinds of stall
avoidance schemes (the timer-based, the window-based,

and the indicator-based schemes). In Section 4, we define a
new performance metric-gap processing time and describe
system assumptions. Sections 5, 6, and 7 derive the average
gap processing time of the timer-based, the window-based,
and the indicator-based stall avoidance schemes, respec-
tively. Section 8 shows the performance of the stall
resolution schemes in the Rayleigh fading channel. We also
discuss the design principles of the expiration period for the
timer-based scheme, the window size for the window-based
scheme, and the number of parallel HARQ processes for the
indicator-based scheme. Section 9 gives our concluding
remarks.

2 BACKGROUND

2.1 Multichannel SAW HARQ Mechanism

The multichannel SAW HARQ is adopted in the HSDPA
system [1]. The basic idea of the multichannel SAW HARQ
is to “keep the data pipe full.” Fig. 1a illustrates an example of
a dual-channel SAW HARQ consisting of an even trans-
mitter and an odd transmitter [31]. As shown in Fig. 1b,
after sending packet 0, the even transmitter waits for the
acknowledgement from the receiver. Meanwhile, the odd
transmitter starts sending packet 1. With two transmitters
sending data alternatively, the dual-channel SAW HARQ
can fully utilize the channel capacity, thereby achieving
high throughput.

2.2 Definition of Type-I and Type-II Gaps

In this paper, a gap is defined as an idle space reserved for a
lost packet in the reordering buffer of the receiver. We can
further classify two types of gaps for the HARQ retransmis-
sion scheme. Type-I gap is defined as the lost packet that is
possibly recovered in future retransmissions, while Type-II
gap is the one that will never be sent again by the MAC
retransmission scheme due to a NACK-to-ACK error.
Whenever a Type-II gap appears in the reordering buffer,
the process of sending packets to the upper layer is stalled.
Note that a regular HARQ process usually cannot distin-
guish a Type-II gap from a Type-I gap. Thus, it is necessary
to design a stall avoidance scheme to detect the occurrence
of a Type-II gap to expedite data forwarding to the RLC
layer. After a Type-II gap is detected, the available packets in
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Fig. 1. The structure and timeline of the dual-channel SAW H-ARQ mechanism. (a) Structure. (b) Timeline.



the reordering buffer as well as this Type-II gap must be
flushed out to the RLC layer. Next, an RLC retransmission
request is initiated for the missing Type-II gap [22], [29], [30].

3 THE STALL AVOIDANCE SCHEMES

Because a NACK control signal may be corrupted during
transmissions in a wireless channel, many stall avoidance
schemes are proposed to prevent a receiver from waiting for
a missing packet due to a NACK-to-ACK error. Not only
can the stall avoidance schemes detect the Type-II gap, but
they also forward the already received packets at the MAC
layer to the upper layer before triggering the RLC
retransmission. Thus, compared to the purely RLC retrans-
mission, the RLC transmission with the stall avoidance
mechanism can expedite the delivery of the data by
avoiding retransmitting the already received packets. In
this section, we discuss three current stall avoidance
schemes, the timer-based [27], the window-based [28], and
the indicator-based schemes [26], [29], [30].

3.1 Timer-Based Scheme

The basic principles of the timer-based method in [27] are
described as follows:

1. A timer is triggered when either a Type-I gap or a
Type-II gap appears in the reordering buffer of the
receiver.

2. As the timer expires, the receiver stops waiting for
the lost packet and judges that the lost packet
belongs to a Type-II gap.

3. The timer is reset if the missing packet is success-
fully retransmitted before the timer expires.

Fig. 2 illustrates the operation principles of the timer-
based stall avoidance scheme. When packet 2 successfully
arrives at the receiver, it is aware that packets 0 and 1 are
missing and, thus, a timer is triggered. Note that only one
timer is triggered for the consecutive gaps. Assume that
packets 3, 4, 6, and 8 reach the receiver, but packets 5 and 7
are damaged. Based on the timer-bases stall avoidance
scheme, a new timer will not be initiated for additional gaps
until the previous timer expires. Thus, in this example, only
after the timer set for packets 0 and 1 expires, a new timer
will be set for the missing packets 5 and 7. After that, the
receiver sends packets 2 � 4 to the upper layer and requests
for retransmitting packets 0 and 1 in the RLC layer.

3.2 Window-Based Scheme

In [28], the window-based method was suggested to detect
Type-II gaps in the reordering queue on top of the timer-
based scheme. To explain the operation of the window-
based stall avoidance scheme, we define the detection
window. The detection window means a set of packets that
are expected to arrive at the receiver. The detection window
functions as a sliding window protocol. If a gap occurs, the
detection window is initiated and two possible scenarios
follow. For a Type-I gap, the detection window will shrink
from the trailing edge after the gap is filled. For a Type-II
gap, however, the trailing edge of the detection window is
halted. Thus, the detection window expands from the
leading edge when other subsequent packets arrive. In the
long run, a predetermined maximum threshold of the
detection window size will be reached.

A fully-booked detection window means that all avail-
able slots/seats in the reordering buffer have been taken.
The detection window size is usually designed large
enough to guarantee a successful retransmission. Thus,
the gaps halting the trailing edge of a fully booked detection
window usually belong to Type-II gaps. As a consequence,
when a new packet arrives and the detection window is
fully booked, the window-based stall avoidance scheme
forwards Type-II gaps and subsequent received in-sequence
packets in the reorder buffer to the upper layer in regardless
of timer expiration.

Fig. 3 shows an example to illustrate the operation
principles of the window-based stall avoidance scheme.
Consider a detection window with a size of seven, which
currently contains packets 2, 3, 4, and 6 and the gaps for
missing packets 0, 1, and 5. Suppose that packets 0, 1, and 5
are Type-II gaps and new packets 7 and 8 arrive at this
moment. Since the detection window is already fully-booked
and its trailing edge is halted by packets 0 and 1, the
window-based stall avoidance scheme can recognize that
packets 0 and 1 are Type-II gaps. Accordingly, the receiver
forwards packets 2, 3, and 4 together with gaps of packets 0
and 1 to the upper layer. Now, the detection window size
becomes two and its trailing edge slides until the gap for
packet 5. With more space available in the reordering
buffer, packets 7 and 8 are accommodated and the detection
window is reserved for packets 5 to 8.
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Fig. 2. An example of the timer-based stall avoidance scheme.

Fig. 3. An example of the window-based stall avoidance scheme with the

detection window size equal to seven.



3.3 Indicator-Based Scheme

In [26], [29], [30], a new stall avoidance scheme is proposed
by taking advantage of the new data indicator (NDI). The
NDI (just a one-bit tag) is associated with every packet and is
transmitted in the high-speed downlink control channel [32].
The NDI is toggled for a new transmitted packet, but is not
changed for a retransmitted old packet. By checking the NDI
in the control channel and the transmission sequence
number (TSN) in the traffic channel for each packet, the
indicator-based stall avoidance scheme can determine
whether the missing packet will be transmitted or not. If all
HARQ processes are transmitting new packets or other old
packets except for the expected missing packet, then this gap
in the reordering buffer can be judged to be a Type-II gap.

Table 1 illustrates the status of a 4-process SAW HARQ
mechanism for a particular user in two cycles. The cycle
duration is defined as the sum of the transmission time
interval (TTIs) with all different parallel processes transmit-
ting one packet, e.g., the cycle duration is 4 TTIs in this case.
The field in the table is filled with a triplet variable (TSN, Sc,
NDI). Here, Sc 2 fACK;NACK; and N ! Ag denotes one
of the three events: “receiving an ACK,” “receiving a
NACK,” and “having a NACK-to-ACK error,” respec-
tively. The status NEW or OLD in the field NDI is
equivalent to that the NDI is changed for a new packet or is
unchanged for a retransmitted old packet, respectively. An
empty field implies that this time slot is idle or assigned to
other users. Assume that the target user requests to transmit
five packets with TSN ¼ 0 � 4 from the RLC layer. The
functions of the indicator-based stall avoidance scheme
associated with Table 1 are explained as follows:

1. In cycle 1, the four parallel processes transmit
packets 0 to 3, respectively. Assume that packet 3
passes the cyclic redundancy check (CRC), but
packets 0 � 2 fail. In the feedback channel, suppose
that a NACK-to-ACK error occurs in process 1, and
processes 2 and 3 successfully receive NACK for
packets 1 and 2. The reordering buffer currently
contains packet 3 together with the three gaps of
packets 0 � 2. At this moment, processes 1, 2, and 3
assume that the missing packets 0 � 2 will be
retransmitted, but are unsure which packet will be
received. The stall avoidance scheme starts monitor-
ing the statuses of processes 1, 2, and 3 to check
whether these gaps belong to Type-II gaps.

2. In cycle 2, processes 1, 2, and 3 receive a new packet 4
and old packets 1 and 2, respectively. Now, the holes
of packets 1 and 2 in the reordering buffer are filled.

Since the NDI statuses of processes 1 and 4 are NEW
and the TSNs of processes 2 and 3 indicate that
packets 1 and 2 are received, the subsequent packets
arriving at the receiver will have TSNs higher than 4.
Thus, no process is responsible for sending the
missing packet 0. Consequently, it can be confirmed
that the gap of packet 0 is a Type-II gap. Hence, the
available in-sequence packets 1� 4 are forwarded to
the upper layer together with packet 0.

4 PERFORMANCE MEASURE AND SYSTEM

ASSUMPTIONS

4.1 Gap Processing Time

To measure the performance of the stall avoidance schemes,
we define a new performance measure—gap processing time
(GPT). It is the duration from the occurrence of a Type II
gap until a stall avoidance scheme recognizes the existence
of nonrecoverable gaps. The gap processing time is an
important performance metric to evaluate the quality of
service (QoS) for HSDPA. On the one hand, when the gap
processing time is shorter than the RLC timeout, with the
help of the stall avoidance scheme, an RLC retransmission
can be initiated sooner when the Type-II gap is detected.
This is especially important for the delay sensitive services.
On the other hand, without the help of the stall avoidance
scheme, the excessive gap processing time may be longer
than the RLC timeout. When a packet is sent out, an RLC
timer is started at the transmitter. If the acknowledgement
is not received correctly before the RLC timer is expired, the
transmitter sends the packet again. When a Type-II gap
halts the received packets at the MAC layer to be delivered
to the RLC layer and the excessive gap processing time is
longer than the RLC timeout, the so called “spurious” RLC
retransmission occurs. In this situation, the RLC timeout
triggers the retransmission of some already received
packets, which are halted at the MAC layer due to an
unrecoverable Type-II gap. Therefore, the analysis of gap
processing time offered in the paper can be helpful in
setting an appropriate value of the RLC timeout from a
viewpoint of the receiver’s MAC layer performance.

Although the probability of the NACK-to-ACK error is
0.01 [24], [25], the high allowable packet error rate in the MAC
layer of HSDPA can still lead to serious stall problems. To
boost the transmission rate, the packet error rate of the first
transmission can be higher than 40 percent because a high
level modulation and coding scheme is adopted [22]. For
example, when the probability of a NACK-to-ACK error is
equal to 0.01, the average packet error rate is equal to 0.3, and
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An Example of the Statuses in a 4-Process SAW HARQ Mechanism for a Type-II Gap Being

Detected by Receiving New Packets in Three Processes and Old Packet in One Process



at the transmission time interval of 2 milliseconds, the stall
problem occurs 7.5 (5=0:002� 0:3� 0:01) times within 5 sec-
onds. Thus, the impact of the NACK-to-ACK error cannot be
ignored, especially for supporting delay sensitive services.

The stall problem affects the performance of the parallel
HARQ mechanism in two folds. From the goodput aspect,
the end-to-end goodput from the receiver’s upper-layer
viewpoint can be seriously degraded due to the long gap
processing time. From the delay aspect, the end-to-end data
delivery delay can also become longer due to the gap
processing time. Referring to the analytical model in [33],
the packet delivery delay (denoted by Td) in the third-
generation (3G) WCDMA with transport control protocol
(TCP) can be decomposed as

Td ¼ Qd þRd þNd; ð1Þ

where Qd, Rd, and Nd are the queuing delay, reordering
delay, and the wireline network delay, respectively. How-
ever, the packet delivery delay of (1) does not consider the
effect of NACK-to-ACK errors. To incorporate the effect of
NACK-to-ACK errors into packet delivery delay, Td can be
modified as

Td ¼ Qd þRd þNd þGPT: ð2Þ

Note that the reordering delay Rd is caused by Type-I gaps
while the GPT is caused by Type-II gaps. Clearly, a longer
period of gap processing time causes longer packet delay
because Type-II gaps halt the procedure of forwarding the
received packets to the upper layer.

A longer period of gap processing time also results in
more accumulated packets in the MAC layer. As a result, the
overflow probability of the reordering buffer is increased.
Moreover, as more received packets are forwarded to the
RLC layer due to longer gap processing time, a larger buffer
in the RLC layer is required to accommodate these packets.
With large enough buffers of both MAC and RLC layers, the
received packets can be accommodated in the receiver. In
this paper, we focus on the analysis of the gap processing
time for the three stall avoidance schemes. Gap-processing
time is influenced by the physical layer parameters, such as
packet error rate (PER) and the probability of a NACK
becoming an ACK (PN!A), and the MAC layer parameters,
e.g., the size of the reordering buffer and the number of
processes in the parallel SAW HARQ mechanisms.

4.2 Assumptions

Being a function of both physical layer and MAC layer
parameters, gap processing time is difficult to compute
analytically. To make the analysis tractable, we make the
following assumptions:

1. Because a NACK-to-ACK error usually occurs when
a mobile terminal moves at high speeds, it is
assumed that the fast changing channel is modeled
by an independent Rayleigh fading channel from
one packet to another packet.

2. All packets are assumed to have the same priority.
3. All transmit processes in the HARQ mechanism

always have packets ready for transmission.
4. Effects of incremental redundancy and Chase com-

bining are not considered. The provided analysis in
the paper can be viewed as the worst-case analysis.

5. Assume the modulation and coding scheme and the
packet length are not changed during the period of
the gap processing time.

6. The feedback delay is not taken into account of the
gap processing time.

5 ANALYSIS OF TIMER-BASED STALL AVOIDANCE

SCHEME

In Proposition 1, we derive the average gap processing time
for the timer-based stall avoidance scheme.

Proposition 1. Denote Ps and PN!A as the probability of a
packet being successfully received and that of having a NACK-
to-ACK error, respectively. Then, the probability with a Type-
II gap (denoted by PG) is equal to

PG ¼ ð1� PsÞPN!A: ð3Þ

Let D be the expiry time of the timer normalized to the
transmission time interval (TTI). In terms of PG, Ps, and D,
the average gap processing time for the timer-based stall
avoidance scheme normalized to TTIs (denoted by GPTtimer)
in the single user case can be expressed as

GPTtimer ¼
XD
‘¼0

GPT ð‘Þ; ð4Þ

where the average gap processing time with ‘ Type-II gaps

(denoted by GPT ð‘Þ) is

GPT ð‘Þ ¼

ð1� PGÞD Dþ
P1
i¼1

ið1� PsÞi�1Ps

� �
; ‘ ¼ 0;

P‘
Gð1� PGÞ

D�‘ PD�‘þ1

t1¼1

PD�‘þ2

t2¼t1þ1

� � �
PD

t‘¼t‘�1þ1

P‘
j¼1

2D�tj
‘ ; ‘ ¼ 1; � � � ; D;

8>>><
>>>:

ð5Þ

and tj is defined as the elapsed time of the previous timer until
the end of gap j ðj ¼ 1; � � � ; ‘).

Proof. Assume that a timer is already initiated for a certain
gap. We consider the following two scenarios:

1. No new Type-II gap occurs in a period of D, ‘ ¼ 0.
Referring to Fig. 4a, let gap 0 occur after the
previous timer expires. Suppose that i TTIs later,
a packet PKT � with a higher TSN than gap 0’s is
successfully received. Then, a new timer is
initiated for gap 0. In this case, the gap processing
time of gap 0 is i plus the expiration time of the
timer D. Now, we approximate the probability of
receiving PKT � after i TTIs by ð1� PsÞi�1Ps. Note
that the successfully received PKT � may not
always have a TSN higher than that of gap 0.
Because the probability of not having new Type-II
gap within D TTIs is ð1� PGÞD, the probability
mass function (pmf) for the gap processing time
(GPT ) equal to Dþ i TTIs can be expressed as

P ðGPT ¼ iþDÞ ¼ ð1� PGÞDð1� PsÞi�1Ps: ð6Þ

The average gap processing time in the case of
l ¼ 0 can be computed as follows:
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GPT ð0Þ ¼
X1
i¼1

ðiþDÞP ðGPT ¼ iþDÞ

¼ Dþ
X1
i¼1

ið1� PsÞi�1Ps

" #
ð1� PGÞD:

ð7Þ

Thus, the first part of Proposition 1 is proven.
2. ‘ Type-II gaps occur before the timer expires, ‘ 6¼ 0.

Assume that ‘ new Type-II gaps occur before the
timer expires, as shown in Fig. 4b. For gap j,
(j ¼ 1; . . . ; ‘), a period of time (D� tj) is needed
before its own timer starts. Recall that tj is
defined as the elapsed time of the previous timer
until the end of gap j. In this case, the total gap
processing time for gap j is equal to (2D� tj)
and the probability of having ‘ Type-II gaps

conditioned on known t1; � � � ; t‘ is P‘
Gð1� PGÞ

D�‘.

Note that the value of P‘
Gð1� PGÞ

D�‘ is small for
‘ � 2 in real cases. Thus, we can approximate the
exact gap processing time for the ‘ gaps by an
average value over the ‘ gaps as

GPT ð‘jt1; � � � ; t‘Þ ¼
X‘
j¼1

2D� tj
‘

: ð8Þ

Then, the pmf of the gap processing time for
having ‘ gaps conditioned on known t1; � � � ; t‘ can
be expressed as

P ðGPT ¼ GPT ð‘jt1; � � � ; t‘ÞÞ ¼ P‘
Gð1� PGÞ

D�‘: ð9Þ

By considering all the possible occurrence time of
‘ Type-II gaps in D TTIs, we have

GPT ð‘Þ ¼
XD�‘þ1

t1¼1

XD�‘þ2

t2¼t1þ1

� � �
XD

t‘¼t‘�1þ1

X‘
j¼1

2D� tj
‘

� P ðGPT ¼ GPT ð‘jt1; � � � ; t‘ÞÞ

¼ P‘
Gð1� PGÞ

D�‘ XD�‘þ1

t1¼1

XD�‘þ2

t2¼t1þ1

� � �
XD

t‘¼t‘�1þ1

X‘
j¼1

2D� tj
‘

:

ð10Þ

Hence, we prove the second part of Proposition 1.tu

6 ANALYSIS OF WINDOW-BASED STALL

AVOIDANCE SCHEME

Proposition 2, we derive the average gap processing time

for the window-based stall avoidance scheme.

Proposition 2. Let W be the detection window size of the

window-based stall avoidance scheme for an M-channel SAW

HARQ mechanism. Denote Pnew and Pold as the probability of

receiving a new packet and that of receiving a retransmitted

old packet, respectively. From the definitions of Ps and PN!A
in Proposition 1, Pnew and Pold can be expressed as

Pnew ¼ Ps þ ð1� PsÞPN!A ð11Þ

and

Pold ¼ ð1� PsÞð1� PN!AÞ: ð12Þ

Then, the average gap processing time of the window-based

stall avoidance scheme normalized to TTI in the single user

case can be computed in terms of parameters Pnew, Pold, W ,

and M as follows:

GPTwindow ¼

M þ
XM
m¼1

ðW �mÞ
X1
n¼1

nPnewP
n�1
old

" #
M � 1

m� 1

� �
Pm�1
new PM�m

old :

ð13Þ

Proof. The gap processing time for the window-based stall

avoidance scheme is derived in two steps. In the

following, we will prove that

GPTwindow ¼ cycle durationþ residual detection time; ð14Þ

where the cycle duration is defined in Section 3.3 and the

residual detection time is defined as the extra time to

detect a Type II gap in addition to one cycle duration.

1. Cycle duration. The minimum gap processing time
for the window-based stall avoidance scheme is
equal to one cycle duration (M TTIs). Consider
the smallest detection window W ¼M. The
detection window size (or, equivalently, the
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Fig. 4. Two scenarios for the timer-based stall avoidance scheme to remove a Type-II gap. (a) No new Type-II gap occurs before the time expires for
a previous gap. (b) Some new Type-II gaps occur before the time expires for a previous gap.



reordering buffer size) is usually larger than the
number of parallel HARQ processes, i.e., W �M.
Suppose that a Type-II gap occurs in process PR�

in ith cycle. If subsequent M � 1 processes
transmit new packets successfully, process PR�

intends to send a new packet (PKT �) in the
ðiþ 1Þth cycle due to a NACK-to-ACK error.
However, because the detection window is fully-
booked, the gap in the ith cycle for process PR�

can be judged to be a Type-II gap according
the rule of the window-based stall avoidance
scheme. In this situation, the gap processing time
is equal to one cycle duration (i.e., M TTIs).

2. Residual detection time. The residual detection time is
defined as the extra time after one cycle duration
for the detection window becoming fully-booked.
The residual detection time spans in the following
two cases: a. W > M and b. W ¼M with some of
the M � 1 processes subsequent to process PR�

receiving old packets after the occurrence of the
Type-II gaps in step 1.

a. W > M. Now, let us examine the seat

allocation of a detection window, as shown

in Fig. 5. Recall in step 1 that process PR�

produced a Type-II gap (gap�) in cycle i.

Thus, process PR� will transmit a new packet

PKT � in cycle iþ 1. Without loss of general-

ity, choose ðm� 1Þ processes out of the total

other ðM � 1Þ processes to send new packets

and the remaining ðM �mÞ processes to

send old packets. Clearly, the probability of

ðm� 1Þ processes transmitting new packets is

Pm�1
new and that of ðM �mÞ processes retrans-

mitting old packets is PM�m
old . Since there are

M�1
m�1

� �
choices, the probability of PKT � and

gap� being separated by m seats is equal to

PMðmÞ ¼
M � 1

m� 1

� �
Pm�1
new PM�m

old ; ð15Þ

where
PM

m¼1 PMðmÞ ¼ 1. A Type-II gap will

finally halt the trailing edge of a detection

window and is seated at the first place of the

detection window. Hence, PKT � will be
positioned at the ðmþ 1Þth seat. Accordingly,
there will be another ðW �m� 1Þ available
seats remained in the detection window.
Note that the detection window extends its
leading edge only when receiving a new
packet and the old packets just fill in the
empty holes in the reserved seats of the
reordering buffer. Thus, the Type-II gap gap�

can be detected when the remaining ðW �
m� 1Þ plus one seats in the ordering buffer
are occupied.

The gap processing time for gap� will be
cycle durationþ ðW �mÞ TTIs when W �m
consecutive new packets arrive the receiver
successfully with conditional probability
PW�m
new . Note that cycle duration ¼M. In this

case, the probability of gap processing time
equal to M þ ðW �mÞ TTIs is PW�m

new PMðmÞ.
However, the gap processing time will be
longer than M þ ðW �mÞ TTIs if one or
more of the W �m new packets fail the
CRC at their first trials to reach the receiver.
Thus, the gap processing time will be M þ
ðW �mÞ þ 1 TTIs if one of the W �m new
packets takes two transmissions (one trans-
mission with probability Pnew and one
retransmission with probability Pold) to reach
the receiver. In this case, the probability is
ðW �mÞPW�m

new PoldPMðmÞ.
Now, we assume that there are W �m

transmissions and total n� ðW �mÞ retrans-

missions before these W �m new packets

successfully reach the receiver. The gap

processing time is nþM TTIs in this case.

Because these total n� ðW �mÞ retransmis-

sions may be responsible for some of the

W �m packets, there are ðn�1Þ!
ðW�m�1Þ!ðn�ðW�mÞÞ! ¼

n�1
W�m�1

� �
choices in this case, for each of which

the probability is PW�m
new P

n�ðW�mÞ
old . Thus, the

probability of the gap processing time equal

to nþM (denoted by P ðGPT ¼ nþMÞ) can

be expressed as

P ðGPT ¼ nþMÞ
¼ P ðGPT ¼ nþMjPKT � at ðmþ 1Þth seatÞPMðmÞ

¼ n� 1

W �m� 1

� �
PW�m
new P

n�ðW�mÞ
old

M � 1

m� 1

� �
Pm�1
new PM�m

old

¼ n� 1

W �m� 1

� �
M � 1

m� 1

� �
PW�1
new PnþM�W

old :

ð16Þ

Note that

XM
m¼1

XL
n¼W�m

P ðGPT ¼ nþMÞ ¼ 1; ð17Þ

where L is the required TTIs to detect a
Type-II gap. The average gap processing
time for the case of W > M can be
calculated by
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Fig. 5. An illustrative example of the seat allocation in a detection

window for the window-based stall avoidance scheme.



GPTwindow

¼
XM
m¼1

XL
n¼W�m

ðnþMÞP ðGPT ¼ nþMÞ

¼
XM
m¼1

XL
n¼W�m

ðnþMÞ n� 1

W �m� 1

� �
M � 1

m� 1

� �
PW�1
new PnþM�W

old :

ð18Þ

b. W ¼ M. Recall that the residual time for W ¼
M lasts when some of the M � 1 processes
subsequent to process PR� receive old
packets after the occurrence of the Type-II
gaps in step 1. Following the same approach
of obtaining (15) in the case of W > M, we
assume that the ðm� 1Þ processes of the
subsequent ðM � 1Þ processes send new
packets and the remaining ðM �mÞ pro-
cesses send old packets. In this situation,
gap� can be recognized as a Type-II gap
when the remaining ðM �m� 1Þ plus one
seats in the ordering buffer are occupied.
Then, one can easily find that the residual
time for W ¼M is just a special case of that
for W > M. However, one should note that
(16) is not valid for W ¼M and m ¼M.
For W ¼ M and m ¼ M, P ðGPT ¼ nþ
MjPKT � at ðM þ 1Þth seatÞ ¼ PnewPn

old be-
cause PKT � may successfully reach the
receiver and overbook the detection window
after nþ 1 transmissions, where n � 0.

In order to obtain a general closed-form expres-
sion of average gap processing time for the
window-based stall avoidance scheme, an alter-
native derivation of Proposition II is provided in
the following. Since the probability of a new
packet arriving at the reordering buffer within
n TTIs is equal to PnewP

n�1
old , the average time for

the detection window extending its leading edge
by one seat (denoted by T0) can be computed by

To ¼
X1
n¼1

nPnewP
n�1
old : ð19Þ

As a result, it takes extra ðW �m� 1ÞTo TTIs to
have a fully-booked window in addition to one
cycle duration. When another new packet arrives
in the next To, the receiver can judge the gap at
the first seat of the window is a Type-II gap and
start the process of forwarding the received
packets with the Type-II gap to the upper later.
From (15) and (19) and the above discussion, the
total residual detection time in addition to one
cycle duration is calculated as

residual detection time ¼
XM
m¼1

½ðW �mÞTo�PMðmÞ

¼
XM
m¼1

ðW �mÞ
X1
n¼1

nPnewP
n�1
old

" #
M � 1

m� 1

� �
Pm�1
new PM�m

old :

ð20Þ

Adding the residual detection time (20) to the
cycle duration (M TTIs), we obtain the closed-
form expression of the average gap processing
time for the window-based stall avoidance scheme
as shown in (13). Note that the average gap
processing time calculated by (20) plus the cycle
duration M is equal to that obtained in (18). tu

7 ANALYSIS OF INDICATOR-BASED STALL

AVOIDANCE SCHEME

In Proposition 3, we derive the average gap processing time
for the indicator-based stall avoidance scheme.

Proposition 3. Consider an M-channel SAW HARQ mechan-
ism. The gap processing time normalized to TTIs for the
indicator-based scheme in the single user case can be calculated
in terms of parameters M, Ps, Pnew, and Pold as follows:

GPTindicator ¼MðPnew þ PoldPsÞM�1

þ
XC
k¼1

XM
m¼2

ðm� 1þ kMÞP ðxk ¼ S1Þ

Xk
i¼0

P ðxi ¼ S1Þ
" #m�2 Xk�1

j¼0

P ðxj ¼ S1Þ
" #M�m

;

ð21Þ

where

P ðx0 ¼ S1Þ ¼ Pnew þ PoldPs ð22Þ

and

P ðx‘ ¼ S1Þ ¼ P‘
oldð1� PsÞPnew for ‘ � 1: ð23Þ

C is the number of cycles involving all the processes in the
M-channel SAW HARQ mechanism required to detect a
Type-II gap.

Proof. Recall that the basic idea of the indicator-based stall
avoidance scheme is to examine the status of each HARQ
process by the use of the NDI in the control channel and
the TSN in the traffic channel to confirm whether the
missing packet will be transmitted or not. To ease our
discussion, the status of an HARQ process is described
by the following two events:

A ¼4 fNDIðrecÞ ¼ NEWg; ð24Þ

B ¼4 ffTSNðrecÞ 6¼ TSN�g \ fNDIðrecÞ ¼ OLDgg; ð25Þ

where NDIðrecÞ and TSNðrecÞ are the NDI and the TSN of
the received packet; TSN� is the TSN of the missing gap.
If either event A or event B is sustained for a HARQ
process, then this HARQ process is ruled out to be the
candidate for sending the missing packet TSN�. If all the
HARQ processes are ruled out, it implies that the
existing gap in the reordering buffer belongs to the
nonrecoverable Type-II gap since no HARQ process will
transmit the missing packet. However, if none of events
A and B happens (denoted by fA [Bg), the receiver
believes that the HARQ process still possibly transmits
the packet TSN� to fill the gap of the reordering buffer in
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the future. Note that when TSNðrecÞ ¼ TSN�, this Type-I

gap is filled in the reordering buffer, which will not

cause the stall issue.

Assume that a Type-II gap appears in the first process
(PR1) of the M-processes SAW HARQ mechanism in the

cycle 0 (‘ ¼ 0) as shown in Fig. 6. To begin the proof, we

first define a semi-Markov chain to describe the status of

each HARQ process. Fig. 7 shows this Markov chain with

two states defined as follows:

1. Retransmission state ðS0Þ. If event fA [Bg
happens, this HARQ process enters the retrans-
mission state. Denote x‘ as the state variable in the
lth cycle. If a process is in the retransmission state
in the ð‘� 1Þth cycle, the receiving process will
issue a NACK signal for requesting a retransmis-
sion in the ‘th cycle. However, if the NACK signal
is changed to an ACK signal, a new packet will be
transmitted in the ‘th cycle instead. Based on the
definition of event A in (24), we have

P ðAjx‘�1 ¼ S0Þ ¼ PN!A; ð26Þ

where PN!A is the probability of having a NACK-

to-ACK error. On the contrary, if the NACK

signal arrives the transmitter correctly, the miss-

ing packet will be retransmitted in the ‘th cycle.

Note that the probability of the NACK signal

arriving the transmitter correctly is ð1� PN!AÞ
and the probability of successfully retransmitting

packet to the receiver is Ps. According to the

definition of (25), the occurrence probability of

event B is equal to

P ðBjx‘�1 ¼ S0Þ ¼ ð1� PN!AÞPs: ð27Þ

Because events A and B are mutually exclusive,

from (26) and (27), we can obtain

P ðx‘ ¼ S0jx‘�1 ¼ S0Þ ¼ P ðfA [Bgjx‘�1 ¼ S0Þ
¼ 1� ½P ðAjx‘�1 ¼ S0ÞþP ðBjx‘�1 ¼ S0Þ�
¼ 1� ½PN!A þ ð1� PN!AÞPs�
¼ ð1� PN!AÞð1� PsÞ
¼ Pold:

ð28Þ

Recall that, in (12), we define

Pold ¼ ð1� PN!AÞð1� PsÞ:

According to the definition of S0, when a process
receives a retransmitted old packet which fails the
CRC, it enters state S0. Thus, the initial prob-
ability of a process at S0 can be expressed as

P ðx0 ¼ S0Þ ¼ Poldð1� PsÞ: ð29Þ

2. Stop state ðS1Þ. If either event A or event B
happens, the state of process will enter the stop
state. From Fig. 7, (26), and (27), the probability of
a process in the stop state S1 in the ‘th cycle can
be expressed as

P ðx‘ ¼ S1jx‘�1 ¼ S0Þ ¼ P ðA [Bjx‘�1 ¼ S0Þ
¼ P ðAjx‘�1 ¼ S0Þ þ P ðBjx‘�1 ¼ S0Þ
¼ PN!A þ ð1� PN!AÞPs
¼ Ps þ ð1� PsÞPN!A
¼ Pnew:

ð30Þ
Recall that, in (11), we define

Pnew ¼ Ps þ ð1� PsÞPN!A:

According to the definition of state S1, when a
process receives a new packet or successfully
receives a retransmitted old packet, it will enter
state S1. Thus, the initial probability of a process
at S1 can be expressed as

P ðx0 ¼ S1Þ ¼ Pnew þ PoldPs: ð31Þ

From (28) and (30), we obtain the state transition
probability matrix � of the two-state Markov chain in
Fig. 7 as follows:

� ¼4
P ðx‘ ¼ S0jx‘�1 ¼ S0Þ P ðx‘ ¼ S1jx‘�1 ¼ S0Þ
P ðx‘ ¼ S0jx‘�1 ¼ S1Þ P ðx‘ ¼ S1jx‘�1 ¼ S1Þ

� �

¼
Pold Pnew

0 0

� �
:

ð32Þ

Then, from (29) and (31), a state probability vector
Pðx‘Þ ¼

4 ½P ðx‘ ¼ S0Þ; P ðx‘ ¼ S1Þ� can be obtained by

Pðx‘Þ ¼ Pðx‘�1Þ� ¼ Pðx0Þ�‘

¼ ½P‘þ1
old ð1� PsÞ; P ‘

oldð1� PsÞPnew�:
ð33Þ
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Fig. 6. An illustration for the gap processing time of the indicator-based

stall avoidance scheme.

Fig. 7. The state transition diagram for the indicator-based stall
avoidance scheme.



Now, referring to Fig. 6, we derive the average gap

processing time for the following two possible scenarios:

1. Detect Type-II gap right after cycle 0. If, in cycle 0,

processes PR2 � PRM are all in state S1, the gap

TSN� can be detected as a Type-II gap right after

the end of cycle 0. Due to a NACK-to-ACK error,

PR1 transmits a new packet in cycle 1. As long

as process PR1 receives the NDI and finds

NDI ¼ NEW , the receiver can confirm that the

missing packet TSN� is a Type-II gap since all

processes are handling other packets except for

TSN�. In this case, the receiver spends M TTIs to

detect this Type-II gap. Thus, from (31), the

probability of gap processing time equal to M

can be expressed as

P ðGPT ¼MÞ ¼ ½P ðx0 ¼ S1Þ�M�1

¼ ðPnew þ PoldPsÞM�1:
ð34Þ

Then, the average gap processing time for

detecting a Type-II gap immediately after cycle 0

can be calculated as

GPT 0 ¼M � P ðGPT ¼MÞ
¼MðPnew þ PoldPsÞM�1:

ð35Þ

2. Detect the Type-II gap more than one cycle. Recall

that if a process is in state S1, this process is ruled

out to be the candidate for sending the missing

packet TSN�. When all the processes are all ruled

out, the remaining gap in the reordering buffer is

the Type-IIgap. As shown in Fig. 6, GPT ¼
m� 1þ kM when the Type-II gap is detected in

the kth cycle by PRm, where m � 2 and k � 1. To

compute the probability of GPT ¼ m� 1þ kM,

three events,E1,E2, andE3, are defined as follows:

E1 ¼ fPRm is ruled out in the kth cycle:g ð36Þ

E2 ¼ fPR2 � PRm�1 are ruled out within kth cycle:g ð37Þ

E3 ¼ fPRmþ1 � PRM are ruled out withinðk� 1Þth cycle:g
ð38Þ

From the state probability of the Markov chain in

(33), it is obvious that

P ðE1Þ ¼ P ðxk ¼ S1Þ: ð39Þ

Before calculating P ðE2Þ, we first denote P
ð�Þ
k the

probability of process PR� being ruled out within

kth cycle. Because all processes send data

independently, the probability for processes

PR2 � PRm�1 being ruled out within kth cycle

can be expressed as

P ðE2Þ ¼P ð2Þk � P
ð3Þ
k � � � � � P

ðm�1Þ
k

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{ðm�2Þ

¼
Xk
i¼0

P ðxi ¼ S1Þ
" #m�2

:

ð40Þ

Similarly, for event E3, we can have

P ðE3Þ ¼
Xk�1

j¼0

P ðxj ¼ S1Þ
" #M�m

: ð41Þ

Combining (39), (40), and (41), we can obtain the
pmf of the GPT of the indicator-based stall
avoidance scheme as

P ðGPT ¼ m� 1þ kMÞ ¼

P ðxk ¼ S1Þ
Xk
i¼0

P ðxi ¼ S1Þ
" #m�2 Xk�1

j¼0

P ðxj ¼ S1Þ
" #M�m

:

ð42Þ

Then, we can express the average gap processing
time for case 2 as follows:

GPT 1 ¼
XC
k¼1

XM
m¼2

ðm� 1þ kMÞP ðGPT ¼ m� 1þ kMÞ

¼
XC
k¼1

XM
m¼2

ðm� 1þ kMÞP ðxk ¼ S1Þ

Xk
m¼2

P ðxi ¼ S1Þ
" #m�2 Xk�1

j¼0

P ðxj ¼ S1Þ
" #M�m

;

ð43Þ

where C is the number of cycles involving all the
processes in the M-channel SAW HARQ mechan-
ism required to remove a Type-II gap. For given
parameters Pnew, Pold, Ps, and M, the value of C
can be obtained from

ðPnew þ PoldPsÞM�1 þ
XC
k¼1

XM
m¼2

P ðxk ¼ S1Þ

Xk
i¼0

P ðxi ¼ S1Þ
" #m�2 Xk�1

j¼0

P ðxj ¼ S1Þ
" #M�m

¼ 1:

ð44Þ

Combining (35) and (43), the average gap proces-
sing time for the indicator-based stall avoidance
scheme can be computed by

GPTindicator ¼ GPT 0 þGPT 1

¼MðPnew þ PoldPsÞM�1

þ
XC
k¼1

XM
m¼2

ðm� 1þ kMÞP ðxk ¼ S1Þ

Xk
i¼0

P ðxi ¼ S1Þ
" #m�2 Xk�1

j¼0

P ðxj ¼ S1Þ
" #M�m

:

ð45Þ

tu
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8 NUMERICAL RESULTS AND DISCUSSIONS

In this section, by analysis and simulations, we investigate

the average gap processing time and the corresponding

probability mass functions for the timer-based, the window-

based, and the indicator-based stall avoidance schemes. We

will discuss the relation between the gap processing time,

the allowable retransmissions, and the number of accep-

table fully loaded users for different stall avoidance

schemes. For these purposes, we conduct a simulation

cross physical and MAC layers under the assumptions of

Section 4.2. In the simulation, each packet is transmitted

through the flat Rayleigh fading channel. The Doppler

frequency of the Rayleigh fading channel is 100 Hz, which

is equivalent to a vehicle speed of 54 km/hour with a

carrier frequency of 2 GHz. The correctness of each received

packet is checked by CRC. If the received packet passes

CRC, an ACK signal will be sent through the feedback

control channel otherwise a NACK signal is sent. If a

NACK-to-ACK error occurs in the feedback control

channel, a Type-II gap will appear in the reordering buffer.

The gap processing time of the Type-II gap is calculated

from its appearance until it is detected. To confirm the

correctness of simulation results, we run 100,000 packets for

each simulation. The simulation parameters are shown in

Table 2. In the discussion of the number of acceptable fully

loaded users, we assume that all fully loaded users are

selected from multiple users and under the same QoS

requirements, i.e., the required gap processing time should

be lower than 100 TTIs. A fair scheduling policy is

implemented to allocate resource to fully loaded users.

8.1 Average Gap Processing Time of the
Timer-Based Scheme

Fig. 8 shows the average gap processing time of the timer-

based stall avoidance scheme with various settings on the

timer’s expiration ðDÞ. It is shown that the analytical results

are close to the simulation results. In the case of D ¼ 20 TTIs

and Eb=N0 ¼ 14 dB, the analytical average gap processing

time (21.7 TTIs) is only 2.7 percent smaller than the

simulation value (22.3 TTIs). Regarding the 2.7 percent

discrepancy between the simulation and the analytical
results, we summarized the reason as what follows.

To ease the derivation of the computational formula of
the gap processing time for the timer-based avoidance
schemes, we assume that the transmission sequence
number (TSN) of the missing packet is smaller than that
of the first successfully received consequent packet. Having
a packet with a larger TSN after the missing packet with a
smaller TSN, the receiver can find a gap in a series of
received packets, thereby initiating the timer counting for
the timer-based scheme. In general, it is possible that the
receiver may receive a packet with a smaller TSN than the
previous missing packet. In this case, the receiver does not
know to initiate the timer counting for the missing gap until
the reception of another packet with a larger TSN than the
previous missing packet’s TSN. However, the analysis of
gap processing time for the general case is quite involved,
which is not discussed in this paper. Hence, Proposition 1
shows the lower bound on the average gap processing time
for the timer-based stall avoidance mechanisms.

The timer’s expiration impacts the MAC layer perfor-
mance of HSDPA in two folds. On the one hand, as shown
in the figure, a longer timer results in longer gap processing
time. For D ¼ 20 TTIs at Eb=N0 ¼ 14 dB, the average gap
processing time (GPTtimer) is 21.7 TTIs, while for D ¼ 28
TTIs, the GPTtimer ¼ 30:1 TTIs. On the other hand, a larger
value of time expiration allows more retransmissions.
Specifically, for an M-process SAW HARQ mechanism,
the allowable number of retransmissions ðhÞ is equal to
D=M in the single user case. A properly designed timer
expiration is to allow enough retransmissions to recover the
lost packet and, in the meanwhile, not to cause too long of a
gap processing time. From Proposition 1, we can rapidly
evaluate the impact of the allowable retransmissions
(h ¼ D=M) on the gap processing time (GPTtimer) for
different values of Ps and PN!A without time consuming
simulations.

Furthermore, the derived analytical method of comput-
ing the gap processing time can also be applied to design
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TABLE 2
The Simulation Environment

1To boost the transmission rate, the packet error rate of the first
transmission can be higher than 40 percent because a high level
modulation and coding scheme is adopted [22]. Fig. 8. The average gap processing time of the timer-based stall

avoidance scheme with different timer expiration for the 4-channel SAW

HARQ mechanism in the Rayleigh fading channel with Doppler

frequency of 100 Hz.



the proper number of acceptable fully loaded users from the

admission control standpoint. Let To be the constraint on

the maximum allowable gap processing time. Then, the

acceptable fully loaded users in the system can be

approximated by bTo=GPTtimerc, where bxc is the largest

integer less than or equal to x. According to the above

guidelines, Fig. 9 shows the number of acceptable fully

loaded users of the timer-based stall avoidance scheme

versus the number of allowable retransmissions ðnÞ for

different numbers of parallel processes ðMÞ subject to the

constraint of To ¼ 100 TTIs. As shown in the figure, the

more the allowable retransmissions ðnÞ, the fewer the users

can be accepted. For M ¼ 4, as the value of h increases from

2 to 6, the number of acceptable fully loaded users decreases

from 10 to 3. This is because, for a given M, a larger value of
h leads to a longer timer expiration (D ¼ n�M in the

single user case), thereby resulting in a longer period of the

gap processing time. That is, more retransmissions in-

creases the gap processing time and, thus, decreases the

number of acceptable fully loaded users. Similarly, as the

number of parallel HARQ processes increases, the effect of

increasing gap processing time will reduce the acceptable

fully loaded users.

8.2 Average Gap Processing Time of the
Window-Based Scheme

Fig. 10 shows GPTwindow against Eb=N0 for various window

sizes. The accuracy of the derived average gap processing

time (i.e., (13)) of the window-based stall avoidance scheme

is validated by simulations. As shown in the figure, the

analytical results match the simulations well. Most im-

portantly, Fig. 10 also provides important insights into
designing an admission control policy subject to the gap

processing time constraint T0. Consider a fair scheduling

policy. The number of acceptable fully loaded users ðNÞ in

the system can be approximated by

N ¼ bTo=GPTwindowc; ð46Þ

where bxc is the largest integer less than or equal to x. For
Eb=N0 ¼ 14 dB in Fig. 10, one can observe that GPTwindow ¼
15:3; 19:2; 23:1 TTIs for W ¼ 12; 15; 18, respectively. For the
maximal gap processing time constraint T0 ¼ 100 TTIs, the
allowable users are therefore equal to 6, 5, and 4 for the
window of size of 12, 15, and 18, respectively.

As a matter of fact, the window size is a function of
the allowable minimum retransmissions ðnÞ and the
number of HARQ processes ðMÞ. In the single user case,
for an M-process SAW HARQ mechanism with a window
of size of W , the allowable retransmissions ðnÞ of a
missing packet is at least

n ¼ W

M � 1
� 1: ð47Þ

For M ¼ 4 and W ¼ 12, the missing packet can be
retransmitted by W

M�1� 1 ¼ 3 times. Assume one process
keeps transmitting a missing packet and the other three
processes transmit new packets successfully. After four
cycles, a window with a size of 12 is fully occupied. Because
the window has no more space for the missing packet, this
packet will not be transmitted.

Hence, the admission control policy subject to the gap
processing time requirement can also be designed for
different combinations of parameters n and M. Take M ¼
4 as an example. Fig. 11 shows the number of acceptable
fully loaded users versus Eb=N0 with various minimum
allowable retransmissions ðnÞ subject to a gap processing
time constraint of 100 TTIs. These curves are obtained by
mapping Fig. 10 according to (46). From (47), n ¼
3; 4; and 5 correspond to W ¼ 12; 15; and 18, respectively.
As shown in the figure, the acceptable fully loaded users are
reduced from 7 to 4 as n increases from 3 to 5 for
16dB 	 Eb=N0 	 18dB.

Fig. 12 shows the number of acceptable fully loaded users

of the window-based stall avoidance scheme against packet

error rate ðPERÞwith various numbers of parallel processes

ðMÞ, where the maximal allowable gap processing time To ¼
100 TTIs and the minimum allowable retransmission n ¼ 3.
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Fig. 9. The number of acceptable fully loaded users of the timer-based

stall avoidance scheme versus the numbers of allowable retransmis-

sions ðhÞ for various number processes ðMÞ in the parallel SAW HARQ

mechanism subject to a constraint of gap processing time 100 TTIs.

Fig. 10. The average gap processing time of the window-based stall

avoidance scheme with different window sizes for the 4-channel SAW

HARQ mechanism n the Rayleigh fading channel with Doppler

frequency of 100 Hz.



These curves are obtained by substituting the parametersM,

W , Ps, and PN!A into (13). Note that PER ¼ 1� Ps and the

corresponding window size W ¼ 12; 20; and 28 is obtained

from W ¼ ðnþ 1ÞðM � 1Þ according to (47). This figure can

be associated with an admission control policy subject to gap

processing time by observing PER. According to the CRC

results and PER, a suitable number of allowable users to

maintain the QoS can be determined from the standpoint of

meeting the gap processing time requirement. In the figure,

we find that more parallel SAW HARQ processes results in

fewer allowable users in the system subject to the total gap

processing time requirement. For PER ¼ 0:15, the number

of acceptable fully loaded users decreases from 7 to 3 as M

increases from 4 to 8. Recall that n ¼ W
M�1� 1 in (47). For a

fixed n, a larger value of M also leads to a lager value of W

and longer gap processing time. Hence, the number of

acceptable fully loaded users is reduced for a larger value of

M to satisfy the gap processing time requirement.

8.3 Average Gap Processing Time of the
Indicator-Based Scheme

Fig. 13 shows the analytical average gap processing time for
the indicator-based stall avoidance scheme obtained from
(21) and simulations. As shown in the figure, the differences
between simulation and the analytical approximation are
quite small. Similar to the reason for the timer-based
scheme, the receiver may possibly receive a packet with a
smaller TSN than the previous missing packet. In this
situation, the procedure of monitoring the status of the
HARQ process can start only after another packet with a
larger TSN arrives. Hence, Proposition 3 shows a lower
bound on the average gap processing time for the indicator-
based stall avoidance mechanism.

Compared to Figs. 8, 10, and 13, the indicator-based
scheme outperforms the timer-based and the window-
based schemes in terms of the gap processing time. For a
4-process SAW HARQ mechanism with Eb=N0 ¼ 14 dB,
the gap processing time of the indicator-based scheme is
4.9 TTIs; the gap processing time is 21.7 TTIs for the timer-
based scheme with a timer expiration of 20 TTIs; the gap
processing time is 15.27 TTIs for the window-based
scheme with a window of a size of 12. Also, it is found
that the more the parallel HARQ processes, the longer the
average gap processing time.

The developed gap processing time computation method
for the indicator-based scheme can be applied to determine
the acceptable fully loaded users through bTo=GPTindicatorc
as the timer-based and the window-based schemes, where
To is a given constrain on the gap processing time. Fig. 14
shows the number of acceptable fully loaded users of the
indicator-based stall avoidance scheme against PER with
various numbers of parallel HARQ processes ðMÞ under a
constraint of the gap processing time 100 TTIs. One can find
that with the aid of the indicator-based stall avoidance
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Fig. 11. The number of acceptable fully loaded users of the window-
based stall avoidance scheme versus Eb=N0 with various number
minimum allowable retransmissions ðn ¼ 3; 4; 5Þ in the 4-process SAW
HARQ mechanism subject to a gap processing time constraint of
100 TTIs.

Fig. 12. The number of acceptable fully loaded users of the window-
based stall avoidance scheme versus PER with various number
processes ðMÞ in the parallel SAW HARQ mechanism subject to a
gap processing time constraint of 100 TTIs. The minimum allowable
retransmission ðnÞ is three.

Fig. 13. Effect of the number of processes in the multichannel SAW

HARQ mechanism on the gap processing time for the indicator-based

avoidance scheme in the Rayleigh fading channel with Doppler

frequency of 100 Hz.



scheme, an HSDPA system can accommodate more users

compared to the window-based scheme. For M ¼ 4 at

PER ¼ 0:2, the number of acceptable fully loaded users are

4, 6, and 24 for the timer-based, the window-based, and

the indicator-based schemes, respectively. Furthermore,

although more parallel HARQ processes can enhance

throughput, the side effect of increasing gap processing

time can not be ignored. As M increases from 4 to 12 at

PER ¼ 0:2, it is necessary to reduce the acceptable fully

loaded users from 24 to 6 if the gap processing time

requirement is fulfilled.

8.4 Probability Mass Function of the Gap
Processing Time

Fig. 15 shows the probability mass functions of the gap

processing time for the timer-based, the window-based,

and the indicator-based stall avoidance schemes, where

the timer’s expiration D ¼ 24 and the detection window

size W ¼ 20 with M ¼ 6 parallel HARQ processes at

Eb=N0 ¼ 14 dB. The analytical pmf for the timer-based

scheme can be obtained by evaluating (6) and (9). For the

window-based scheme, we obtain the analytical pmf by

evaluating (16), while the pmf for the indicator-based

scheme can be obtained by calculating (35) and (43). From

the figure, one can see that the analytical results can

approximate the simulation results. Most importantly, the

gap processing time for the timer-based and the indicator-

based schemes are centralized, while that of the window-

based scheme is widely spread. For example, 78 percent

and 71 percent of the gap processing time of the timer-

based and the indicator-based schemes are lower than 26

and 8 TTIs, respectively, where the corresponding average

gap-processing times are 26.8 and 8.4 TTIs. However, for

the window-based scheme, only 53 percent of the gap

processing time are lower than the average value of

25.6 TTIs. Thus, we can conclude that indicator-based

scheme is more capable of maintaining stable and better

QoS for HSDPA.

9 CONCLUSIONS

In this paper, we have defined a new performance metric-
gap processing time-to evaluate the stall avoidance schemes
for HSDPA. We derive the probability mass functions and
the closed-form expressions for the average gap processing
time of the timer-based, the window-based, and the
indicator-based stall avoidance schemes. Through analyses
or simulations, we find that the indicator-based stall
avoidance scheme outperforms the other two schemes in
terms of the gap processing time. The proposed analytic
model can also be used to design the proper size in the
reordering buffer in the MAC layer, the window size in the
RLC layers, the RLC timeout period, and the number of
acceptable fully loaded users in the radio resource manage-
ment layer. Some interesting future research topics that can
be extended from this work include the joint design of the
MAC and RLC retransmission mechanism and the inves-
tigation of the effect of Chase combining on the gap
processing time and its related upper protocol layers.
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