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Abstract

Distance-increasing mappings (DIMs) are mappings from the set of binary vectors of a fixed length to the set of permutations
of the same length that increase Hamming distances except when that is obviously not possible. In this paper, we propose new
non-recursive constructions of DIMs which are based on simple compositions of permutations. In comparison with Chang’s con-
structions, our new constructions do not need any table-lookup operations, and usually have better distance expansion distributions
when the length is odd.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

A mapping from the set of all binary vectors of length
n to the set of all permutations of Zn = {1,2, . . . , n}
is called a distance-preserving mapping (DPM) if every
two binary vectors are mapped to permutations with the
same or even larger Hamming distance than that of the
binary vectors. A distance-increasing mapping (DIM)
is a special DPM such that the distances of mapped
permutations are strictly increased except when that is
obviously not possible [10]. DPMs and DIMs are them-
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selves interesting combinatorial objects and can be used
to construct permutation arrays (PAs) which are applied
to various applications, such as trellis code modulations
and power line communications [1–7]. Recently, sev-
eral constructions of DPMs and DIMs were proposed
[8–10], in which these mappings were not only applied
to construct new PAs but also used to improve the lower
bound on the size of PAs.

The DIMs proposed by Chang were constructed
based on a small table which was obtained by a cus-
tomized computer search program [10]. In this paper,
we propose new constructions of DIMs that do not
need any table-lookup operations. These constructions
are based on simple compositions of permutations; the
new DIMs constructed usually have better distance ex-
pansion distributions than Chang’s when the length is
odd.
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2. Definitions and notations

Let Zn
2 denote the set of all binary vectors of

length n. The Hamming distance between two vectors
a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) is denoted
by d(a,b) and is defined as

d(a,b) = ∣∣{j ∈ Zn: aj �= bj }
∣∣.

Let Sn denote the set of all n! permutations of Zn =
{1,2, . . . , n}. A permutation π :Zn → Zn can be repre-
sented by

π =
(

1 2 · · · n

π1 π2 · · · πn

)
,

i.e., π(i) = πi . This representation is called the stan-
dard form. For simplicity, we represent π in the vector
form, π = (π1,π2, . . . , πn).

Definition 1. A mapping f :Zn
2 → Sn is called a

distance-increasing mapping of length n (n-DIM) if for
any two distinct binary vectors x, y ∈ Zn

2 ,

d
(
f (x), f (y)

)
� min

{
d(x, y) + 1, n

}
.

Definition 2. Let ρ and μ be two permutations on Zn,
the composition operation ρ ◦ μ is defined as

ρ ◦ μ(x) = ρ
(
μ(x)

)
.

For example,

ρ =
(

1 2 3 4 5
3 2 4 5 1

)
and

μ =
(

1 2 3 4 5
2 5 1 3 4

)
.

Then

ρ ◦ μ =
(

1 2 3 4 5
3 2 4 5 1

)
◦

(
1 2 3 4 5
2 5 1 3 4

)

=
(

1 2 3 4 5
2 1 3 4 5

)
.

For simplicity, we write ρ ◦ μ = ρμ. Note that per-
mutation composition is not commutative. We denote
ι = (1,2, . . . , n) and for a permutation ρ on Zn, define
ρ0 = ι.

Definition 3. A set of permutations is called a commu-
tative set if any two permutations ρ and μ in the set
commute, that is, ρμ = μρ.

Let 〈ρ1, ρ2, . . . , ρn〉 be an ordered set of permuta-
tions in Sn. For J ⊆ Zn, we define∏

ρj = ρj1 ◦ ρj2 ◦ · · · ◦ ρjk
,

j∈J
where J = {j1, j2, . . . , jk}, k is a positive integer and
j1 < j2 < · · · < jk .

Let Bf = 〈ρ1, ρ2, . . . , ρn〉 be an ordered set of per-
mutations in Sn. We define a mapping from Zn

2 to Sn

as

f (x1, x2, . . . , xn) = ρ
x1
1 ◦ ρ

x2
2 ◦ · · · ◦ ρxn

n

=
∏
j∈Jx

ρj , (1)

where Jx = {j | xj = 1,1 � j � n}. Bf is called the
basic construction set of f .

3. The new DIMs

In this section, we first prove two lemmas that are
important for the construction of the new DIMs. The
constructions of n-DIM for even or odd n are then de-
scribed separately.

Lemma 1. Let f be a mapping constructed by (1) using
the basic construction set Bf = 〈ρ1, ρ2, . . . , ρn〉. Then
f is an n-DIM if for any two distinct subset J1 and J2
of Zn,

d

( ∏
j∈J1

ρj ,
∏
j∈J2

ρj

)
> |J1 ⊕ J2|

when |J1 ⊕ J2| < n, and (2)

d

( ∏
j∈J1

ρj ,
∏
j∈J2

ρj

)
= |J1 ⊕ J2|

when |J1 ⊕ J2| = n, (3)

where J1 ⊕ J2 is the symmetric difference of J1 and J2,
i.e., J1 ⊕ J2 = (J1 ∪ J2) − (J1 ∩ J2).

Proof. For any two distinct vectors a,b ∈ Zn
2 . Let a =

(a1, a2, . . . , an),b = (b1, b2, . . . , bn), J1 = {j | ai = 1,
1 � j � n}, and J2 = {j | bi = 1,1 � j � n}. Then
d(a,b) = |J1 ⊕ J2| and

f (a) =
∏
j∈J1

ρj , f (b) =
∏
j∈J2

ρj .

It is clear that f is an n-DIM if (2) and (3) are
true. �

Lemma 1 states the criteria that the basic construc-
tion set of a DIM should meet. However, we must
consider

(2n

2

)
combinations of any two distinct subsets

of Bf . Under some conditions, Lemma 2 considers only
2n subsets of Bf .
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Lemma 2. Let Bf = 〈ρ1, ρ2, . . . , ρn〉 be the basic con-
struction set of f and assume that {ρ1, . . . , ρ
n/2�} and
{ρ
n/2�+1, . . . , ρn} are commutative sets. Besides, all
permutations in Bf are self-inverse, i.e., ρ2

i = ι for all
ρi ∈ Bf . Then f is an n-DIM if for any subset J ⊆ Zn,

d

(∏
j∈J

ρj , ι

)
> |J | when |J | < n, and (4)

d

(∏
j∈J

ρj , ι

)
= |J | when |J | = n. (5)

Proof. For any two subsets J1, J2 ⊆ Zn, let J = J1 ⊕
J2 ⊆ Zn. Using the properties of commutativity and
self-inversion, we have

d

( ∏
j∈J1

ρj ,
∏
j∈J2

ρj

)
= d

( ∏
j∈J1⊕J2

ρj , ι

)
.

For example, let n = 4, J1 = {ρ2, ρ3, ρ4}, and J2 =
{ρ1, ρ3}. Then

d

( ∏
j∈J1

ρj ,
∏
j∈J2

ρj

)
= d(ρ2ρ3ρ4, ρ1ρ3)

= d(ρ1ρ2ρ3ρ4ρ3, ρ1ρ1ρ3ρ3)

= d(ρ1ρ2ρ3ρ3ρ4, ι) = d(ρ1ρ2ρ4, ι)

= d

( ∏
j∈J1⊕J2

ρj , ι

)
.

Thus, according to Lemma 1, f is an n-DIM if the state-
ment is true. �

According to Lemma 2, we can construct an n-DIM
for even n as follows.

Construction 1. Let n = 2m,m � 2, construct a map-
ping fn using the following basic construction set

Bfn = 〈
ρ1 = (2,1,3,4, . . . , n),

ρ2 = (1,2,4,3,5,6, . . . , n),

...

ρm = (1,2, . . . , n − 2, n,n − 1),

ρm+1 = (1,3,2,4, . . . , n),

ρm+2 = (1,2,3,5,4,6, . . . , n),

...

ρn = (n,2, . . . , n − 1,1)
〉
.

Theorem 1. The mapping fn constructed by Construc-
tion 1 is an n-DIM for even n.
Proof. It is clear that both 〈ρ1, ρ2, . . . , ρm〉 and 〈ρm+1,

ρm+2, . . . , ρn〉 are commutative and all permutations in
Bfn are self-inverse. Thus, it suffices to prove that (4)
and (5) are true for any subset J ⊆ Zn.

First we notice that d(ρi, ι) = 2 for all ρi ∈ Bfn .
Furthermore, for any two distinct permutations ρi, ρj ∈
Bfn, d(ρiρj , ι) = 4 if ρi and ρj commute, and d(ρiρj , ι)

= 3 if ρi and ρj do not commute. Thus, we can define
a function I :Bfn × Bfn → Z as

I (ρi, ρj ) =
{

0 if ρi and ρj commute,
1 otherwise,

and write d(ρiρj , ι) = 4 − I (ρi, ρj ). This formula can
be extended to

d

(∏
j∈J

ρj , ι

)
= 2|J | −

∑
i,j∈J,i �=j

I (ρi, ρj ). (6)

Now let

B1 = 〈ρj | j ∈ J and 1 � j � m〉 ⊆ Bfn,

B2 = 〈ρj | j ∈ J and m + 1 � j � n〉 ⊆ Bfn,

(6) can be rewritten as

d

(∏
j∈J

ρj , ι

)
= 2|B1| + 2|B2|

−
∑

ρi∈B1

∑
ρj ∈B2

I (ρi, ρj ). (7)

For a permutation ρi ∈ B1, there are at most two
permutations in B2 not commuting with ρi . Similarly,
each permutation in B2 does not commute with at most
two permutations in B1. Consider the following possi-
ble cases.

Case 1: |B1| �= |B2|. We have∑
ρi∈B1

∑
ρj ∈B2

I (ρi, ρj ) � 2 × min
{|B1|, |B2|

}
.

Thus

d

(∏
j∈J

ρj , ι

)
� 2 × max

{|B1|, |B2|
}

> |B1| + |B2| = |J |.
Case 2: |B1| = |B2| and |J | < n. At least one per-

mutation in B2 does not commute with at most one
permutation in B1, or else |J | = n. Thus,

d

(∏
ρj , ι

)
> 2|B1| = |J |.
j∈J
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Case 3: |B1| = |B2| and |J | = n. Each permutation
in B1 (B2) does not commute with exactly two permu-
tations in B2 (B1). Thus,

d

(∏
j∈J

ρj , ι

)
= 2|B1| = |J |.

For any subset J ⊆ Zn, Cases 1 and 2 show that (4)
is true and Case 3 shows that (5) is true. Thus, fn is an
n-DIM. �

The n-DIM for even n proposed here is similar to
the mapping h2m, a 2m-DIM (n = 2m) for m = 2 or
m > 2 and odd, as proposed in [8]. Although h2m is
described by an algorithm there, it can be described as
the mapping corresponding to the basic construction set
Bh2m

= 〈μ1,μ2, . . . ,μ2m〉 where

μi = (1,2, . . . ,2i − 2,2i,2i − 1,2i + 2, . . . ,2m)

and

μm+i = (1,2, . . . , i − 1,m + i, i + 1, . . . ,m + i − 1,

i,m + i + 1, . . . ,2m)

for i = 1,2, . . . ,m. Note that ρi = μi for 1 � i � m, but
ρi �= μi for m + 1 � i � 2m.

We cannot construct an n-DIM for odd n in the same
way as Construction 1 because it is infeasible to find
two commutative sets which form a basic construction
set. In the following, we develop a construction method
for odd n.

Lemma 3. Let n = 2m + 1,m � 2, fn be a mapping
constructed by using the following basic construction
set

Bfn = 〈
ρ1 = (2,1,3,4, . . . , n),

ρ2 = (1,2,4,3,5,6, . . . , n),

...

ρm = (1,2, . . . , n − 3, n − 1, n − 2, n),

ρm+1 = (π1,π2, . . . , πn),

ρm+2 = (1,3,2,4, . . . , n),

ρm+3 = (1,2,3,5,4,6, . . . , n),

...

ρn = (1,2, . . . , n − 2, n,n − 1)
〉
.

Let U = {{π2,π3}, {π4,π5}, . . . , {πn−1,πn}}, V =
{{1,2}, ak{3,4}, . . . , {n − 2, n − 1}}. For 1� k �
(n − 1)/2, let u1, . . . , uk be any k distinct elements of
U , and v1, . . . , vk be any k distinct elements of V . If⋃k
i=1 ui �= ⋃k

i=1 vi , then for any subset J ⊆ Zn\{m + 1},

d

( ∏
j∈J∪{m+1}

ρj ,ρm+1

)
> |J |. (8)

Proof. Let J1 = {j | j ∈ J and 1 � j � m}, J2 = {j |
j ∈ J and m + 2 � j � n},B1 = 〈ρj | j ∈ J1〉, and
B2 = 〈ρj | j ∈ J2〉,B1,B2 ⊆ Bfn . B1 is commutative,
and so is B2. Let |B2| = k,0 � k � (n − 1)/2. Con-
sider the permutationμ = ρm+1

∏
j∈J2

ρj , we know that
d(μ,ρm+1) = 2k. Let P = {πi | μ(i) �= πi}. For a per-
mutation ρc ∈ B1,1 � c � m, we have

d(ρcμ,ρm+1)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2k, if 2c − 1 ∈ P and 2c ∈ P

(the distance never decreased),
2k + 1, if either 2c − 1 ∈ P or 2c ∈ P

but not both,

2k + 2, if 2c − 1 /∈ P and 2c /∈ P.

The following shows that (8) is true in all possible cases.
Case 1: |B1| �= |B2|.

d

( ∏
j∈J∪{m+1}

ρj ,ρm+1

)
� 2 × max

{|B1|, |B2|
}

> |B1| + |B2| = |J |.
Case 2: |B1| = |B2|. Since the union of any k distinct

element of U is not equal to the union of any k distinct
element of V . We have

d

( ∏
j∈J∪{m+1}

ρj ,ρm+1

)
> 2× | B1| = |J |. �

Lemma 4. Let n = 2m + 1,m � 2, f be a mapping
constructed by using the basic construction set Bf in
Lemma 3. Then f is an n-DIM if the following state-
ments are true.

(i) d(
∏

j∈Zn\{m+1} ρj ,ρm+1) = n.
(ii) For each i ∈ Zn\{m + 1},

d

( ∏
j∈Zn\{i,m+1}

ρj ,ρm+1

)
= n.

(iii) Let U = {{π2,π3}, {π4,π5}, . . . , {πn−1,πn}},V =
{{1,2}, {3,4}, . . . , {n − 2, n − 1}}. For 1� k �
(n − 1)/2, let u1, . . . , uk be any k distinct elements
of U , and v1, . . . , vk be any k distinct elements
of V ,

⋃k
i=1 ui �= ⋃k

i=1 vi .
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Proof. First, (i) implies that (3) in Lemma 1 is true.
Second, for any two distinct subsets J1, J2 ⊆ Zn, there
are three possible cases:

(1) Neither J1 nor J2 contains m + 1.
(2) Either J1 or J2 but not both contains m + 1.
(3) Both J1 and J2 contain m + 1.

No matter in which case, we show that (2) in Lemma 1
is always true.

Case 1: m + 1 /∈ J1 and m + 1 /∈ J2. This case is ba-
sically the same situation as in Theorem 1 above. Thus

d

( ∏
j∈J1

ρj ,
∏
j∈J2

ρj

)
= d

( ∏
j∈J1⊕J2

ρj , ι

)

> |J1 ⊕ J2|.
Case 2: Without loss of generality, assume m + 1 ∈

J1 and m+1 /∈ J2. We prove (2) by induction on the size
of J1 ⊕ J2. The base step is stated in (ii) for |J1 ⊕ J2| =
n − 1. Now assume (2) is true for |J1 ⊕ J2| = k + 1 but
is not true for |J1 ⊕ J2| = k. That is,

d

( ∏
j∈J1⊕J2

ρj , ι

)
� k for some |J1 ⊕ J2| = k.

However, the only possibility for this assumption is
d(

∏
j∈J1⊕J2

ρj , ι) = k because according to the hypoth-
esis, d(

∏
j∈J1⊕J2∪{i} ρj , ι) > k + 1 for all i ∈ Zn −

(J1 ⊕ J2), and ρi is a swap operation that changes
exactly two positions (note that m + 1 ∈ J1 ⊕ J2).
Thus,

∏
j∈J1⊕J2

ρj agrees with ι in n − k positions,
and each permutation ρi such that i ∈ Zn − (J1 ⊕
J2) changes exactly two of these positions to make
d(

∏
j∈J1⊕J2∪{i} ρj , ι) = k + 2. There are totally n − k

permutations each corresponding to an element of Zn −
(J1 ⊕ J2). By the same logic as in Lemma 3, it is
not possible for those n − k permutations, which con-
sist of two commutative sets and one of them is of
size � �(n − k)/2�, that change only n − k positions,
a contradiction! Thus, we have d(

∏
j∈J1⊕J2

ρj , ι) > k

for |J1 ⊕ J2| = k.
Case 3: m + 1 ∈ J1 and m + 1 ∈ J2. According to

Lemma 3, we have

d

( ∏
j∈J1

ρj ,
∏
j∈J2

ρj

)

= d

( ∏
j∈J1⊕J2∪{m+1}

ρj ,ρm+1

)
> |J1 ⊕ J2|. �

So if we can find ρm+1 satisfying (i)–(iii), then we
have an n-DIM for odd n.
Table 1

π1 π2 π3 π4 π5 π6 π7

1 × × ×
2 × ×
3 × × ×
4 × × ×
5 × × ×
6 × × ×
7 × × ×

Example 1. (n = 5) Assume f5 :Z5
2 → S5 is con-

structed using the following basic construction set

Bf5 = 〈
ρ1 = (2,1,3,4,5),

ρ2 = (1,2,4,3,5),

ρ3 = (π1,π2,π3,π4,π5),

ρ4 = (1,3,2,4,5),

ρ5 = (1,2,3,5,4)
〉
.

To make f5 a 5-DIM, the following requirements should
be satisfied:

(i) d(ρ1ρ2ρ4ρ5, ρ3) = 5.
(ii) d(ρ2ρ4ρ5, ρ3) = 5, d(ρ1ρ4ρ5, ρ3) = 5,

d(ρ1ρ2ρ4, ρ3) = 5, and d(ρ1ρ2ρ5, ρ3) = 5.
(iii) {π2,π3}, {π4,π5} /∈ {{1,2}, {3,4}} and

{π2,π3,π4,π5} �= {1,2,3,4}.

Since ρ1ρ2ρ4ρ5 = (2,4,1,5,3), ρ2ρ4ρ5 = (1,4,2,5,3),

ρ1ρ4ρ5 = (2,3,1,5,4), ρ1ρ2ρ5 = (2,1,4,5,3), and
ρ1ρ2ρ4 = (2,4,1,3,5), we have π1 /∈ {1,2},π2 /∈ {1,

3,4},π3 /∈ {1,2,4},π4 /∈ {3,5}, and π5 /∈ {3,4,5}. Fur-
thermore, from (iii) we have π1 �= 5. According to these
restrictions and the rules stated in (iii), the only solution
for ρ3 is (3,2,5,4,1).

Example 2. (n = 7) Assume f7 :Z7
2 → S7 is con-

structed using the basic construction set described
in Lemma 3. Based on the requirements depicted in
Lemma 4, we exclude some values for ρ4 in the same
way as Example 1. The excluded values are summarized
in Table 1.

In the table the marks “×” denote the values that
should be excluded. Besides, the selection of the val-
ues should satisfy the condition (iii) in Lemma 4. There
are many solutions for ρ4(totally 68). In order to make
the distance expansion distribution as good as possi-
ble, we can choose a solution such that d(ρ4, ι) is the
largest among all possible solutions, for example, (5,6,

3,7,1,2,4).
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Table 2

π1 π2 π3 π4 π5 π6 π7 · · · πn−1 πn

1 × × × ◦
2 × × ◦
3 × × × ◦
4 × × ×
.
.
.

. . .

n − 4 ◦
n − 3 ◦
n − 2 ◦ × ×
n − 1 ◦ ×
n × ◦ × ×

Now we give a general construction of n-DIM for
odd n below.

Construction 2. Let n = 2m + 1,m � 2, construct a
mapping fn using the basic construction set described
in Lemma 3, and

ρm+1 =

⎧⎪⎨
⎪⎩

(3,2,5,4,1), if n = 5,

(5,6,3,7,1,2,4), if n = 7,

(n − 1, n − 2, n − 3, n,1,2, . . . , n − 4),

n � 9.

Theorem 2. The mapping fn constructed by Construc-
tion 2 is an n-DIM for odd n.

Proof. It has been shown that f5 and f7 are DIMs from
the above examples. For n � 9, like the constructions
of f5 and f7, we exclude some values for ρm+1 as fol-
lows:

π1 /∈ {1,2, n},
πn−1 /∈ {n − 2, n},
πn /∈ {n − 2, n − 1, n},
π2i /∈ {2i − 1,2i + 1,2i + 2}, and

π2i+1 /∈ {2i − 1,2i,2i + 2}
for i = 1,2, . . . , (n − 3)/2. The excluded values and
the values selected for ρm+1 are summarized in Table 2
where the marks “×” denote the values excluded and the
marks “◦” denote the values selected. It can be checked
that ρm+1 satisfies (iii) in Lemma 4. �

4. Comparisons

In this section, we compare our DIMs fn with
Chang’s DIMs rn [10, Construction 2]. First, an advan-
tage of our constructions is that it can do without table-
lookup operations. Second, we compare the distance
expansion distribution of fn and rn. Let Dn = [dij ]n×n
be an n by n matrix in which dij is the number of
unordered pairs {x, y} in Zn

2 such that d(x, y) = i

and d(f (x), f (y)) = j . The comparison is made for
n = 5,7,8,9 because those Dn were presented in [10].
We find that the distance expansion distribution of fn is
better than rn when n is odd, except for n = 5, where r5
is obtained by a computer search program.

Case n = 5.

0 49 8 10 13
0 68 68 24

0 93 67
0 80

16

r5

0 64 16 0 0
0 48 112 0

0 64 96
0 80

16

f5

Case n = 7.

0 384 64 0 0 0 0
0 320 896 128 0 0

0 256 1408 512 64
0 320 1344 576

0 384 960
0 448

64

r7

0 384 0 0 0 64 0
0 320 640 0 256 128

0 256 768 640 576
0 192 832 1216

0 192 1152
0 448

64

f7

Case n = 8.

0 680 120 112 104 8 0 0
0 576 1704 744 336 216 8

0 568 2856 2552 936 256
0 528 3960 3456 1016

0 744 3920 2504
0 944 2640

0 1024
128

r8

0 1024 0 0 0 0 0 0
0 1024 2560 0 0 0 0

0 1024 4096 2048 0 0
0 1024 4608 3072 256

0 1024 4096 2048
0 1024 2560

0 1024
128

f8
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Case n = 9.

0 2048 256 0 0 0 0 0 0
0 1792 6400 1024 0 0 0 0

0 1536 10240 8704 1024 0 0
0 1536 11776 15360 3328 256

0 1536 12544 14848 3328
0 1792 11008 8704

0 2048 7168
0 2304

256

r9

0 2048 0 0 0 0 0 0 256
0 1792 5376 0 0 0 0 2048

0 1536 7680 5120 0 0 7168
0 1280 7680 7680 1280 14336

0 1024 6144 6144 18944
0 768 3840 16896

0 512 8704
0 2304

256

f9

5. Conclusion

In this paper, we have proposed new simple and
non-recursive constructions of distance-increasing map-
pings (DIMs) and these constructions are applied for
both even and odd lengths. The constructions take only
compositions of permutations and no table-lookups are
needed. As the numerical results in Section 4 show, for
odd length, our new DIMs have sound distance expan-
sion distributions.
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