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In studying ultrafast electron transfer from a dye molecule to a nanosized semiconductor particle,
pump-probe experiments are commonly used. In this system the electron transfer (ET) rate is faster
than vibrational relaxation so that the ET rate should be described by a single-level rate constant and
the probing signal (often in the form of time-resolved spectra) contains the contribution from the
dynamics of both population and coherence (i.e., wave packet). In this paper, we shall present the
theoretical treatments for femtosecond time-resolved pump-probe experiment and the dynamics of
population and coherence by the density matrix method, and the calculation of single-level ET rate
constant involved in a pump-probe experiment. As an application, we show the theoretical results

using parameters extracted from experiments on a specific dye/semiconductor system.
© 2006 American Institute of Physics. [DOI: 10.1063/1.2359445]

I. INTRODUCTION

Recently electron transfer (ET) between molecular ad-
sorbents and semiconductor nanomaterials and surfaces has
attracted considerable attention.'™ This interfacial ET from
adsorbed molecules to the conduction band of semiconductor
nanoparticles has been shown to take place within 100 fs.
This indicates that in this system the ET is faster than the
vibrational relaxation. Thus, the temperature is not defined in
this ultrafast process and the thermal average ET rate con-
stant cannot be used to describe this interfacial ET.

In addition to its fundamental importance, understanding
the interfacial ET is also crucial to the development of nu-
merous nanoparticle-based devices, such as molecular
electronics™® and solar cells based on composites of molecu-
lar and nanostructured semiconductor cornponents.”’8

By using transient absorption spectroscopic techniques,
time-resolved measurements of photoinduced interfacial ET
with time constants shorter than 100 fs have become
possible.g_13 When ultrashort laser pulses are used in study-
ing photoinduced ET (PIET), vibrational coherences (or vi-
brational wave packet) can often be observed and have in-
deed been observed in a number of dye-sensitized solar cell
systems. This type of quantum beat has also been observed
in ultrafast PIET in photosynthetic reaction centers.”* It
should be noted that when the PIET takes place in the time
scale shorter than 100 fs, vibrational relaxation between the
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system and the heat bath is slower than the PIET; in this case
we have the so-called vibrationally unrelaxed ET, which will
be treated in this paper.

In studying ultrafast ET by femtosecond time-resolved
experiments such as pump-probe experiments, the observed
probe signals contain the information of the dynamics of not
only the population but also the coherence of the system.
Depending on the time scale and spectral ranges, the ob-
served probe signals contain the dynamic information of ei-
ther or both the reactant and product. A purpose of this paper
is to present the theoretical method to calculate the femto-
second time-resolved probed spectra. To completely under-
stand the mechanism of ultrafast ET for the dye-nanoparticle
system, it is necessary to vary the pumping and probing
wavelengths. In the 100 fs time scale, vibrational relaxation
may still play some role in the ultrafast ET. It is the purpose
of this paper to present (1) the theoretical description for
ultrafast time-resolved absorption measurement which often
exhibits quantum beat, (2) the theoretical treatment of non-
relaxed ET, and (3) the analysis of ultrafast time-resolved
spectra experimentally observed.

To treat the PIET we shall employ the theoretical frame-
work in which PIET is regarded as transitions between two
potential surfaces and the potential surfaces are obtained by
using the Born-Oppenheimer adiabatic approximation. Using
this theoretical framework we shall show that for the case in
which vibrational relaxation between the system and heat
bath is much faster than the PIET so that vibrational equilib-
rium (i.e., thermal equilibrium) is established before PIET

© 2006 American Institute of Physics
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takes place, the Marcus equation can be derived under cer-
tain approximations. For the case in which PIET is faster
than vibrational relaxation, we have to deal with the calcu-
lation of the PIET rate originated from the vibronic levels
prepared by the pumping laser, that is, the single-vibronic-
level rate constant.

Thoss et al. have considered the similar kind of system
and solve the Liouville equation of the vibronic process nu-
merically via a so-called self-consistent hybrid method
(SCH)."” Their work represents an attempt to consider the
vibrational degrees of freedom as well as the electronic de-
grees of freedom quantum mechanically at the same time.
Some other workers have employed the so-called nonadia-
batic molecular dynamics method to simulate the effect of
nuclear motion on the ET plrocess.lé’17 Willig et al. employed
a similar Fano-Anderson model and solved the Schrédinger
equation numerically.]g*21 They did not treat the semicon-
ductor part explicitly like Thoss ef al. did, and since it is the
Schrodinger equation method that they have used, they could
not consider the effect of pure dephasing. Their results are
also limited to the one-vibrational-mode case. Sebastian and
Tachiya4 also studied such electron injection process by ap-
plying the Green’s operator technique to the same model
system. Rego and Batista®® combined Car-Parrinello molecu-
lar dynamics (CPMD) method (which determines the time
evolution of the structure of the dye-sensitized semiconduc-
tor nanoparticle) and the extended Hiickel (EH) method
(which determines the wave function of the system at each
CPMD time step) to study the electron injection process in
an all-atomic model. Both of these works compute the sur-
vival probability of the photoexcited state of the adsorbent.
In the latter method, the wave function obtained from the EH
computation is projected to the molecular orbitals of the ad-
sorbent to calculate the survival probability, therefore the
result does not reflect coherence dephasing dynamics. In
both works, the transient spectra are not studied. In this ar-
ticle we shall provide an analytical expression for the single-
vibronic-level electron transfer rate that can be used in the
generalized linear response theory14’23 which is based on the
density matrix method and applied to pump-probe experi-
ments. Multivibrational-mode case can be easily studied with
this formulation.

This paper is organized as follows. In Sec. I we present
the theoretical description of femtosecond pump-probe ex-
periments based on the generalized linear response theory.
Section III is concerned with the application of the density
matrix method to the ultrafast ET dynamics. We show the
derivation of vibrationally nonrelaxed ET rate constant in
Sec. IV which will be followed by the application of theo-
retical results to the ultrafast ET in perylene-TiO, systems.

Il. PUMP-PROBE EXPERIMENTS

A main feature of the interfacial ET under consideration
takes place in the time scale shorter than 100 fs. Thus it is
necessary to employ the laser with pulse duration ~10 fs to
study this ultrafast ET. From the uncertainty principle
AE-At~h/2 we can see that using this pulse duration, nu-
merous vibronic states can be coherently pumped (or ex-
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cited) and thus the probing signal in a pump-probe experi-
ment will contain the information of the dynamics of both
population and coherence (or phase). In other words, in order
to obtain the information of ultrafast ET dynamics it is nec-
essary to carefully analyze the probing signal (usually in the
form of femtosecond time-resolved spectra). Theoretical de-
scription of ultrafast pump-probe experiment is presented in
the following by using the generalized linear response theory
(GLRT).

It has been shown that for the case in which the pumping
and probing lasers do not overlap, one can use the general-
ized linear response theory.14’23 In this section, we shall show
how to apply the GLRT to calculate the ultrafast time-
resolved spectra. For this purpose, we start from the stochas-
tic Liouville equation to describe the equation of motion for
the density matrix p(¢) of the system embedded in a heat bath

dp A i~ A ” A
—=—iLoyp-[V(1),p]-Tp=—iL)p—iL'(1)p,
7 0P = 2 IV(0.p1-Tp op—iL'(D)p
(2.1
Ly=Ly—il’,
where io, V(t), and I represent the Liouville operator of the

system, interaction between the system and probing laser,
and the damping operator, respectively. We let

p=e G (2.2)
to obtain

do 2

—_— = L, t A’ 23

Pl (e (2.3)
where

L'(1) = "L (1)eis, (2.4)

The equation of motion (EOM) of & can be formally inte-
grated,

60 =6, f el (D6(7), 2.5)

where 7; is the initial time of the ET process and ¢;=d(r;). In
our case, the pump and probe pulses do not overlap each
other. #; is a moment after the pump pulse completely passed.
Applying the perturbation method, the first order solution is
given by
t

dre-Tt=DLO] (7 omi1L; B

1

A1) = oG (1) = — i J

t

(2.6)

where p;=p(t;).

Next we can calculate the polarization P(¢). Consider the
polarization due to the transitions between the two electronic
manifolds {€} and {m}, where {m} is the upper manifold; to
the first order, we have

P(0) =PV =T gpV(0]= 2 2 p O ptes  (2.7)
¢ m

where
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t
== [ dmero-rei
nl,
{E [V(T)fm'e Hr- f)w ,m(ﬁi)m’m]

- [V(T)e'me_i(r_[’)wée’(ﬁi)ee']} (2.8)

¢!

and m,,, is the transition dipole moment between m and ¢
states. Here, for example, wj,=wg—iyy and 7y is the
dephasing constant. Since the system is initially prepared in
the {€} manifold, the first term in the bracket involving
(P1)m'm can be removed. In other words,

. t
1 . P
p(flrr)l(t) = ge_”w(m E |: i w(( (pl)ff’f dTV(T)glmelTwé’m] .
¢ li

i

(2.9)

The interaction V considered here is the dipole interac-
tion of the system with the applied radiation field of the
probing laser, that is,

V(D erm== perm - [Eg(@)e™™ + Eg(= w)e™],  (2.10)

where w is the frequency of the radiation field. In this case,
we obtain

"l'fm

w + w(,

pg,z(t)-—zp(m )eor———— - Eo(- w)e®,  (2.11)

m

where Ar=t—t;. The polarization is

ﬁ(l) E 2 E p(At)“,Mm“L( m “Ey(- w)e it 4 oo

€ogom O+ O,
(2.12)
From Eq. (2.12) we can derive the susceptibility
Mot imMome
X(w) = 72 22 pA e (213)
t ¢ m W+ Wpy + Ve

As can be seen from Eq. (2.13), the dynamics of both
population [i.e., pg(Af)] and coherence [i.e., peer(Ar) with
€ #{']is involved in the time-resolved measurement and Eq.
(2.13) can be applied to optical absorption and stimulated
emission. Furthermore, we recover the ordinary linear re-
sponse theory when pyer=0 and py, represents the Boltz-
mann distribution.

Next we consider the effect of pumping laser. With a
short-pulse pumping laser, both population excitation and co-
herence excitation can be created and the nonadiabatic pro-
cesses such as photoinduced ET can take place afterwards.
With a similar derivation as shown in this section we obtain
the coherence created by the pumping laser with electric field
E,, and frequency w, as

J. Chem. Phys. 125, 154706 (2006)

ET
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emission
=— {w}
_— 9

FIG. 1. Scheme of the pump-probe observation of ET process from a to b
by monitoring the stimulated emission from a to the ground state g.

2,
(Beer =25 Tmres Epy(@p)]lger - Epu(= 05)1(Bo) g

(2.14)

where 7, denotes the pump-laser pulse duration. p, is the
density matrix of the system before the arrival of the pump
pulse. Here it is assumed that initially only the g state is
populated. (p;)¢ is a particular case of (p;) by setting €’
={.

Equation (2.14) shows that (;)¢¢r, which is involved in
x(w) in the GLRT, is proportional to E0 (wpu)Egu( Wpy)-
This indicates that P(¢) in the GLRT varles with E (o) and
EO (@ u)E o(=op,). That is, according to the GLRT [see Eq.
(2 13)] the linear susceptibility y(w) due to the probing laser
varies with time 7 through p(Af)¢, (that is, the dynamics of
the system) which in turn varies with E (w,,)Ep(-w,,) of
the pumping pulse, and this makes the y(w) change into
X(3)(w wpu’wpu)-

From the above discussion we can see that due to
peer(Ar) the measurement of y(w) will exhibit quantum beat;
the beat frequency is |wges| while the beat width is approxi-
mately dependent on its dephasing constant. From Eq. (2.14)
we can see that the ultrafast dynamics of population and
coherence appears in p(Af)ge in which (p;) ¢ play the role
of initial condition, created by the pumping laser.

Next we shall apply the GLRT to analyze the femtosec-
ond time-resolved spectra. Suppose that the probing process
corresponds to stimulated emission (SE), the relations be-
tween the different electronic levels in this case are shown in
Fig. 1. The ET is represented by a— b and SE is from a to g.
Notice that in the Born-Oppenheimer adiabatic approxima-
tion

Uy(4,Q) = P,(q,Q)0,,(Q),
(2.15)

av(Q) = H XﬂUj(Qj)
J

and

hew(q,Q") = P,(q,Q")0,,,(Q"),
(2.16)

gw(Q”) = H ngj(Q},)
J

we find
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/Lav’,gw/‘gw,av

-1
X(@,0) === 20 ) pl(AL) ayav'

Wy ow + i'}/av,gw .
(2.17)

Here q denotes the electronic coordinates, and Q and Q” are
the full sets of nuclear normal coordinates in the photoex-
cited (a) and ground (g) electronic states. ®, and ®, are the
electronic wave functions. ®,, and ©,,, are the full nuclear
wave functions of the two different electronic states, each
can be decomposed into products of single-mode wave func-
tions II; Xav, and I1; Xow » respectively. Initially the coherence
is created by the pumping process, i.e.,

7.2
(pt)av av’ ﬁz (ILav 80" Epu(w )(ﬂg() av'’ Epu( w))(p())g() g0

(2.18)

From Eq. (2.17) we can see that the observed time-resolved
spectra include the contributions from both population
p(Af) 4y 4y and vibrational coherence p(At),y v Where v
#v'.

It should be noted that due to p(Af),y .y the Fourier
transform of y(w,r) will yield a Lorentzian band shape with
the bandwidth determined by the dephasing constant of
p(A1) 4y 4y and the areas of different Fourier transform bands
are approximately proportional to the Franck-Condon factors
[0,y | O, )*[(O /| O] For the single displaced oscillator
case, for example, [(X.o| X;o)*[{Xa1 | X,0)|*=Se™25, where S is
the Huang-Rhys factor, which will be further introduced in
Sec. IV.

In the following we shall show how to calculate the
band-shape function of femtosecond time-resolved spectra
(that is, involving the contributions of both population and
coherence dynamics) for the displaced harmonic potential
surfaces. For allowed transitions a — n where n is the ground
state g in the case of stimulated emission and it is a higher
excited state in the case of induced absorption, Eq. (2.17)
becomes

)((0) At) == M’an”’naz E 2 Pav,av’

vV oy ou

s )(@av |®,m><®nu|®av> (2.19)

wav nu —w+ lyav nua

which can be rewritten as

X(w,At) = iME 2 pav,av’(At)

o5 o
X J dte” " CaVa) [T G o (1), (2.20)
0 j 7
where
av a, ([) E en(u +1/2)w —1t u +1/2)w’<Xav |Xnu
uj
X (X X, (2.21)

In Appendix A, we show the detail of how to compute the
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=

=0

FIG. 2. Energy level scheme for a —b.

time-correlation function (TCF) GW av; . The result is

4l

! —iw .t

Gavf,av-= (_ ])Uj+vj _Lezv]w]te Sj(l e ')
J J 21)/ v]

Xmm(vj 5 (e ,)mmvﬁu/ o o)
=0 ml(v;—my)!(v; —m mj)!’ .
where
K; = V"Ejdj(l — el (2.23)

and ﬁj=0)]/ﬁ

lll. ULTRAFAST DYNAMICS OF NONADIABATIC
PROCESSES

In the previous section, we have shown how to apply the
GLRT to calculate the ultrafast time-resolved absorption (or
stimulated emission) spectra. In this section we shall apply
the density matrix method to study the ultrafast dynamics of
the system embedded in a heat bath. Due to the use of the
ultrashort pulse in the pumping lasers the dynamical behav-
iors of both population and coherence have to be considered.

We shall consider the nonadiabatic transition a—b as
shown schematically in Fig. 2, where a and b may denote the
electronic states of D*A and D*A~, respectively. To describe
the dynamical processes of the system, we shall start with the
stochastic Liouville equation

dp . .o
Lo i p-il p-Tp, 3.1
=T iLp—il'p=Tp (3.1)

where I:s derives from I:IO of the system, and L' derives from

the interaction A’ that is responsible for the nonadiabatic
processes using the Born-Oppenheimer adiabatic approxima-

tion. Here I' denotes the damping operator due to the cou-
pling between the system and heat bath. The generalized
master equations (GMEs) of the nonadiabatic processes are
given by

dp i A
A = _2 (Hc,w,bupbu,au - pav,buHéu,av) - (Fp)av,am
dt he,
(3.2)
dpav,av’ .
Car ({0qp avr + FZZ ZZ )Pav,av’
t
i
- %2 (H;w,bupbu,av/ - pav,buH;u,av/)7 (33)
u
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dpbu av bu,a
5 . ,av
dt =- (lwbu,av + Fbll,av)pbu,av

i ' '
- %( E Hbu,avlpay’,av - E pbu,bu’H}m’,av) ’
’ r
v

u

(3.4)

where p,, 4y Pav.av’> a0d pp, 4, TEPresent the vibronic popu-
lation, the vibrational coherence (or phase), and the vibronic
coherence, respectively.

Equation (3.4) can be rewritten as

dpbu,av

_ . bu,av
dt == (lwbu,av + Fbu,av)pbu,av

i

% Héu,av(pav,av - pbu,bu)

v’ #v u' #u
l ! ’
- % E H},u,av'pav’,av - E pbu,bll'Hbu’,av
’ ’
v

u

(3.5)

To the second-order approximation, by using the Laplace
transformation method, p;, ,,(#) can be eliminated from Eq.
(3.2),

d 2 i
Pav.av _ _2 Im[H[w bue—l(lwbu,au+7bu,av)pbu av(O)]
2 ' ’

t
- (Fﬁ)av,av + 2 J dTM(T)bu,av[pbu,bu(t - T)
u 0

- pav,av(t_ T)]’ (36)
where the memory kernel M(7)y, ., is given by
2i ’ 2 —riw +7, )
M(T)bu,av =Im ﬁ|Hau,bu| e buav™ Tbuav? | (37)

In the Markoff approximation Eq. (3.6) reduces to

dp, AL
% = E Wbu,av[pbu,bu(t) - pav,au(t)] - (Fp)au,aw
u
(3.8)
where W, ., denotes the rate constant for av < bu,
” 2 You.av
Wiwaw = | dtM(t =% —H . |2
bu,av J() ( )bu,av hz '}/lznhuv + wlzmyav| av,bu'
(3.9)

bu,av
bu,av

is included in w,, 4,. Simi-

Here it is assumed that 7, ., denotes the real part of I'
and the imaginary part of F%:Z[’j
larly we have

dpbu,bu

dt == E Wbu,uv[pbu,bu(t) - pav,au(t)] - (fﬁ)bu,bu'

(3.10)

Experimentally the dynamics of the product is also often
measured.

J. Chem. Phys. 125, 154706 (2006)

Notice that in (laf))‘w,av only vibrational relaxation is in-
volved due to the coupling between the system and the heat
bath, i.e.,

A A _ E av’,av’
(rp)av,av - Fav,(;u Pav' av’
U/
v'#v

’ ’
_ Tav,av 2 av',av
- Fau,aupav,av + 1-‘av,au Pav’ av’
’
v

= El(rgz,aﬁv Pav’ .av’ — lelj”[fzvfpau,av) . (31 1)
U,
It follows that
dp
;v,tlv = E Whu,av[phu,hu(t) - pav,av(t)]
t u
_ E'(FZZ},(;‘;U Pav' av’ = Lyt aprPavan) - (3.12)
U,
Similarly we have
dppup
du’ f=— E Whu,av[pbu,hu(t) - pav,av(t)]
! v
E/ Fbu/,bu' I—\bu,bu 3.13
- ( bu,bu Pbu’ bu’ — buf’bu'pbu,bu)- ( . )
Lt’

On the right-hand side of Eq. (3.12), the first summation
and the first and second terms in the second summation de-
scribe the dynamical behaviors of p,, ,, due to the vibronic
coherence dynamics, nonadiabatic transitions, and vibra-
tional relaxation, respectively. Several cases can be consid-
ered. First, if the vibrational relaxation is much faster than
electronic processes, then

! !
av’,av _ pav.av
Fav,au Pav’ av’ = Fav',au’pavquv’

(3.14)

i.e., principle of detailed balance, and if the heat bath main-
tains thermal equilibrium, then p,, ,, is related to the Boltz-
mann distribution P,, by

pau,av(t) = pa(t)Paw

where p,(f) represents the total population of the system in
the a electronic state. Similarly we have

(3.15)

phu,hu(t) = ph(t)wa (3 16)
Using Egs. (3.15) and (3.16), we can rewrite Eq. (3.12) as

d;ta =(Wy_upp = WaroPo) s (3.17)
where
Wia= 2 2 PouWinao (3.18)
v
and
(3.19)

Waﬂb = E 2 PavWav,bm
vou

i.e., thermal average rate constants. Here W, ,,,= W, -
Similarly we have
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dpy
== (Wb—>apb - Wa—»bpa)'

it (3.20)

Next if vibrational relaxation is much slower than elec-
tronic transition then

dPpav.av _

" (3.21)

- Wavpav,av + 2 Wbu,aupbu,bw
u

where W,, denotes the single-vibronic-level rate constant

W= 2 Wy b (3.22)
Similarly we have
dpbu,bu _
dt - Wbupbu,bu + E Wav,hupav,aw (323)
where
(3.24)

Wbu = E Wbu,av'

The results presented in this section are very general and
can be applied to internal conversion (IC), intersystem cross-
ing (ISC), photoinduced energy transfer (EET), and photoin-
duced electron transfer (ET).

The coherence dynamics of products is often observed
and will be treated in the following. Consider the electronic
levels a and b shown in Fig. 2. We have

dpbu,bu' .
dt == (lwbu,bu’ + Ybu,bu’)pbu,bu’
i
- %E (Héu,avpav,bu’ - pbu,auH;UYbuf)v (325)
v
where
dpav,hu’ . . i ’
dt == (lwau,bu’ + Yav,bu’)pav,bu’ + %HaU,bL,’pav,aU
(3.26)
and
dpy . i
dl;aU =- (lwbu,av + Ybu,av)pbu,au - ng’m,avpau,av'
(3.27)
It follows that we have, approximately,
dpbu,bu’ .
dt == (lwbu,bu’ + ’Ybu,bu’)pbu,bu’
LE H, H
+ 72 Pav,avt py,avt 4y pu’
v
X1 - + - .
LWy by’ + 7av,bu’ LWpy qp + ybu,au
(3.28)

Equation (3.28) can be solved by first solving for
Pav.ay(t) and then substituting the resulting p,, ,,(7) into Eq.

J. Chem. Phys. 125, 154706 (2006)
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FIG. 3. Effect of vibrational relaxation on photoinduced ET.

(3.28) to obtain the product coherence py, p,(f). Another
way to create the product vibrational coherence is due to the
anharmonic coupling U in the product states

dpbu,bu’
dt

== (lwbu,bu’ + ’Ybu,bu’)pbu,bu’

l
- %Ubu,bu’(pbu’,bu’ - pbu,bu)' (329)
In Eq. (3.25), the product vibrational coherence is created
out of the vibronic coherence between a and b. In contrast, in
Eq. (3.29), the populations of the product vibrational levels
are created first, and then anharmonic effect creates coher-
ence between them.

IV. SINGLE-VIBRONIC-LEVEL ELECTRON TRANSFER
RATE CONSTANT

Figure 3 demonstrates the effect of vibrational relaxation
on photoinduced ET in an ultrashort pulse experiment where
more than one vibronic levels are coherently pumped and
only the single-level rate constant plays an important role in
ultrafast ET.

There are three types of rate constants appearing in Sec.
III, that is, Wy, . the state-to-state rate constant, W,, (or
W), the single-vibronic-level rate constant and W,_,, (or
W,_,), the thermal average rate constant. However, as
shown in Sec. II, only W,, (or W,,) are involved in femto-
second time-resolved measurements (see Fig. 2). The calcu-
lation of W,, (or W,,) will be given in this section. In the
Born-Oppenheimer adiabatic approximation, the molecular-
system wave functions ¢,, and ¢, can be written in terms of
the electronic wave functions ®,(q,Q) and ®,(q,Q) and
vibrational (rovibrational) wave functions ©,,(Q) and

0,,(Q). In this case, H,, ,, can be written as

H;v,bu = <®av(Q) |Hz;b| ®bu(Q)> 5

where H,, represents the electronic matrix elements, H,,(Q).
In most nonadiabatic processes (except IC), H,,(Q) can be
expanded in terms of vibrational coordinates {Q;}. For the
case in which H‘:b(O) is nonzero, the first-order term can be
neglected, i.e., H,,(Q)=H.,(0). This is usually called the
Condon approximation. In this case, we have

4.1)

2,
Wbu,av = ?|Hah(0) |2|<®av|®bu>|2D(wbu,uv) 3 (42)
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2w,
Way="FIHp (O 2 (OO0 D @), (43)

2w,
Wa—»b = E|H¢¢b(0)|22 E Pav|<®av|®bu>|2D(a’bu,av)s

v u

(4.4)

Wb—>a =

2,
ﬁ|Hab(O)|22 2 Pau|<av|®bu>|2D(wbu,av)’
vV u

(4.5)

where P,, and P,, denote the Boltzmann distribution,

D(wpa o) = _Lﬂvz
u yzhu,av + wbu,av
and [(®,,|0,)]* is the Franck-Condon factor (FCF). As
Youay— 0, D(wpy 4y) reduces to the delta function, 8wy, 4,)-
To evaluate the rate constants it is necessary to know the
potential surfaces of the electronic states a and b. For this
purpose, the harmonic surfaces are commonly used,

(4.6)

1 1
UdQ)=E,+ 2 0j0], UyQ)=Ey+ 2 S w0}
J J

(4.7)

Only the single-vibronic-level rate constants for the dis-
placed surfaces will be given in the following; a more gen-
eral case is presented in Appendix B. Notice that using the
integral representation for the Lorentzian and

O =TT 5 Q). Opu=T s (). (4.8)
j j
Eq. (4.3) can be written as
Wy = #IHL;,(O)IZ f dre”‘“ha‘%a"'l}j Gy (1), (4.9)
where
Gy ()= 2 [ )N
uj
Xexp[zt{(u + ) (vj+ l)wj}]. (4.10)

The time-correlation function G, (¢) can be expressed as
J

vj![Sj(eitwj/Z _ e—itwj/2)2]vj—mj
G (t) Go ( ) 20 mj![(vj _ mj)!]2 ’

where S; denotes the Huang-Rhys factor of the jth mode,
Si=w; AQ /2%, and

(4.11)

GO (1) =exp[- S;(1 - e")]. (4.12)
In this case for W, we find
O 2 . itw;
- H, 2(2 )| f drei@na=Yodl-2jS (1=
vj vS. eita)j/Z_e—itwj/Z 2 vj=m;
<11 > M Z} (4.13)
i Lm mj!{(vj_mj)!}
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Since the interfacial ET process is faster than the vibra-
tional relaxation, we need the transition rate from a single
molecular vibronic level to the conduction band (or local
states coupled to the adsorbed molecule) of the solid surface.
Formally, if the initial vibronic state of the adsorbent is la-
beled by the electronic level i and the vibrational level v
(there are generally more than one vibrational mode), then
the single-level ET rate constant is

Hil (* 4
Wiy = %f dt exp[— > Si(1 = ") + itwy; - yif|t|
—o0 k

XEH

(ve—n )'(n 1)2[S€(eitw€/2—e‘”“"f’z)z]’le,
{4

(4.14)

where v, denotes the vibrational state prepared by the pump-
ing laser. Since the final electronic state f is related to the
conduction band (or local states coupled to the adsorbed
molecule) of the acceptor, a summation over f is required,
and since the conduction band (or local states) is considered
as a continuum, the summation will be rewritten into an in-
tegral,

> = f g(E)dE, (4.15)
7
where g(E) denotes the density of states
g(E)=2> S(E-E)). (4.16)
f
If g(E) takes the Gaussian form, then W;, becomes
| ! |2 o o D2t2
Wi, = _f_ﬁz dtexp| — % Si(1 = e" ) + ity —

«STI

S eitw[/Z_ e—itwg/z 2 ne
. ; (Ug—l’l@)'(n )2[ f( ) ] ’

(4.17)

where D represents the width in the Gaussian band shape.
The average energy gap @y used here in the place of the
energy gap is the difference between the photoexcited state
energy and the center of the density of final states function,
that is, the center of the Gaussian band shape in the present
case. In this case, g(E) plays the role of inhomogeneities.
Although in principle, depending on the pumping laser pulse
more than one vibrational mode can be excited, in most cases
only one mode is involved in W, i.e.,

D2

W= f dr exp|: > 81— e x) + it —

><E

itwel2 _ ,—itwg/2\27n
(Ue_ne)‘(n ,)Z[Se(e /2 _ il 2) 2] e

(4.18)

In a previous paper,14 we have shown that in the strong
coupling case (i.e., Z;S;>1), for the thermal average rate
constant, in the classical regime the Marcus equation can be
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TABLE 1. The parameters of the vibrational modes used in the fitting of the absorption spectra of DTB-Pe
molecule in toluene solution and on TiO, surface. The S value is the Huang-Rhys factor, or the (vibronic)

coupling constant.

Mode 1 2 3
Frequency (cm™) 3000 1500 530
S (in toluene) 0.05 0.72 0.3
S (on TiO,) 0.05 1.0 0.3

4 5 6 7 Inhomogeneity
(d/cm™)
420 360 275 30
0.2 0.2 0.2 2.5 250
0.2 0.2 0.2 3.0 450

derived by using the harmonic displaced surfaces. It has been
shown that the reaction coordinate is well defined only in the
Marcus theory, that is, in the classical regime. In this case,
the reaction coordinate is along the minimum crossing point
in the multidimensional potential surfaces (i.e., multimode
case). In the quantum regime, the reaction coordinate is not
well defined especially in the case of the nonrelaxed ET such
as W

For a system in which more than one vibrational state is
pumped at the same time, the population decay (into the
product state and heat) dynamics can be described by the
initial-population-weighted average of the single-level ET
rates. However, the transient oscillation in population in
short time after pumping cannot be represented by the rate
process. Moreover, to calculate the quantum beat, even the
oscillation in population is not enough. Coherence parts have
to be included to completely model the spectroscopic signals.
Finally, if we also want to study the dynamics of the product
state, single-initial-level rate is not good enough, for the
product vibrational levels are summed over. We need to cal-
culate the state-to-state dynamics between the reactant and
product electronic states.

V. APPLICATIONS AND DISCUSSION

To show the applications of the theoretical results pre-
sented in the previous sections, we shall use the DTB-Pe/
TiO, system as an example.11 DTB-Pe (2,5-di-tert-butyl-9-
perylenyl-methyl-phosphonic acid) is a derivative of
perylene in which the perylenyl group works as the chro-
mophore and there are side groups for preventing the forma-
tion of chromophore complex, as well as linker group for
chemisorbtion on TiO, surface. Recently Zimmermann et
al."" have employed the 20 fs laser pulses to study the ET
dynamics in the DTB-Pe/TiO, system and for comparison,
they have also studied the excited state dynamics of free
perylene in toluene solution. Limited by the 20 fs pulse du-
ration, from the uncertainty principle, they can only observe
the vibrational coherences (i.e., vibrational wave packets) of
low frequency modes. Six significant modes, 275, 360, 420,
460, 500, and 625 cm™!, have been resolved from the Fourier
transform spectra of ultrashort pulse measurements. For de-
tail of the analysis of the quantum beat, refer to Figs. 5-7 of
Zimmermann ef al."' These modes should play an important
role not only in ET dynamics or excited state dynamics but
also in absorption spectra. Therefore, we fit the steady-state
absorption spectra of DTB-Pe, both in toluene solution and
on TiO, surface, to determine the properties of these vibra-
tional modes. To reduce the number of parameters in the

model, however, we group the modes of 460, 500, and
625 cm™! which are comparatively weak in the quantum beat
amplitude into one average mode of frequency 530 cm™!.
From the vibronic structures of absorption spectra we obtain
two additional modes, 1500 and 3000 cm™'. Notice that these
two modes cannot be observed in the quantum beat in this
experiment. Using these modes with their corresponding
Huang-Rhys factors shown in Table I, we reconstruct the
absorption spectra of perylene-toluene solution and the
perylene-TiO, system [see Figs. 4(a) and 4(b)]. The experi-
mental absorption spectra are obtained from those published
by Zimmermann et al. in the aforementioned paper.

The expression of the absorption coefficient from the
initial electronic level a to upper electronic level b in the
multidisplaced-mode case is'

— 27T|Mbu|2w

a(@) 3hc

” d*r
f dt expy it(@p, — ) — e
= 2 S+ 2@ — e ™ — (L +m)e™i] ¢, (5.1)
j

where d describes the width of inhomogeneity distribution
and c is the light speed in vacuum. The 0-0 transition energy
@pg is 22 070 cm™! in the solution and 21 950 cm™! on TiO,

= Experiment
s Theory

(@

22000 24000 26000
Energy/ em’!

20000 28000

FIG. 4. Experimentally observed absorption spectra of DTB-Pe molecule
(blue line) and the theoretical fitting (black line) with parameters given in
Table 1. (a) The result in toluene and (b) the result of DTB-Pe on TiO,
surface. The 0-0 transition energies are is 22 070 cm™! in the toluene solu-
tion and 21 950 cm™! on TiO, surface.
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surface. The agreement between experimental and calculated
spectra is quite reasonable. Note that for the purpose of fit-
ting, we also included a 30 cm™' mode which plays the effect
of all possible low-frequency modes. This 30 cm™' mode is
not considered in the computations of ET rates. Recently
Wang et al. also analyzed the absorption spectra of a series
of DTB-Pe dyes in solution and on TiO, surface with differ-
ent linker groups.24 To fit the spectra they introduce a single-
vibrational-mode model with only a 1370 cm™' mode which
is assigned to a perylene in-plane C—C stretching mode. In
our work, we also include those vibrational modes below
600 cm™! that are involved in the quantum beat. The effect of
the 1370 cm™' mode introduced by Wang et al. has a large
displacement and it has a similar effect on the fitting as the
strong-coupling mode 1500 cm™' we use here.

The role of the inhomogeneity d is also important. The
effect of the inhomogeneity term is subtly different from
other effects such as the strong-coupling low-frequency
modes. The values of 250 and 450 cm™! we use here for
DTB-Pe in solution and DTB-Pe/TiO,, respectively, were
obtained with little ambiguity in the fitting. Therefore we
believe that the increase of d by 200 cm™' from the solution
case to the adsorbed case reflects the real order of magnitude
of the increase in inhomogeneity on the surface. Such an
increase of inhomogeneity, as well as the shift of the absorp-
tion band origins, can usually be related to the interaction
between the chromophore and the surface. In other words,
our fitting indicates that the coupling between the photoex-
cited state (which is the initial state of the PIET process) and
the surface is between 100 and 200 cm™'.

In summary, some information concerning the properties
of the vibrational modes relevant to the PIET process as well
as the interaction of the dye molecule with the TiO, surface
is revealed through the fitting of the absorption spectra.

To simulate the ET process in the DTB-Pe/TiO, system,
however, we need to know the vibrational modes which can
be divided into pumping modes and accepting modes. In
addition to the eight modes obtained from the analysis of
absorption spectra, there may be some high-frequency ac-
cepting modes participating in ET, but the Huang-Rhys fac-
tors for these high-frequency modes are usually very small
and thus these modes will not be included in our ET rate
calculations. In the DTB-Pe/TiO, case, even though the ini-
tial excited electronic state is well defined, the final charge-
transfer state and its density of state distribution are unclear.
In this work we use a Gaussian distribution of density of
states to represent the final state. Other functional form of the
density of states such as

F o™ \312
g(E) = %(%) (5.2)

has been used by Anderson and Lian."

It should be noted that the ultrafast PIET is usually stud-
ied by the pump-probe experiment using ultrashort laser
pulses. The probe signals usually include the dynamical in-
formation of both coherence and population and to obtain the
PIET rate, a theoretical analysis of these signals is required.
This has been accomplished for the studies of ultrafast PIET
in bacterial photosynthetic reaction centers."*
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TABLE II. The energy gaps of the transitions.

Transition Si1—g S, S CT,—CT,

Energy gap (cm™) 24 850 14 000 17 250

Next we shall present the model calculation of the PIET
dynamics as observed through transient spectra. In this pro-
cess, five different electronic levels are involved, each hav-
ing a specific potential energy curve. These levels are the
ground electronic state g, the directly photoexcited state S,
(the initial state of the ET reaction) which is assumed to be
neutral, the neutral higher excited electronic level S, which is
the final state of the induced absorption from S, the charge-
separated state CT; which is the final state of the ET reac-
tion, and the higher excited charge-separated electronic level
CT, which is the final state of the induced absorption from
CT,. Therefore, numerous parameters are involved in the
model. Some of the parameters, such as the potential energy
surfaces of g and S;, were determined through fitting the
steady-state spectra. Most of the other parameters are un-
known due to the lack of experimental characterization and
theoretical studies. We choose to demonstrate the typical be-
havior of a PIET process by studying a one-vibrational mode
system instead of using a multimode model as that used in
fitting the absorption spectra. Hopefully the effect of each
parameter will be clearer in the result for us to gain qualita-
tive understanding of the beating phenomenon.

In the calculations, we assume that the pumping laser
only excites the system from the ground state to the first two
vibrational levels of the S; state. These two levels are coher-
ently excited. Then we integrate the Liouville equation of the
system to obtain the time dependence of the population of
the S; and CT, levels, the coherence within respective levels,
and the coherence between them. For each moment of time,
we use the band shape functions of transition between §; and
S, and between CT; and CT, together with the density ma-
trix elements of each electronic levels to calculate the sus-
ceptibility y(w,f), whose imaginary part is proportional to
the absorption spectra. The relative energies of the electronic
levels in our calculation are listed in Table II. The energy
gaps between S, and S; and that between CT, and CT, only
affect the position of the induced spectral features. The en-
ergy gap between S; and CT), instead, strongly influences
the PIET dynamics. Therefore, it is changed in the calcula-
tion and will be discussed later.

First, we use one vibrational mode with frequency
420 cm™! in the calculation. The coupling constants between
different electronic potential energy surfaces are given in
Table III. Most of the couplings are very weak. The coupling

TABLE III. The coupling constant S between different electronic potential
surfaces and the inhomogeneity D in calculating the transient absorption
spectra.

Transition Si—g CT, <3S, S, S CT,—CT,
Coupling const. 0.3 0.5 0.05 1
Inhomogeneity 450 cm™! 1300 cm™!
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FIG. 5. (a) The induced absorption spectra constructed from the theory. At
time #=0, the induced absorption is from the reactant state to higher neutral
states S, while at time r=1.6 ps, contributions from both reactant state and
product state appear. (b) In the work of Burfeindt er al. (Ref. 25), the
induced absorption at =200 fs is attributed to the reactant induced absorp-
tion, while at r=6 ps they conclude that the induced absorption from the
product state is observed.

between the CT,, surface and CT; is larger but it only influ-
ences the line shape of the induced absorption from CT;. We
choose weak coupling constants, first, in accordance with the
characteristics of the absorption spectra and second, to make
the trend of the demonstrative calculations simpler. Indeed,
strong coupling cases present more sophisticated dynamics,
and those phenomena are too complicated to be discussed in
the length of the present article. It shall be left to be dis-
cussed in later articles focusing on specific systems. Besides,
later we shall also change the frequency of the vibrational
mode, but we shall keep these parameters of the potential
energy surfaces constant for simplicity.

We mentioned that we assume that initially only the low-
est two vibrational states in the S level are excited. This is
equivalent to saying that we fixed the pumping energy just
above the 0-0 transition from ground state to S;. In the cal-
culation, we only assume that there is a single final state of
ET reaction (CT;). We compute the density matrix elements
of this state, construct the induced absorption from it to one
CT, state, and then assume that there is a large inhomogene-
ity in this level so that we convolute a Gaussian inhomoge-
neity with the calculated spectra. By doing this we implicitly
assume several things. First, we assume that the inhomoge-
neity at least partly reflects the width of the distribution of
the final density of state. More importantly, in this approach
we assume that the electronic coupling between S; and all of
these final states is constant. Whether or not this assumption
is reasonable has to be examined by detailed studies of the
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Reactant TRABS at 14000 cm™ / a.u.
Product TRABS at 17250 cm’! / a.u.
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Time / fs
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FIG. 6. The theoretical calculation of the time trace of transient absorption
(TRABS) for a one-mode system. The energy gap is 20 cm™! and the vibra-
tional mode is 420 cm™!. The solid curve is the reactant TRABS, and the
dashed curve is the product TRABS. The probing frequency is set at respec-
tive peak positions of the induced absorption spectra of both reactant and
product states. For discussion see text.

properties of the electronic states of the adsorption system,
either through quantum chemistry calculations or by further
experiments. Here we assume that the molecular orbitals of
the chromophore are weakly overlapping with the atomic
orbitals of the surface so that the electronic coupling is only
determined by the interaction Hamiltonian matrix elements
between the molecular orbitals of the charge-separated state
and the photoexcited state of the adsorbent. Second, by doing
so we also assume that intraband transition in the conduction
band of TiO, nanoparticle can be ignored in the time scale of
our study. That is, for each electronic state inside the distri-
bution of the final states, its density matrix elements of the
vibrational states evolve with time independently of the den-
sity matrix elements of any other electronic states also inside
the final state distribution. In other words, the population and
coherence are not transferred between different final states of
ET.

Now we discuss the results of the calculation. First, we
show the calculation of the transient absorption spectra in the
range of 10 000—20 000 cm™! right after pumping (time de-
lay equals O ps) and 1.6 ps after pumping. The result is plot-
ted in Fig. 5(a). The energy gap between the CT, state (will
be named the state b afterwards for brevity) and S state (will
be written as state a afterwards), wp,, is 20 cm™!, that is,
nearly resonant. The ET reaction is efficient despite the weak
coupling because of this small energy gap. At time zero, the
transient absorption comes from level a, while after 1.6 ps
there are obvious absorptions from both the reactant state a
and the product state b. To get a feeling of how this approxi-
mately reproduces the trend of the experiments, we show in
Fig. 5(b) the transient absorption spectra of DTB-Pe on TiO,
surface at 200 fs and 6 ps after pumping, observed by Bur-
feindt et al.

Experimentally, the transient absorption is observed by
measuring the intensity of a probe laser pulse. The observed
dynamics is related to the frequency of this pulse (see Sec.
I). For brevity we refer to the central frequency of the line
shape of the probe pulse as the probing frequency. However,
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FIG. 7. The experimental observation of the reactant TRABS and product
TRABS, done by Zimmermann et al. (Ref. 11). For discussion see text.

presently we do not consider the shape of the probe pulse.
We only calculate the transient absorption at the probing fre-
quency to simulate the probing signal. The result of the
simulation on the above model system, probed at the respec-
tive peak position of the induced absorption of both the re-
actant and the product states, is shown in Fig. 6. Notice that
in our simulation the electronic coupling value is 70 cm™!
and the ET dynamics is almost as fast as experimentally
observed. The experimental result by Zimmermann et al. is
shown in Fig. 7.

For comparison, we show the same calculation, but
change the vibrational frequency to 275 cm™! in Fig. 8. The
feature of the dynamics is almost similar, except that the
period of the quantum beat is longer. Therefore, hereafter we
shall focus only on the results for the 420 cm™! mode.

Next we show the transient absorption observed at other
positions. Experimentally, the observations are not always
made at the peak positions. In Fig. 9, the probing frequencies
are moved 250 cm™' to the red, that is, to 13750 and
17 000 cm™!, respectively. The quantum beats of transient
absorption in both the reactant and the product states become

Reactant TRABS at 14000 cm™ / a.u.
Product TRABS at 17250 cni’! / a.u.

100 200 300 400 500 600 700 800
Time / fs

<

FIG. 8. TRABS time trace constructed theoretically for the one-mode model
system. Here the frequency of the mode is changed to 275 cm™!. For dis-
cussion see text.
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Reactant TRABS at 13750 cm™ / a.u.
Product TRABS at 17000 cni’! / a.u.
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FIG. 9. The TRABS dynamics observed at 250 cm™ to the red side of the
respective peak positions of the induced absorption spectra of both reactant
and product state. For discussion see text.

more pronounced. It can be shown that according to our
calculations the quantum beats are more pronounced when
the probing frequencies are shifted to either side of the
peaks, at least for shifts smaller than 250 cm™!,

The next phenomenon we discuss here is the energy-gap
dependence. To demonstrate this effect, we fix our observa-
tion at the peak positions of the induced absorptions to re-
duce complications from the stronger quantum beats. In Fig.
10 we show the case when the energy gap is increased to
200 cm™!. The ET dynamics is less efficient than the case of
the 20 cm™! gap. This is reasonable because in the case of
single displaced mode, the smaller the energy gap, the better
the resonance between the initial and final vibronic levels. In
the weak coupling case, the Franck-Condon overlap integral
is the largest between v=0 states of initial and final elec-
tronic levels. We can expect that if the pumping energy is
close to the bottom of the reactant state so that the v=0 level
is efficiently excited, and if at the same time the energy gap
between the reactant and product electronic levels is small,
the ET reaction will be much faster than in other conditions.
It is possible that this is the condition satisfied by most of the
dye/semiconductor systems having high PIET efficiency. For

-~
Ul d

Reactant TRABS at 14000 cm™* / a.u.
Product TRABS at 17250 cni’! / a.u.
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FIG. 10. The TRABS dynamics of the model system when the energy gap
between reactant and product is increased to 200 cm™'. The other conditions
are the same as in Fig. 6. For discussion see text.
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Reactant TRABS at 14000 cm™* / a.u.
Product TRABS at 17250 cni’! / a.u.
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FIG. 11. The TRABS dynamics of the model system when the energy gap
between reactant and product is increased to 420 cm™'. The other conditions
are the same as in Fig. 6. For discussion see text.

a pair of one-dimensional displacement-only potential energy
surfaces, the wave function of the ground vibrational level of
the reactant state, for example, has the greatest overlap with
a vibrational level in the product state whose quantum num-
ber is closest to the Huang-Rhys factor. In other words, the
ET rate is the highest when the energy gap is around Shw.
Thus, when the vibronic coupling is strong, the optimal band
gap value may be large. However, since in this case the
Franck-Condon factor between the v=0 vibrational level of
the reactant electronic state and the v=n vibrational level of
the product electronic state is Fy,, ~ e 55"/n!, obviously even
when the energy gap value is close to the optimal value, the
small FC factor value still makes the ET rate much smaller
than in the small band gap case with weak vibronic coupling,
if the electronic coupling is the same. To design a better
system for solar cell, it is desirable to achieve suitable con-
ditions that can enhance ET. This may be one of the direc-
tions to consider. On the other hand, one may question how
the product state may be close to the reactant state in energy.
This has to be studied by more sophisticated experiments
that can determine the energy of the product state, or by
high-level quantum chemistry computations. Here we only
make the comment that, even if the isolated dye molecule (or
in solution) may have a relative larger energy gap between
these two states, the interaction between the dye with the
solid surface may shift the charge-separated state signifi-
cantly. This is already well understood in the case of hydro-
gen adsorption to metal surface.”® Since resonance condition
is even stronger than the contribution from Franck-Condon
factor, it is indeed interesting to study whether we can dis-
cover systems with nearly resonant reactant and product
electronic states. The other problems limiting the efficiency
in dye-sensitized solar cells, such as the back electron trans-
fer, may be tackled with other methods.?’ Finally, in Fig. 11
we show the case when the energy gap is increased to
420 cm™'. When all of the other conditions are kept the
same, it is seen that the ET dynamics is obviously slowed
down. Notice that in this case the initially prepared vibronic
states, that is, the v=0 and v=1 states of the initial electronic
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level, are resonant to the v=1 and v=2 states of the final
electronic levels, respectively, but the ET efficiency still de-
creases.

In this paper we have employed the golden rule to study
ET; for numerical demonstrations we have chosen the DTB-
Pe/TiO, system and used the magnitude of 70 cm™' for the
electronic coupling matrix element which leads to the ET
rate in the time scale of 100—-200 fs. The validity and appli-
cability of the golden rule depend on the magnitude of elec-
tronic coupling matrix element, electronic energy gap,
Franck-Condon factor, density of state, and dephasing rate
(or damping). We have checked the effect of higher order
approximation and found that the golden rule is applicable
under the conditions used in this paper. It should be noted
that the golden rule expression given by Egs. (4.1)—(4.5) de-
scribes the so-called direct ET or ET through space. High-
order approximations for calculating ET rate can be investi-
gated by using the Green’s function method®® and density
matrix method.” For the case in which there exists no reso-
nant intermediate electronic state between the initial excited
electronic state and the final charge-transfer state, ET can
take place through space and also via superexchange (or
through bonds), and the Marcus type of ET expression can
be obtained in this case. On the other hand, for the case in
which there exists a resonant intermediate electronic state,
the distance dependence and temperature dependence of ET
become very complicated. Furthermore, sequential ET can
also take place in competition.

From the magnitude of the computed single-level ET
rate and the value of electronic coupling chosen for the com-
putation (70 cm™), it is seen that to achieve ET rate faster
than 100 fs, it is not necessary to have a strong electronic
coupling. Rather, the properties of the final state of the ET
process are also important factors.

To help us completely understand the ultrafast interface
ET between dye molecules and semiconductor nanoparticles,
it is desirable to experimentally measure the femtosecond
time-resolved spectra (i.e., probing signal in the pump-probe
experiment) at various pumping wavelengths. Changing laser
pulse durations will also be useful.

In concluding this paper, it is desirable to theoretically
perform quantum chemistry calculation to study the inter-
actions between adsorbed dye molecule and semiconductor
in order to determine the exact location of the charge-transfer
state, the final density of states distribution, and the effect of
local defects caused by the interaction between the dye mol-
ecule and the semiconductor and to obtain the potential sur-
faces involved in excitation and ET including the inter-
actions between these surfaces. Although Marcus and
co-workers™**! have performed the tight-binding calculations
for the Si/viologen and InP/Me,Fe systems, higher-level cal-
culations are desirable.
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APPENDIX A: DERIVATION OF THE TCF FOR THE
BAND-SHAPE FUNCTION

We continue the derivation starting from Eq (2.21). De-
fining the new variables \;=-w, ,u =w; 't, the time-
correlation function Gavr av; (¢) is further ertten as follows:
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Gaut o (1) = €O VIND VG X Y X X -

Llj

(A1)

By using the Mehler’s formula in the sinusoidal-function
form,

av av; (= el +1/2)}\J( 1 +1) \/ f f dedeXaU (Qj)Xav (Qj)e Bi1ALQ) + Q j)” tan w20 Q " ot M//Z] (A2)
471' sin ,u,l

Next, we shall consider the displaced-oscillator case, that is, wjfzwj, ,BJf:

B; and ,ujfz—)\j. By using the contour integral

representation of the Hermite polynomials [see Eq. (B4)], we have

B;

Gavt o (1) = (=)0 (= 1+ D) 12N
J J

2
y v;lv;! é dZ,e~%
2 v +1
(271i) Zi

’
2%y -!2”11}'»!

Xexp{ |:(QJ+QJ)2+(QJ Qj)2+l(Q +Q )2 tan l(Q Q )2 COt—L:|}

4arsin u;

jg dee ffdedQ ~2211B0;-22,\B;0;

(A3)
where Q =Q;+d; and Q Q] , thus Q +Q QJ+QJ+2d and Q Q =0;- Q] Letting X= (Q]+Qj)/\y and Y:(Qj
—Qj)/\'2 we have dedQ] dXdY and

, . A
Gavf,au (t) — (_ )vj+vj (_ 1+ i)e—z(vj+1/2))\j #;
i 207402 sin ]
Bl lee_Z% dee_Z B
% AXdY e~ 221 (X+1)-\2B 2, (X-Y)
Qmi)* ]z
Xexp{— %{Xz + V2 +iX+ \Edj)2 tan %L —iY? cot %L} } (A4)
The terms in the exponentials in the integrand can be simplified by observing that
~\2B,Z/(X+Y) = \2B.2,(X - ¥) - [X2 + Y2 +i(X +12d)* tan ’; iY? cot %L}
=—E1 1+itan& Xz—\"T,B- Z1+Z2+l\/_d tan X
2 2 / 2
- %(1 —icot %)Yz ~\2B,(2, - 2))Y - iB;d” tan %L (A5)
Thus we can first carry out the integrals over Y and X,
f W e G T ST R A— P AL (1 ~ i cot ﬂ) (A6)
o Bj(1 —icot uj/2) 2
and
f - dXeBi2(1+i tan #;/2)X2—\52_Bj(zl+zz+i\@dj tan pj/2)X
2 ,U«, 2 /J/
=\ exp Z|+Zz+l\’ﬁjd tan —* I+itan =) (. (A7)
Bi(1 +itan p;/2) 2 2

J

Then the time-correlation function can be written as
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Joi
v;lv;!

Gav v, (l) ( )v1+vje—l(v +1/2))\ (21 +)l —i/?a_idjz tan ,LL;/Z\/
J Tl

2U7%Y; sin wi(1+itan w;/2)(1 i cot pu;/2)

+1
Zg./

Zzl)j+l
which can be simplified as

Jpi!
UJ v[ —S(l —e' r)

2011

1 % dz, % dz,
X
(2771')2 Z‘l’.i+1 Zzzzjf+1

XeXp{Zei)‘jZ]ZZ + K](Z] + Zz)}, (A9)

Gavlaw (1) = (=) Sy

where «; is defined in Eq. (2.23). Next we make the expan-
sion

o22122¢™ _ E (2Z,Zye™)"
n=0 n; !

(A10)

and carry out the contour integrals as follows:

1 dz, de
(2mi)? lejj+1 ZU/+1

(2e™M)y 1 dz,e"% [ dZ,e"i*
= 2

26‘1)\1 n;
( )" Z”/Z”/e 21 0KiZ2

" _0 n ! (27”)2 Zu 1 A+1 Zgj{_njH
’
min(v UJ) (281)\,)"]' K2 K2
- T (A11)
neo b (=)t (o) —ny)!

The resulting Eq. (A9) can be rewritten into the form of Eq.
(2.22). Notice that we also replace \; by w;t in the final
representation.

lee_Z% % dee_Z%eX (Zl + Z2 + l\/ﬁjdj tan ,LL///Z)Z + (Zl - Zz)z
P 1 +itan p//2

[3 v12)
G, (1) =K,
% %277 sinh ,u

X§ dZZ —(Z +Zz) 2\B](Z1Q/+ZzQJ)
ZU

where Q/=Q;+d; and

(- DP,IN,, |?
K, =|————|.
Yi 21

f j dQ dQ e ,B /4[(Q + Q 2 tanh /J,j/2+(Q Q )2 coth 'uj/z] ,B](Q +Q )/2

, ; (A8)
1 —icot p;/2

APPENDIX B: G, () FOR DISPLACED-DISTORTED
OSCILLATOR '

In the present case, we shall write

ij(t) = MDY g1 |<Xavj(Qj)|Xbuj'.(Q;)>|2,

U,
J

(B1)

where \;=—itw; and ,u,j —ztw Using the Slater sum, Eq.

(B1) can be written as
\/,Ee)‘f'(”f”/z)

Iy

G, (1)= :
\27r sinh M

Xf f dedeXavj(Qj)Xuvj(éj)

Xexp{— EZ{(QJ’ + Qj')z tanh %L

+(Q} - 0})* coth EZL] }, (B2)

where Bi=w!/f and
(2 )\ ,-Bi0
Xavj(Qj) =Naijvj(\“’Bij)e B'/QJ/Z' (B3)

With the contour-integral representation of the Hermite poly-

nomial,
! o222
H()=-1)"—® —-—dZ, B4
W) =( )zm-ﬂg i (B4)

it follows that

By using the new variables X=(Q;+ Qj)/\E and Y:(Qj—éj)/\e’E, Eq. (B5) can be simplified as

2. 52
ij(t) =K, EHD) Ly,

\/ﬂ e)\ (v +1/2) § % de B
e
\/277 sinh ,u Zi i+ ZZ-/‘“

where

az,
Zzl)j+1
(B5)
(B6)
(B7)
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_ 27 ol BB (/) B2, + 2, + 2B,B; tanh(1]12)d/(Z, + Z,) B8
X B+ B; tanh /2 P B;+ B; tanh(u;/2) B+ B; tanh(u;/2)
and

2T BAZ, - Z,)?
= W exp{ B;+ Bj coth(u/2) | (B9)

It follows that

27p; 1 BB; sinh ,u//2(\r,8j dz, dz,
G, (t) =K, > N , , , €Xp )\j vit+ ) — v+l v+l
J J (,Bj +B; )sinh ;i +2B;B; cosh p; 72 B; cosh ,u]/2 + B sinh ,uJ/2 Zi Zy

,Bj(Zl -2, ,Bj(Z1 +2,)° 2,3,' tanh Mj/2\',3jdj(zl +7,)
+ +

Xexp - (Z% + Z%) + ! ! ! ! ! ! (Blo)
Bj+ B; coth u;/2  B;+ B; tanh w;/2 Bj+ B; tanh /2
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G, (1) P, § 4z f dz, (= AAZ2+ 7)) + B(Z, + Z,)}exp{C;Z,Z,} (B11)
= —A(Z7+Z5)+B(Z, + ;
Uj (27Tl)2 le;j+1 Zgj+l CXp J 1 2 J 1 2 eXp JE1428
where for convenience we have introduced the following notations:
D;=(B; + B*)sinh u] + 2,8, cosh !, (B12)
E;=(B;” - B)sinh p]. (B13)
B;=2; sinh %l\@dj/ (ﬁj cosh * + ] sinh %L) (B15)
C;=4B,B}ID;, (B16)
and
. ! s 2
2w - sinh u./2(NBd;
F, =[(= 1)%0,N,, I 2mB; T exp A bl (,\B] ) — (0, + 1/2) [ (B17)
i i D; ,Bj cosh u;/2 + B; sinh w;/2
Then,
- nj 2 2
ij(t) _;(2 l)2 _1 leZrllj—Uj—le—AjZI+BjZl § dZZZgj—vj—le—AjZZ+BjZZ
_0 ]
v; n: 2
-F E] ELJ L dz e—Aj22+sz
iazont L 2mi ozt
J
) vj an vjn; (_ l)Uj_”j(Uj—nj)! dz _12_2(5_/2\;‘1?)1 2
=k, 2 : ——l Y
Tz ! [(v,—n)‘] 2 Al
Uj Cn/ vj B 2
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mwwwwm{ 4,

In particular, if d j=0, then B j=0 and

v

J AV —-n. " U/ il & — 2
G, (0=F, (03 — F”"N%WJ FmEC [%”w, B19)
. o o

n=0 1 [(vj—nj)!:l2 ;!
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where 6,0 , _, denotes the Kronecker delta function. For ex-
Vi
ample, we have

Go (1) =Fo (1), (B20)
G, ()=F, ()C;, (B21)
G, ()= sz(t)(Af + %Cj) , (B22)
G (1) =F3 j(t)(C,-Af- + %Cf) , (B23)

and so on. Equation (4.11) can be obtained from Eq. (B18)
by setting w;=w; and d;#0.
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