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Abstract-Visual analysis of human behavior has generated analysis of human behavior. A number of approaches have
considerable interest in the field of computer vision because it been proposed thus far. For example, Ogale et al. [5] used
has a wide spectrum of potential applications. Atomic human context-free grammars to model human actions, while Park et
action recognition is an important part of a human behavior al. employed hierarchical finite state automata to recognize
analysis system. In this paper, we propose a language modeling human behavior [6]. In [9], hidden Markov models (HMM)
framework for this task. The framework is comprised of two were applied to human action recognition. This particular
modules: a posture labeling module, and an atomic action language modeling technique is useful for both human action
learning and recognition module. A posture template selection recognition and human action sequence synthesis. Galata et al.
algorithm is developed based on a modified shape context utilized variable-length Markov models (VLMM) to
matching technique. The posture templates form a codebook that characterize human actions [2], and showed that VLMMs
is used to convert input posture sequences into training symbol trained with motion-capture data or silhouette images can be
sequences or recognition symbol sequences. Finally, a variable- used to synthesize human action animations. Currently, the
length Markov model technique is applied to learn and recognize HMM is the most popular stochastic algorithm for language
the input symbol sequences of atomic actions. Experiments on modeling because of its versatility and mathematical
real data demonstrate the efficacy of the proposed system. simplicity. However, since the states of a HMM are not

observable, encoding high-order temporal dependencies with
Keywords-human behavior analysis; language modeling; this model is a challenging task. There is no systematic way to

posture template selection; variable-lenth Markov mode determine the topology of a HMM or even the number of its
states. Moreover, the training process only guarantees a local

I. INTRODUCTION optimal solution; thus, the training result is very sensitive to
In recent years, visual analysis of human behavior has the initial values of the parameters. On the other hand, since

generated considerable interest in the field of computer vision the states of a VLMM are observable, its parameters can be
because it has a wide spectrum of potential applications, such estimated easily given sufficient training data. Consequently, a
as smart surveillance, human computer interfaces, and VLMM can capture both long-term and short-term
content-based retrieval. Atomic human action recognition is dependencies efficiently because the amount of memory
an important part of a human behavior analysis system. Since required for prediction is optimized during the training process.
the human body is an articulated object with many degrees of However, thus far, the VLMM technique has not been applied
freedom, inferring a body posture from a single 2-D image is to human behavior recognition directly because of two
usually an ill-posed problem. Providing a sequence of images limitations: 1) it cannot handle the dynamic time warping
might help solve the ambiguity of behavior recognition. problem, and 2) it lacks a model for observing noise.
However, to integrate the information extracted from the In this research, we propose a hybrid framework of
images, it is essential to find a model that can effectively VLMM and HMM that retains the models advantages, while
formulate the spatial-temporal characteristics of human avoiding their drawbacks. The framework is comprised of
actions. Note that if a continuous human posture can be three modules: a posture labeling module, a VLMM atomic
quantized into a sequence of discrete postures, each one can action learning module, and a recognition module. First, a
be regarded as a letter of a specific language. Consequently, posture template selection algorithm is developed based on a
an atomic action composed of a short sequence of discrete modified shape context technique. The selected posture
postures, which indicates a unitary and complete human templates constitute a codebook, which is used to convert
movement, can be regarded as a verb of that language. input posture sequences into discrete symbol sequences for
Sentences and paragraphs that describe human behavior can subsequent processing. Then, the VLMM technique is applied
then be constructed, and the semantic description of a human to learn the symbol sequences that correspond to atomic
action can be determined by a language modeling approach. actions. This avoids the problem of learning the parameters of

Language modeling [4], a powerful tool for dealing with a HMM. Finally, the learned VLMMs are transformed into
temporal ordering problems, can also be applied to the HMMs for atomic action recognition. Thus, an input posture
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sequence can be classified with the fault tolerance property of A. Posture labeling
aHMJM. To convert a human action into a sequence of discrete

symbols, a codebook of posture templates must be created as
II. VARIABLE LENGTH MARKOV MODEL an alphabet to describe each posture. Although the codebook

A variable length Markov model technique [2, 8] is should be as complete as possible, it is important to minimize
frequently applied to language modeling problems because of redundancy. Therefore, a posture is only included in the
its powerful ability to encode temporal dependencies. As codebook if it cannot be approximated by existing codewords,
shown in Fig. 1, a VLMM can be regarded as a probabilistic each of which represents a human posture. In this work, a
finite state automaton (PFSA). The topology and the human posture is represented by a silhouette image, and a

training shape matching process is used to assess the difference
parameters byofa LmMzingt camntb learne from to

between two shapes. First, a low-level image processing
sequences by optimizlng the amount oF memory required to technique is applied to extract the silhouette of a human body
predict the next symbol. Usually, aPFSA is constructed from from each input image. Then, the codebook of posture
a prediction suffix tree (PST), as shown in Fig. 2. The details templates computed from the training images is used to
ofVLMM training are given in [8]. convert the extracted silhouettes into symbol sequences. Shape

matching and posture template selection are the most
x(;AB0)=20 25) 2rBB')=0.25 e5,03) important procedures in the posture labeling process. These

AB' 'BB' are discussed in the following subsections.
B(O-5) B(.75) A)

A(0.75) A(025) A' 1)Shape matching with a modified shape context technique:
A>/\B We modified the shape context technique proposed by

n('A')=0.5 PeABD#5 Belongie et al. [1] to deal with the shape matching problem. In
.5) th~~~~~~~~~eonigienel sai. donexapral he matchaeingersetdb

Fig. 1. An example of a VLMM Fig. 2. The PST for constructing the the original shape context approach, a shape iS represented by
PFSA shown in Fig. 1 a discrete set of sampled points, P {p1, P2,..., p,n . For each

After a VLMM has been trained, it is used to predict the point pi E P, a coarse histogram h, is computed to define the
next input symbol according to a variable number of local shape context of pi. To ensure that the local descriptor is
previously input symbols. In general, a VLMM decomposes sensitive to nearby points, the local histogram is computed in
the probability of a string of symbols, 0 01o2 ...oT,into the a log-polar space. An example of shape context computation
product of conditional probabilities as follows: and matching is shown in Fig. 3.

T

P(O A) P(oj lOj ...o10,A) (1)
j=i

where oj is the j-th symbol in the string and dj is the amount of
memory required to predict the symbol oj. The goal ofVLMM (b)

recognition is to find the VLMM that best interprets the
observed string of symbols in terms of the highest probability. ie) (g)
Therefore, the recognition result can be determined as model Fig. 3. Shape context computation and matching: (a) and (b) show the
i as follows: sampled points of two shapes; and (c)-(e) are the local shape contexts

corresponding to different reference points. A diagram of the log-polar

i = arg max P(O Ai). (2) space is shown in (f), while (g) shows the correspondence between points
i Z computed using a bipartite graph matching method.

This method works well for natural language processing. Assume that pi and qj are points of the first and second
However, since natural language processing and human shapes, respectively. The shape context approach defines the
behavior analysis are inherently different, two problems must cost of matching the two points as follows:
be solved before the VLMM technique can be applied to
atomic action recognition. First, as noted in Section 1, the 1 K [hi (k) - hj (k)]
VLMM technique cannot handle the dynamic time warping C(pi , qj) - h(k)h (
problem; hence VLMMs cannot recognize atomic actions 2k=i hi (k) + hj (k)
when they are performed at different speeds. Second, the where hi(k) and hj(k) denote the K-bin normalized histograms
VLMM technique does not include a model for observing ofpi and qj, respectively. Shape matching is accomplished by
noise, so the system is less tolerant of image preprocessing minimizing the following total matching cost:
errors. We describe our solutions to these two problems in the H(T) - Cp1, qff(i)), (4)
next section. i

where zT is a permutation of 1, 2, ..., n. Due to the constraint
III. THE PROPOSED METHOD FOR ATOMIC ACTION of one-to-one matching, shape matching can be considered as

RECOGNITION an assignment problem that can be solved by a bipartite graph
The proposed method comprises two phases: 1) posture matching method.

labeling, which converts a continuous human action into a Although the shape context matching algorithm usually
discrete symbol sequence; and 2) application of the VLMM provides satisfactory results, the computational cost of
technique to learn and recognize the constructed symbol applying it to a large database of posture templates is so high
sequences. The two phases are described below, that is not feasible. To reduce the computation time, we only
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compute the local shape contexts at certain critical reference outlined in Section 2. These VLMMs are actually different
points, which should be easily and efficiently computable, order Markov chains. For simplicity, we transform all the high
robust against noise, and critical to defining the shape of the order Markov chains into first-order Markov chains by
silhouette. Note that the last requirement is very important augmenting the state space. For example, the probability of a
because it helps preserve the informative local shape context. di-th order Markov chain with state space S is given by
In this work, the critical reference points are selected as the
vertices of the convex hull of a human silhouette. Shape P(X1 Ji X16-d = r-d ,Xi-d,+l =r'-d+i, -X1 r-1), (6)
matching based on this modified shape context technique is where Xi is a state in S. To transform the di-th order Markov
accomplished by minimizing the total cost of the matching chain into a first-order Markov chain, a new state space is
modified in (4) as follows: constructed such that both YJ 1 = (Xi-d . Xi-) = (r-d .. r-r-)

)= C)(5) and 4 (Xd+1l, ,Xi) (rd11l l ,r) are included in the
jEAA new state space. As a result, the high order Markov chain can

where A is the set of convex hull vertices. An example of be formulated as the following first-order Markov chain [3]
convex hull-shape contexts matching is shown in Fig. 4. There P(X - r - r X - r *-- X - r
are three important reasons why convex hull-shape contexts J iX-d,- i-d,' i-d,+1 - i-d1+1' Xi-l- i1)
(CSC) can deal with the posture shape matching problem P( =(r-d+1 ... i) yi-I= (ri-di ...r-())7
effectively. First, since the number of convex hull vertices is Hereafter, we assume that every VLMM has been transformed
significantly smaller than the number of whole shape points, into a first-order Markov model.
the computation cost can be reduced substantially. Second,
convex hull vertices usually include the tips of human body As mentioned in Section 2, two problems must be solved
parts; hence they can preserve more salient information about before the VLMM technique can be applied to the action
the human shape, as shown in Fig. 4(a). Third, even if some recognition task, namely, the dynamic time warping problem
bod pumartshare,mi ssed by hu

. dete.cTion meth , he and the lack of a model for observing noise. Note that thebody p a m bspeed of the action affects the number of repeated symbols inremaining convex hull vertices can still be applied to shape the constructed symbol sequence: a slower action produces
matching due to the robustness of computing the convex hull more repeat symbols. To eliminate this speed-dependent factor,
vertices, as shown in Fig. 4. the input symbol sequence is preprocessed to merge repeated

__-_A _ - symbols. VLMMs corresponding to different atomic actions
0;;W>vOSlS A , are trained with preprocessed symbol sequences similar to the

method proposed by Galata et al. [2]. However, this approach
O0@ iett08is only valid when the observed noise is negligible, which is

(a) (b) (c) an impractical assumption. The recognition rate of the
Fig. 4. Convex hull-shape contexts matching: (a) and (b) show the convex constructed VLMMs is low because image preprocessing
hull vertices of two shapes; (c) shows the correspondence between the errors may identify repeated postures as different symbols. To
convex hull vertices determined using shape matching. incorporate a noise observation model, the VLMMs must be

2)Posture template selection: Posture template selection is modified to recognize input sequences with repeated symbols.
used to construct a codebook of posture templates from Let a,, denote the state transition probability from state i to

training silhouette sequences. Here, we propose an automatic state j. Initially, aiod 0 because repeated symbols are
posture template selection algorithm (see Algorithm 1), based merged into one symbol. Then, the probability of self-
on the CSC discussed in Section 3.1.1. In the method, the cost pN(vv
of matching two shapes, see (5), is denoted by c, (bi, aj1). We transitionIis updatedas aewP(vi = N(v) ,whereN(v1)
only need to empirically determine one threshold parameter is the number of occurrences of symbol vi, and the other
rc in our posture template selection method. This parameter transition probability is updated as a,new aldadnew. For
determines whether a new training sample should be . .

example, if the input training symbol sequence isincorporated into the codebook. "AAABBAAACCAAABB," the preprocessed training symbol
Algorithm 1: Posture Template Selection sequence becomes "ABACAB." The VLMM constructed with

Codebook of key postures: A =a a a the original input training sequence is shown in Fig. 5(a);
Training sequence: T=]{ala2... a

M while the original VLMM and modified VLMM constructedforammgseache:(T = t ..tN J with the preprocessed training sequence are shown in Figures
for each t E T do {

if (A 0 or minC (t, a)> -cc) 5(b) and 5(c), respectively.
aE4I4u t} IC: AAA --A(O)A(0.67-- --A(067)

M e- M + I }1) B(i BA )
BAC(0.33)B(O.33)CA

A *- At +1 C(1) (

B. Human action sequence learning and recognition 8 / \
Using the posture templates codebook, an input sequence of BA1 'C' B 'C'

postures {b1,b2,...,bn} can be converted into a symbol " I('(0)-M <,'C(O.5)
sequence {aq(1)''q....a(n)'}e{,2,eeqi) r ,miM} CJ9bia i.. . .............Fig. 5. (a) the VLMM constructed with the original input training sequence.

Thus, atomic action VLMMs can be trained by the method (b) the original VLMM constructed with the preprocessed training sequence.
(c) the modified VLMM, which includes the possibility of self-transition.
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Next, a noise observation model is introduced to convert a The number of states for each HMM was assigned as the
VLMM into a HMM. Note that the output of a VLMM number of states of the corresponding learned VLMM. Table
determines its state transition and vice versa because the states 1 compares our method's recognition rate with that of the
of a VLMM are observable. However, due to the image HMM method computed with the test data from the nine
preprocessing noise, the symbol sequence corresponding to an subjects. Our method clearly outperforms the HMM method.
atomic action includes some randomness. If, according to the
VLMM, the output symbol is qt at time t, then its posture t t I t t 9
template at can be retrieved from the codebook. The Fig. 7. Nine test subjects
extracted silhouette image ot will not deviate too much from Table 1. Comparison of our method's recognition rate with that of the

its corresponding posture template at if the segmentation HMM computed with the test data from the nine subjects
result does not contain any major errors. Therefore, the CSC Actions 1 2 3 4 6 7 1 9 1

distance C, (ot,at) between the image and the template will Our method 8189 100 100 8444 100 100 97 8 100 1 100
MININI 88)S 6 100 7.6 100 995) 56 100 100

be close to zero. In this work, we assume that the CSC
distance has a Gaussian distribution, i.e., V. CONCLUSION

1 - ,'(ot2t) We have proposed a framework for understanding human
P(o, q,A) = e 2+ .Note that the VLMMhasnow atomic actions using a language modeling approach. The

framework comprises two modules: a posture labeling module,been convertedio m istdeta rom the and a VLMM atomic action learning and recognition module.

the state, then the VLMM becomes a standard HMM. The We have developed a simple and efficient posture template
probability ofthe observedstringof symbols, HMM.o T' selection algorithm based on a modified shape contextpobiofhoes 12.T matching method. A codebook of posture templates is created
for a given model A can be evaluated by the HMM to convert the input posture sequences into discrete symbols
forward/backward procedure with proper scaling [7]. Finally, so that the language modeling approach can be applied. The
the category i that maximizes the following equation is VLMM technique is then used to learn and recognize human
deemed to be the recognition result: action sequences. Our experiment results demonstrate the

i*=argmaxlog[P(O A). (8) efficacy of the proposed system.
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