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SUMMARY 

In this paper, two popular adaptive equalization methods, fractionally spaced decision feedback equaliz- 
ation (FSDFE) and maximum-likelihood sequence estimation (MLSE), are investigated for the design 
of digital mobile receivers for the IS-54 specifications of the NADC* system. A bi-directional 
equalization technique is incorporated and a multiple training LMS (MT-LMS) algorithm is used as 
the adaptive algorithm for both equalization methods. The results show that both MT-MLS and bi- 
directional techniques are effective in improving the receiver performance. However, the MT-LMS 
algorithm is more useful for MLSE than FSDFE whereas the bi-directional equalization technique 
improves FSDFE much more than MLSE. 
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1. INTRODUCTION 

In recent years, mobile cellular systems have experi- 
enced very fast growth in most developed and 
developing countries. As a result of multipath propa- 
gation, the mobile communication channel will 
experience time dispersion and fast fading which is 
typically modelled as frequency selective multipath 
Rayleigh fading channel in urban and suburban 
areas. In addition, the received signal is subjected 
to random frequency shifts (Doppler) and the effects 
of a highly non-stationary channel, as direct conse- 
quences of vehicular motion. The above channel 
distortion results in severe intersymbol interference 
(ISI), which significantly degrades the digital trans- 
mission system performance if left uncompensated. 
The amount of time dispersion that must be handled 
by the receiver is specified to one symbol period, 
i.e. approximately 40 ps in the IS-54" specification. 
Furthermore, the receiver has to track the channel 
during the time division multiple access (TDMA) 
time slot duration. To handle this an adaptive equal- 
iLer is required. 

There has been a wide range of publications 
pertaining to the subject of equalization. A survey 
of adaptive equalization techniques was given by 
Qureshi' and more specifically for TDMA mobile 
channels by Proakis.2 We will give a brief review 
of decision feedback equalization (DFE) and the 
maximum likelihood sequence estimation (MLSE) 
in Section 3 after a brief description of the mobile 
channel model in Section 2. 

The choice of adaptation algorithms and equaliz- 
ation techniques for mobile units depends mostly on 

*The North American Digital Cellular (NADC) IS-54 specifi- 
cations were revised as IS-136 in December 1994. 

the hardware complexity. As a result of the short 
training sequence in IS-54, the least mean square 
(LMS) adaptation algorithm3 was considered inap- 
propriate.2 The recursive least square (RLS) algor- 
ithm4 was recommended for its fast convergence 
and tracking capabilities, although requiring a higher 
hardware complexity.* In this paper we investigate 
the use of a multiple training LMS (MT-LMS) 
adaptation algorithm, which makes use of the train- 
ing sequence multiple times, for our equalizers for 
the relatively lower complexity compared to RLS. 
MT-LMS was developed for fractionally spaced 
decision feedback equalization ( FSDFE)5 and we 
extended it to MLSE for comparison, where in 
FSDFE we train the equalizer itself and in MLSE 
we train the channel impulse response. 

A bi-directional adaptive equalization technique, 
which includes an additional backward tracking 
using the training sequence of the following time 
slot, was proposed in Reference 6 for the DFE 
structure to combat the divergence problem when a 
deep fade occurs in the received time slot. In this 
paper we extended the bi-directional technique to 
FSDFE and MLSE for comparison. The multiple 
training adaptation algorithm and the bi-directional 
equalization technique will be explained in Section 
4. 

It should be pointed out that even though both 
the multiple-training and the bi-directional ideas 
introduce additional computations, if desired, such 
computations can be performed in a sequential man- 
ner, taking advantage of the frame separation in 
TDMA systems. As a result, little extra hardware 
is required. The additional latency from sequential 
processing is much smaller compared to that of de- 
interleaving and speech decoding. Therefore, we 
consider these techniques very attractive in achieving 
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reasonable performance at a modest hardware com- 
plexity. 

In Section 5 we show simulation results of FSDFE 
and MLSE for IS-54 mobile channels, using the 
multiple training adaptation algorithm and bi-direc- 
tional equalization technique. To our knowledge 
such a study and comparison have not been reported 
in the literature previously. The results show that 
both MT-LMS and bi-directional techniques are 
effective in improving the receiver performance. 
However, the MT-LMS algorithm is more useful 
for MLSE than FSDFE whereas the bi-directional 
equalization technique improves FSDFE much more 
than MLSE. 

2. THE MOBILE CHANNEL MODEL 

The radio channel specified in the TIA requirement 
specification7~* is a two-ray (or selective) Rayleigh 
fading channel, as shown in Figure 1. This model 
was found to be a simple but good approximation 
of the real radio channel. It represents one direct 
path and one reflected path with a given delay and 
attenuation. In the requirement specification there is 
no attenuation of the reflected ray ( r  = 1). which 
can be viewed as a worst case in propagation con- 
ditions. In the simulations of this thesis the fading 
signal for each ray is produced by taking the com- 
plex signal input and multiplying it by a complex 
time-varying weight. The weight for each ray is 
independent. Each is generated by passing complex 
white Gaussian noise through a fading filter and 
then interpolating the output of the fading filter. The 
fading filter, also known as the spectrum shaping 
filter, is based on Jake’s model’ which has the 
frequency response as follows: 

The maximum Doppler frequency frl is defined as 

where V is the vehicle speed and A is the carrier 
wavelength. If the carrier frequency is 900MHz, 
the maximum Doppler frequencies corresponding to 
vehicle speeds of 20 kmph, 60 kmph and 100 kmph 
are 16.7 Hz, 50.0 Hz and 83.3 Hz, respectively. 

Figure 1. The two-ray Rayleigh fading channel model 

3. EQUALIZATION TECHNIQUES 

3.1 Decision feedback equalization 

The decision feedback equalizer, as shown in 
Figure 2 for the .rr/4-DQPSK case, consists of two 
filters, a feedforward filter and a feedback filter. The 
input to the feedforward section is the square root 
raised cosine (SRRC) filtered signal sequence {+I ,  
The feedforward filter is identical to a linear trans- 
versal equalizer. The input to the feedback filter is 
the sequence of decisions { u k )  on previously 
detected symbols. Functionally, the feedback filter 
is used to estimate the intersymbol interference 
caused by previously detected symbols and to sub- 
tract it out prior to symbol detection. The equalizer 
output taps DFE can be expressed as 

where Y k  is an estimate of the kth information 
symbol, and {q), {b,) are the tap coefficients of 
the feedforward and feedback filters, respectively. 
The equalizer is assumed to have K ,  taps in its 
feedforward section and K ,  taps in its feedback 
section. In every iteration, the, tap coefficients are 
adaptively updated to minimize the mean square 
error (MSE) between the desired equalizer output 
and the actual equalizer output. The input to the 
feedback section could be a short known sequence 
of symbols named ‘training sequence’ during the 
start-up period or the decision data during the track- 
ing period. The adaptive update algorithm of the 
filter coefficients will be described in Section 4.1. 

The equalizer structure described above has the 
taps spaced at the symbol rate T,. This tap spacing 
is optimum if the equalizer is preceded by a filter 
matched to the channel distorted transmitted pulse. 
When the channel characteristics are unknown, such 
as with the mobile radio channel, the receiver filter 
is usually matched to the transmitted signal pulse 
and the sampling time must be optimized for this 
suboptimum filter. In general, this approach leads 
to an equalizer performance that is very sensitive 
to the choice of sampling time. A fractionally spaced 
equalizer (FSE) based on sampling the incoming 
signal at least as fast as the Nyquist rate will 
outperform the symbol-spaced equalizer, in that the 
FSE is equivalent to the optimum linear receiver 
consisting of the matched filter followed by a sym- 
bol rate eq~a l i ze r .~  In a digital implementation, the 
fractionally spaced equalizer has tap spacing or T = 
MTJN where M and N are integers and N > M. In 
practice, i t  is more convenient to choose T = T J N  
and especially the TY/2-spaced equalizer which is 
used in many applications. An FSDFE has a frac- 
tionally spaced filter in its feedforward section. 
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Figure2. An example of (5,2) taps DFE for the d4-DQPSK case 

T, 

3.2. Maximum likelihood sequence estimation 

The adaptive maximum likelihood sequence esti- 
mator, as shown in Figure 3, consists of a channel 
estimator and a maximum likelihood sequence esti- 
mator implemented by means of the Viterbi algor- 
i thn~. '~ . ' '  In the Figure, [ x k }  is the filtered and 
sampled data streams and { I k - L }  is the estimated 
information sequence where L is the truncation path 
length in the Viterbi algorithm. The Viterbi algor- 
ithm forms the main processing portion of this 
estimator and it is optimum in the sense that it 
is the maximum-likelihood estimator of the entire 
received sequence. In the case of the additive white 
Gaussian noise, the Viterbi algorithm requires 
knowledge only of the channel impulse response. 
When the channel impulse response is unknown, 
such as in the mobile radio channel, an adaptive 
estimator must be provided that operates on the 
estimated information sequence and the received 
signal sequence to provide a measurement of the 
channel impulse response. The channel estimator 
structure is shown in Figure 4. It is similar to 
a linear equalizer. This linear finite-state machine 
approximates its tap gains [ci) to the actual channel 
impulse response, where i = 0, 1 . . . , M - 1, and 
M is tap length chosen to approximate the channel 

Channel 
estimate 

Channel 

Figure 4. The channel estimator 

* Estimator 

impulse response. The adjusted tap gains are then 
used by the Viterbi ML sequence estimator to com- 
pute the trellis metrics and to choose the maximum 
likelihood sequences transmitted. 

A delay equal to the decision delay, i.e., the 
truncation path length L of the Viterbi algorithm, is 
required to make time consistent between the input 
sequence { X k ]  and the estimated information 
sequence { 1k-L) .  Therefore the error sequence [ ek-L) 
could be formed correctly by taking the difference 
between these two sequence. 

..I 

Figure 3 .  Adaptive maximum likelihood estimator block diagram 
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4. MULTIPLE-TRAINING ADAPTIVE 
ALGORITHM AND BI-DIRECTIONAL 

EQUALIZATION TECHNIQUE 

(1)  Forward equalization and 
store detected data in buffer A. 

store detected data in buffer B. 

from buffer A, B . 

(2) Backward equalization and 

(3) Output selected data 

4.1. Multiple truining LMS adaptive algorithm 

The adaptive algorithm for training and updating 
the tap coefficients of the equalizer is an important 
issue. In the IS-54 TDMA system each slot uses 14 
symbols for training. It is reported that the short 
training sequence of 14 symbols cannot make the 
LMS DFE converge in the start-up training period 
of each slot.2 In this paper we investigate the use 
of a multiple training LMS (MT-LMS) adaptation 
algorithm5 for our equalizers for the relatively 
lower complexity. 

The proposed MT-LMS scheme uses the same 
training sequence to train the tap weights N T  times. 
After the tap weights are well initialized, the equal- 
izer then processes the received data sequence in the 
traclung mode. Figure 5 shows the overall sequence 
processed by the MT-LMS DFE which can be 
viewed as a cascade of N T  training sequences of 14 
symbols and one data sequence of 148 symbols. 

The computational complexity ratio of the MT- 
LMS algorithm over the LMS algorithm can be 
given by 

14NT+ 148 l4(N, - I )  
= 1 +  (4) 162 

- 

162 R(NT) = 

1 2 3  NT _ _  
-- 

I- - -  - -  
Traning Mode Trackmg Mode 

Figure 5.  Multiple training bchemc for LMS DFE 

When N T  = 12, the computational complexity of the 
MT-LMS algorithm is approximately twice as that 
of the LMS algorithm. 

The LMS algorithm3 adapts the filter tap weights 
W = [W,  . . . WN-lIT so as to minimize the mean 
square error (MSE) between the filter output 
WiX, and the desired signal dk. The adaptive equa- 
tion is as follows 

where X, = [x, 2 - I  . . . is the input signal 
vector buffered in the filter, N is the tap length and 
p is the adaptation gain or step size. 

In the LMS algorithm, the step size should be 
taken as inversely proportional to the input signal 
variance a, for stability reasons and determined by 
pk = p L o / ~ .  A normalized LMS algorithm 
(NLMS)”.” estimates the input signal variance on- 
line with 4 ( k )  = l!Xkl1*/N. In the simulations of this 
thesis, Po is chosen as 2-“ and n is empirically 
determined as 4. The input signal variance is esti- 
mated as the following equat iod 

, N-I 

i=o 

The computational complexity of this estimate is 
reduced significantly, whereas comparing it with the 
NLMS algorithm it is found to perform as well. 

4.2. Bi-directional equalization technique 

The conventional equalizer processes the receiving 
data in the forward direction. This one-directional 
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Figure 7.  The simulation model for MT-LMS bi-directional FSDFE 

r(n) 

Figure 8. The simulation structure for MT-LMS bi-directional MLSE 

equalization technique suffers from fast fading in 
the mobile radio channel in that the equalizer may 
diverge due to the deep fade or the very fast vari- 
ation of the channel. The data after the divergence 
of the equalizer cannot be recovered until the next 
sequence of the training symbol is received. 

A bi-directional equalization technique which is 
able to estimate the location of a deep fade within 
a time slot is proposed in Reference 6. In addition to 
forward equalization, the bi-directional equalization 
technique borrows the training sequence from the 
next time slot and equalizes the data in the backward 
direction. A control mechanism is added to monitor 
the error signal, providing information on the track- 
ing status and the decision selecting of the forward 
and backward equalization. An error monitoring 
function Ek is defined as 

N,- I 

where Ek is a short-time average of the error signal 
power in DFE and N,,, is the window length for 
average. The equalizer identifies a deep fade if 
Ek is greater than an empirical error monitoring 
threshold TE 

The sample sequence of the current time slot and 
the training sequence of the next time slot are first 
stored in a buffer to allow for forward and backward 
equalization. The bi-directional equalization scheme 
which is modified in the simulations is listed as 
follows (see Figure 6): 

1. Start forward equalization, store the decision 
data (symbols 1-148) in buffer A and latch 
the position NF if Ek 2 TE. 

2. Start backward equalization, store the decision 
data (symbols 148-1) in buffer B and latch 
the position NB if Ek 2 TE. 

3. Compute the location of the deep fade as 
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IOU 

lo-' 

HER lo-* 

10-3 

Then output the decision data symbols by the 
following rules: 

(a) If NF = 148 and NR # 1 (meaning that 
the backward equalization diverges but 
the forward equalization does not) then 
output symbol 1 to 148 from buffer A. 

(b) If NF # 148 and NB = 1 (meaning that 
the forward equalization diverges but 
the backward equalization does not) 

t I I _I - 

E rn 

h 
r7 

, ,,,....ti........... '#.. ....'....*K' 
z @--+--- .a - - - - - 

... .. .. .. 0.. , 
a. .... 

0.. . . . . , . . 
.. .. .@.., . . .. , 6' - - - 

then output symbol 1 to 148 from 
buffer B. 

(c)  else (meaning that both equalizations 
diverge or both not) output symbol 1 
to Nrlrep from buffer A and symbol Ndeep 
+ 1 to 148 from buffer B. 

- 
V=20kmph, one-dir. .x. - 
V=GOkmph, one-dir. ++ 

V~GOkmph, bi-dir. + 

- - 
- V=SOkrnph, bi-dir .o. - 

- 

10-4 I I 

5 .  SIMULATION RESULTS 

5.1. Simulation structure 

The block diagram of the entire simulation system 
is shown in Figure 7. The data source generates a 

10-1 

10-2 

BEH 

10-3 

10-4 

I" 

0.0 0.5 1.0 1.5 
Path Delay (T,) 

Figure 10. The BER performance of one-directional and bi-directional MLSE estimations 

*L,J is the floor function. 
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random bit streams which follow the IS-54 full-rate 
TDMA frame strucure. The bit streams are encoded 
by the d4-DQPSK encoder and filtered by the 
SRRC filters. The sampling rate is chosen as eight 
samples per symbol and the impulse response of 
the SRRC filter is truncated to 10 symbols in dur- 
ation, i.e., the tap length of the SRRC filter is 81. 
The complex baseband signals are then entered into 
the mobile radio channel which consists of the two- 
ray Rayleigh fading and the additive white Gaussian 
noise (AWGN). 

At the receiver end, the faded signal is filtered 
by the SRRC filters to achieve Nyquist pulse shaping 
and sampled at twice the symbol rate for fractionally 
spaced DFE. A buffer size of 2 x (162 + 14) + 1 

= 353 words is needed for one time slot, where the 
additional word is added for the symmetry of the 
bi-directional equalization. After the user slot is 
received, the FSDFE performs the bi-directional 
equalization with the MT-LMS algorithm. The mul- 
tiple training number is chosen to be 20. The final 
decision symbol stream is output at the end of 
backward equalization according to the selecting 
rules. The bit error rate (BER) performance is aver- 
aged over three independent runs and each run goes 
to 500 frames (total 148,000 bits). 

The block diagram of the MT-LMS bi-directional 
MLSE is shown in Figure 8. For the data buffering 
of the MT-LMS MLSE, A buffer size of 176 words 
is needed for one time slot with symbol rate sam- 

MT-LMS FSDFE(5,1), Path Delay=lT' 
1 I I I I 

BER 

BER 

lo-' 

10-2 

10-3 
V=SOkmph 8- 

t 1 
111-4 1 I I I I I I 
_" 

3 7 11 15 19 23 21 
Eb / N o  

Figure 1 1 .  The BER performance vs. E J N ,  of FSDFE, path delay = 1 T,  

MT-LMS MLSE, Path Delay=lT, 
I I I I I 3 

lo-' 

V=20kmph ++ 
V=GOkmph A- 

V=lOOkrnph & 

4 .......................................................................... 

i n - 4  I I I I I I 
_. 

3 7 11 15 19 23 27 
Eb / N o  

Figure 12. The BER performance vs. E J N ,  of MLSE, truncation length = 4 
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pling. The channel impulse response length is chosen 
as two taps which gives a control range of approxi- 
mately one symbol period corresponding to the 
specified minimum control range for NADC. The 
error monitoring and data selecting rules are the 
same as FSDFE except the error signal ek is formed 
from the channel estimator and the error monitor 
threshold TE is empirically chosen again. 

5.2. Simulation r e d t s  

Figures 9 and 10 show the BER performance vs 
the path delay in the two-ray Rayleigh fading chan- 
nel of one-directional and bi-directional equalization 
techniques for FSDFE and MLSE cases. We can 
bee that the bi-directional technique gives better 
performance than the one-directional technique, 
especially for the FSDFE case. This is because 
MLSE is originally better than FSDFE (using the 
MT-LMS algorithm), so it takes little advantage 
from the bi-directional technique, 

Figure 1 1  shows the BER performance vs &/No 
of FSDFE when the path delay = 1 T,. The BER 
performance degrades when the vehicle speed is 
higher and there exist error floors when the signal 
to noise ratio (SNR) is increasing. The BER is 
below 3 per cent when &IN, is greater than 14dB 
and vehicle speed is equal to 60 kmph. Figure 12 
shows the BER performance vs EJN,  of MLSE 
when the path delay = 1 T,. 

Figure 13 shows the BER performance vs path 
delay of FSDFE when Eb/No = 19 dB. The equalizer 
can achieve a BER below 3% when the vehicle 
speed is 100 kmph and the path delay is smaller 
than 0.25 T, or when the path delay is 1 T, and the 
vehicle speed is less than 60 kmph. It is noticed 
that when the vehicle speed is less than 40 kmph, 
the BER performance is better with the path delay 

up to 1 T,. This is because the delay path signal 
provides a diversity gain for equalization. When the 
vehicle speed is high, the channel variation is too 
fast for the LMS algorithm to track, thus the diver- 
sity gain is not taken. 

Figure 14 shows the BER performance vs. path 
delay when EJN,, = 19 dB. The performance 
degrades with increasing delay up to 0.25 Tr - 0.5 T, 
and then improves to one symbol interval. Above 
one symbol period the delay interval is larger than 
the equalizer control range, so the performance starts 
to degrade again. The performance gain at one 
symbol period is due to the diversity from inde- 
pendent fading of the two rays as described in the 
FSDFE case. From Figures 13 and 14, we can find 
that the MT-LMS algorithm is more useful for 
MLSE than FSDFE because the tracking capability 
of MT-LMS FSDFE is not as good as MT-LMS 
MLSE. 

Figure 15 shows the BER comparison between 
the MLSE and FSDFE. The FSDFE outperforms the 
MLSE when the path delay is less than about 0.5 T,  
but is worse than MLSE when the path delay is 
greater than about 0.5 T,. If the typical path delay 
is less than about 0.5 T, then the MT-LMS FSDFE 
is recommended for its hardware simplicity and 
insensitivity to the sampling phase. 

6. CONCLUSION 

In this paper, FSDFE and MLSE adaptive equaliz- 
ation methods were investigated and compared for 
the design of IS-54 NADC digital mobile receivers. 
MT-LMS adaptation algorithm and bi-directional 
equalization technique were adopted to improve the 
receiver performance for their relatively low com- 
plexity. The results show that both MT-LMS and 
bi-directional techniques are effective in improving 

MT-LMS FSDFE(5,1), &/No=19dB 
I I 

1 n-1 

BER 10-2 

i n - 3  

V=100kmph ++ 
10-4 

0.0 0.5 1.0 1.5 
Path Delay (T,) 

Figure 13. The BER performance vs. path delay of FSDFE 
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Figure 14. The BER performance vs. path delay, truncation length = 4 
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Figure 15. The BER performance comparison of FSDFE(5,I) and MLSE 
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the receiver performance. However, the MT-LMS 
algorithm is more useful for MLSE than FSDFE, 
whereas the bi-directional equalization technique 
improves FSDFE much more than MLSE. Further- 
more, bi-directional MT-LMS MLSE slightly outper- 
forms bi-directional MT-LMS FSDFE(5,l). 
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