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A New Method for Evaluating Weapon 
Systems Using Fuzzy Set Theory 

Shyi-Ming Chen 

Abstract-This paper presents a new method for evaluating weapon 
systems using fuzzy set theory. The proposed method is more flexible 
than the one presented in 1111 due to the fact that it allows each item 
of criteria to have a different weight represented by a triangular fuzzy 
number. Furthermore, because the proposed method does not need to 
perform complicated entropy weight calculations as described in 1111, its 
execution is much faster than the one shown in [U]. 

1. INTRODUCTION 
In [ 111, Mon et al. have presented a method for evaluating weapon 

systems using fuzzy Analytic Hierarchy Process (AHP) based on 
entropy weights [lo], where an example is used to illustrate the 
method. The example is reviewed as follows. Assume that there are 
three tactical missile systems A, B, and C to be evaluated, where 
the tactical specification data of the three missile systems and the 
expert’s opinions are listed in Tables I and I1 (data source [12]) for 
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Fig. 1. Structure model for evaluating three tactical missile systems. 

TABLE I 
CHARACTERISTICS AND EXPERTS’ OPIUIONS 

Item\ System A Syctem B System C 
Operation condition Higher General General 
requirement 
Safety 
Defilade 
Simplicity 
Assembility 
Combat capability 
Material limitation 
Mobility 
Modulation 
Standardidon 

Good 
General 
General 
General 
Good 
Higher 
Poor 
General 
General 

General General 
Good General 
General General 
General Poor 
General General 
General Higher 
Good General 
Good General 
General Good 

the decision making process. The structure model presented in [ 1 I] 
for evaluating the three tactical missile systems is shown in Fig. I. 

In Fig. 1, the tactic criteria includes the following items: 
1) Effective range. 
2) Flight height. 
3) Flight velocity. 
4) Reliability. 
5) Firing accuracy. 
6) Destruction rate. 
7) Kill radius. 

1) Missile scale. 
2) Reaction time. 
3) Fire rate. 
4) Anti-jam. 
5 )  Combat capability. 

I )  Operation condition requirement 
2) Safety. 
3) Defilade. 
4) Simplicity. 
5 )  Assembility. 

1) System cost. 
2) System life. 
3) Material limitation. 

The technology criteria includes the following items: 

The maintenance item includes the following items: 

The economy criteria includes the following items: 

The advancement criteria includes the following items: 
1) Modulization. 
2) Mobility. 
3) System standardization. 

However, some drawbacks exist in the method presented by Mon 
et al. [ I l l .  

TABLE I1 
T-ic~1c . i~  SPECIFICATION DATA OF THE THREE TACTICAL MISSILE SYSTEMS 

Items System A System B System C 

Flight height (m) 25 20 23 
Flight velocity (M. No) 0.72 0.8 0.75 
Fire rate (round/min) 0.6 0.6 0.7 
Reaction time (min) 1.2 1.5 1.3 
Missile scale (cm) 
(1 x d-span) 
Firing accuracy (%) 67 70 63 
Destruction rate (%) 84 88 86 
Kill radius (m) 15 12 18 
Anti-jam (%) 68 75 70 
Reliability (a) 80 83 76 
System cost (10000) 800 755 785 
System life (year) 7 5 5 

Effective range (km) 43 36 38 

,521 x 35 - 135 381 x 34 - 105 445 x 35 - 120 

a1 a2 a3 

Fig. 2. A triangular fuzzy number 

TABLE I11 

CORRESPONDING MEMBERSHIP FUNCTIONS 
TRIANGULAR FUZZY NUMBERS AND THEIR 

Triangular fuzzy Membership 
numbers functions 

1 (1, 1, 2 )  

Their method assumed that each item in each criteria has the 
same weight. For example, under tactic criteria, the items “reli- 
ability” and “flight height” have the same weight, respectively. 
However, in a real-world application, if we can allow each 
item of criteria to have a different weight, then there is room 
for more flexibility. 
Their method is not efficient enough due to the fact that it must 
perform complicated entropy weight calculations 

In this paper, we present a new method to overcome the drawbacks 
of the one presented in [ I  11, where we allow the items shown in 
Tables I and I1 to have different weights represented by triangular 
fuzzy numbers. The proposed method is more flexible than the one 
presented in [ 111 due to the fact that it allows each item of criteria to 
have a different weight. Furthermore, because the proposed method 
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TABLE IV 
FUZZY SCORES OF THE THREE TACTICAL MISSILE SYSTEMS 

Item Items System A System B System 
Numbers C 

I Operation condition 2 1 1 

2 Safety 2 1 1 
3 Defilade 1 2 1 
4 Simplicity 1 1 1 
5 Assembility 2 2 1 
6 Combat capability 2 1 1 
7 Material limitation 2 1 2 
8 Mobility 1 3 2 
9 Modulization 1 2 1 
10 Standardization 1 1 2 
11 Effective range 3 1 2 
12 Flight height 1 3 2 
13 Flight velocity 1 3 2 
14 Fire rate 1 1 2 
15 Reaction time 3 1 2 
16 Missile scale 1 3 2 
17 Firing accuracy 2 3 1 
18 Destruction rate 1 3 2 
19 Kill radius 2 1 3 
20 Anti-jam 1 3 2 
21 Reliability i 3 1 
22 System cost 1 3 2 
23 System life 2 1 1 

requirement 

does not need to perform the complicated entropy weight calculations 
as described in [Ill, its execution is much faster than the one 
presented in [Ill. 

11. BASIC CONCEPTS OF FUZZY SET THEORY 
In the following, we briefly review basic concepts of fuzzy set 

theory from [1]-[9], [13], and [14]. Let U be the universe of 
discourse, U = ( u 1 , u z , . . .  , U,}. A fuzzy set A of U is a set 
of ordered pairs {(ul,f;l(U1)),(U2,fn(un)),... . (u , , f ; l (u , ) )>,  
where f;l is the membership function of A,  f;i: U --t [0,1], and 
f;l(u,,) indicates the grade of membership of u L  in A. A fuzzy set 
a is convex if and only if 'd u1, u2 in U 

f ; l ( A u l  + (1 - A ) w )  L m i n ( f / i ( u l ) , f / i ( w ) )  (1)  

where X E [U, 11. A fuzzy set A is normal if and only if 3u,  E 
U. f j i ( u t )  = 1. A fuzzy number is a fuzzy subset in U which is both 
convex and normal. The a-cut  of the fuzzy number A is denoted by 
A,, where 

A, = { U t l f ; l ( U z )  2 a }  (2) 

and a E [O, 11. 
A triangular fuzzy number A can be parameterized by a triplet 

(a l .  a2, a3) shown in Fig.-2, where the membership function of the 
triangular fuzzy number A is defined by 

U < a1 

10; - U > a3 

The set of triangular fuzzy numbers we used in this paper and their 
corresponding membership functions are show in Table 111. From 

TABLE V 
THE WEIGHTS OF ITEMS AND THE FUZZY SCORES OF TACTICAL MISSILE 

SYSTEMS WITH RESPECT TO THE ITEMS SHOWN IN TABLE IV 

Item Weights System A System B System C 
Numbers 

1 WI Pl A Pl B PI c 
2 w 2  F 2  A F2B F2c 

23 m 2 3  F23A F 2 3 B  F 2 3 c  

TABLE VI 
THE WEIGHTS OF THE ITEMS AND THE Fuzzy SCORES OF THE SYSTEMS 

Item Weights System A System B Systems C 
Numbers 

1 5 2 1 1 
2 6 2 1 1 
3 2 1 2 1 

4 3 1 1 1 
5 3 2 2 1 
6 9 2 1 1 
7 5 2 1 2 
8 7 1 3 2 
9 5 1 2 1 
10 3 1 1 2 
11 7 3 1 2 
12 1 1 3 2 
13 9 1 3 2 
14 9 1 1 2 
15 3 1 2 
16 4 1 3 2 
17 9 2 3 1 

18 i 1 3 2 
19 6 2 1 3 
20 8 1 3 2 
21 9 2 3 1 
22 8 1 3 2 
23 8 2 1 1 

Table 111, we can see that 1 is the smallest fuzzy number and 9 is 
the largest fuzzy number. 

Let A and l? be two triangular fuzzy numbers, where 

-4 =(a1,a2,as), 
8 = ( b i , b , b 3 ) .  

According to [8] and [9], the fuzzy number arithmetic operations can 
be summarized as follows: 

,4 CE B = (a1 ,  u2, u3)  65 ( b l  , b 2 ,  b 3 )  

A 8 B = (U,, a2, u3)  e ( b l .  b2 ,  b3)  

A @ l? = ( a l ,  u2, as)  @ ( b r .  b2 ,  b 3 )  

AaB = ( a l ,  az, a3)0(h1, b z ,  b 3 )  

(4) - - (a1  +bl.az + b ~ , a 3  + b 3 )  

= (a1 - b3, a2 - b i ?  a 3  - b l )  ( 5 )  

=(a1 x b 1 . a ~  x b2,az  x b 3 )  (6) 

= ( a l / b 3 , a 2 / b ~ , a 3 / h ) .  (7) 

111. A NEW METHODOLOGY TO EVALUATE WEAPON SYSTEMS 

In the following, we present a new method to deal with weapon 
system selection problems. Assume that the decision-maker can 
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Fig. 5. 
decision-maker). 

Values of -\-;(A); X ; ( l 3 ) ,  and AVi(C) for X = 1 (pessimistic 

of optimism. Let 

and let 

The values of S: (-4). N: ( B ) .  and N :  (C) indicate the degree of 
suitability of the selection with respect to the systems A, B, and C for 
fixed n and A. respectively, where o! t [0, 11; X t [O, 11. Ar2(A) E 
[O. 11. .\-:( B) E [O. 11. and ?\-;(C) E [0, 11. The larger the value, the 
more the suitability of the selection of the system. 

IV. A NUMERICAL EXAMPLE 
Assume that three tactical missile systems A, B, and C are to be 

evaluated, where the tactical specification data of the three missile 
systems and the expert's opinions are listed in Tables I and 11, 
respectively. Assume that the decision-maker can assign different 
weights to the items shown in Tables I and 11, respectively, and 
assume that the decision-maker can assign fuzzy scores to the systems 
with respect to the items shown in Tables I and IT, respectively, where 
the weights and the fuzzy scores are represented by triangular fuzzy 
numbers shown in Table 111. Furthermore, assume that the weights 
of the items and the fuzzy scores of the systems with respect to the 
items assigned by the decision-maker are shown in Table VI. 

Then, based on formulas (8)-(lo), we can get 
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cti (8.9,9) 8 (1 ,1 ,2)  (1’ (8 .9 ,9)  X (1,1,2) 

(8,9,9) x (2.3.4) G (3,4,5) 8 (1,1,2) 

tD(8,9,9) Q ( 1 . 2 , 3 ) ‘ 1 ( 6 , 7 , 8 ) ~ ( 1 , 1 , 2 )  
~3 (5.6,7) X (1,2.3) & (7.8.9) (1.1,2) 

8 (8,9,9) @ (1.2.3) r? (7.8.9) 8 (1,1,2) 
& (7.8.9) 8 (1,2,3) = (134,234,418). 

T ( B )  = S  1 3  G 6J 1 a9.2 LX 2 6 9 w 1 G 9 B 2 e ti N 1 
T 5 8 1 tb 7% 3 6 5 2 e 3 8 i e i cs 1 6  1 
h x I s ~ 9 , ~  2 ~ 9 x 1  ~ 9 ~ 1 ~ ~ 4 8 3 ~ t i ~ ~ 9  
~ i ~ S ~ G ~ i ~ 8 ~ 9 ~ 9 ~ 3 ~ 8 ~ 3 ~ 8 ~ i  

C E  (1,2,3) CS (1,2,3) % (2 ,3 ,4)  3 ( 1 , 1 , 2 )  

= (4,5,6) 8 (1.1, a) a7 (5,6,7) d (1.1,2) 

0 (2.3,4) $9 (1 ,2 ,3)  9 (8.9.9) 8 (1 .1 .2)  

-H (4.5,6) @ (I ,  1 . 2 )  6 (6.7,8) g (2.3.4) 

I) (6,7,8) 9 (1 .1,2)  8 (1,1,2) (2 ,3 ,4)  

L (8,9,9) 0: (1,l.Z) (8,9,9) % (2,3,4) 
cf, (8.9,9) 8 (2 ,3 ,4)  CE (6,7,8) 8 (2.3.4) 
L (5.6.7) @ (1,1.2) CF (7,8,9) ’c (2,3,4) 
+ (8,9.9) (2,3.4) 6 (7,8,9) % (2,3.4) 
v (i,8.9) (1 ,1 ,2)  = (174,276,467). 

‘f (4.5,6) ic (1,2,3) 6 (2 ,3 ,4)  @ (1 ,1 ,2)  

tI i(8,9,9)23(2 3 , 4 ) + ( 8 , 9  9 ) @ ( 1 , 1 , 2 )  

T ( C )  = 5 c i ,  i + 6 $  i A 2 R  i + 5 $  i+ , ,38  T p 9 s i  
~ j ~ i ~ i ~ a ~ S ~ i e 3 ~ i ~ i x i ~ i  
C Y 3 2  3 9 K . 2 i l  9oC299532 

5 7326 6 C $ 3 D 8 x ! 2 Q 9 @ 1  B , s @ % @ g 8 1  
= (4,5.6) G: (1,l. 2 )  Cf> (5.6.7) 8 (1,1,2) 

(1 2 ,3 )  Q. ( L 1 . 2 )  6 (2.3,4) z ( 1 , 1 , 2 )  

(2,3,4) N3 (1.1,2) 8 (8,9,9) !x (1,1.2) 

B (4.5.6) % ( L 1 . 2 )  @ (6.7,s) 8 (1 ,2 ,3)  

+ (4.5.6) o(. (1,1,2) Si (2,3.4) @ (1,2.3) 

? (6.7.8) 8 (1,2,3) 3 (1,1.2) t% (1.2.3) 

@ (8,9.9) .D (1,2,3) LE (8,9.9) 8 (1 .2.3)  

i. ( 8 . 9 , 9 j . D ( l , 2 . 3 ) ~ ( 3 . 4 , 5 ) 8 ; 1 ( 1 , 2 , 3 )  

3 (8.9,9) Y (1. L 2 )  (6.7,8) 3 (1,2,3) 

I (5.6,7) 8 (2,3.4) Cb (7 .8 ,9)  > (1.2,3) 

3 (8 ,9,9)  ~3 (1,1.2) (c (7,8,9) I< (1.2.3) 

1 (7 8,9) 9 (1.1,2) = (125,226 412) 

The membership functions of T ( A ) . T ( B ) ,  and T ( C )  are shown 
in Fig 3 ,  respectively 

Based on formulas (1 1)-( 16), we have used Turbo C++ version 3.0 
to wntc a computer program on a PC/AT tor calculating the values 
of VA ( A ) ,  N ;  ( B ) ,  and h ,” (C) with reTpect to different values of 
a(a = 0 , O  05.0 1, , 1) and X(X = 0 5 . 1 , O )  as shown in Figs 
4-6, respectively From Figs 4-6, we can see that system B is the 
best selection for all the degrees of optimism A. where X E [0, 11. 

038 I 

--C System B 

031 0321 I 
0 3 ” ’ ” ” ” ” ” ’  ” ” ” ”  

0 0 1  0 2  03 0 4  O S  06 0 7  08 09 1 

a 

Fig. 6. 
decision-maker). 

Values of IV?(A). IV?(B), and I V ~ ( C )  for X = 0 (optimistic 

[ 111. Because the proposed method allows the items of criteria to 
have different weights represented by triangular fuzzy numbers, it is 
more flexible than the one presented in [ 111. Furthermore, because the 
proposed method does not need to perform the complicated entropy 
weight calculations as described in [l I], its execution is much faster 
than the one presented in [ I l l .  
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V. CONCLUSIONS 

In this paper, we have presented a new method for evaluating 
weapon systems to overcome the drawbacks of the one presented in 


