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igenvalue problems and their application to the wavelet
ethod of chaotic control

Jonq Juanga� and Chin-Lung Li
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Controlling chaos via wavelet transform was recently proposed by Wei, Zhan, and
Lai �Phys. Rev. Lett. 89, 284103 �2002��. It was reported there that by modifying
a tiny fraction of the wavelet subspace of a coupling matrix, the transverse stability
of the synchronous manifold of a coupled chaotic system could be dramatically
enhanced. The stability of chaotic synchronization is actually controlled by the
second largest eigenvalue �1�� ,�� of the �wavelet� transformed coupling matrix
C�� ,�� for each � and �. Here � is a mixed boundary constant and � is a scalar
factor. In particular, �=1 �respectively, 0� gives the nearest neighbor coupling with
periodic �respectively, Neumann� boundary conditions. The first, rigorous work to
understand the eigenvalues of C�� ,1� was provided by Shieh et al. �J. Math. Phys.
�to be published��. The purpose of this paper is twofold. First, we apply a different
approach to obtain the explicit formulas for the eigenvalues of C�� ,1� and C�� ,0�.
This, in turn, yields some new information concerning �1�� ,1�. Second, we shed
some light on the question whether the wavelet method works for general coupling
schemes. In particular, we show that the wavelet method is also good for the
nearest neighbor coupling with Neumann boundary conditions. © 2006 American
Institute of Physics. �DOI: 10.1063/1.2218674�

. INTRODUCTION

Chaotic synchronization �Refs. 1, 8, 12–14, and references cited therein� is a fundamental
henomenon in physical systems with dissipation. It was first observed in Ref. 8 for identical
aster-slave Lorenz equations. This phenomenon was later observed in many different fields—

hysics, electrical engineering, biology, laser systems, etc. Experimental observations show that
haotic subsystems in a lattice manifest synchronized chaotic behavior in time provided they are
oupled with a dissipative coupling and its coupling strength is greater than some critical value.
pecifically, let there be N nodes �oscillators�. Assume ui is the m-dimensional vector of dynami-
al variables of the ith node. Let the isolated �uncoupling� dynamics be u̇i= f�ui� for each node.
e assume that ui has a chaotic dynamics in the sense that its largest Lyapunov exponent is

ositive. Let h: Rm→Rm be an arbitrary function describing the coupling within the components
f each node. Thus, the dynamics of the ith node are

u̇i = f�ui� + ��
j=1

N

aijh�u j�, i = 1,2, . . . ,N , �1.1a�

here � is a coupling strength. Here sum � j=1
N aij =0. Let u= �u1 ,u2 , . . . ,uN�T, F�u�

�f�u1� , f�u2� , . . . , f�uN��T, H�u�= �h�u1� ,h�u2� , . . . ,h�uN��T, and A= �aij�. We may write �1.1a� as

u̇ = F�u� + �A � H�u� . �1.1b�

�
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Here � is the direct product of two matrices B and C defined as follows. Let B= �bij�k1�k2
be

k1�k2 matrix and C= �Cij�k2�k3
be a k2�k3 block matrix, where each of Cij, 1� i�k2, 1� j

k3, is a k4�k5 matrix. Then

B � C = ��
l=1

k2

bilClj�
k1�k3

.

any coupling schemes are covered by Eq. �1.1b�. For example, if the Lorenz system is used and
he coupling is through its three components x, y, and z, then the function h is just the matrix

I3 = �1 0 0

0 1 0

0 0 1
	 . �1.2�

The choice of A will provide the connectivity of nodes. For instance, the nearest neighbor
oupling with mixed boundary conditions is given as follows:

A = A��� =�
− 1 − � 1 0 ¯ ¯ �

1 − 2 1 ¯ ¯ 0

0 1 − 2 1 ¯ 0

] � � � ]

] � � � ]

� 0 ¯ ¯ 1 − 1 − �

	
N�N

. �1.3�

ote that �=1 corresponds to periodic boundary conditions, while �=0 is associated with Neu-
ann boundary conditions. The synchronous manifold of the chaotic system �1.1� can be studied

y setting u1�t�=u2�t�= ¯ =uN�t�=s�t�. Here the chaotic solution s�t� satisfies the single oscillator
quation ds /dt= f�s�t��. The stability property of the synchronous manifold can then be studied in
he space of difference variables �ui�t�=ui�t�−s�t�, which are governed by7,10

d�u

dt
= �IN � DF + �A � DH��u , �1.4a�

here DH=dH�u� /du, and �u= ��u1 ,�u2 , . . . ,�uN�T. When H is just a matrix E, DH=E. The first
erm in �1.4a� is block diagonal. The second term can be treated by diagonalizing A. The trans-
ormation which does this does not affect the first term, since it acts only on the identity matrix IN.
his leaves us with a block diagonalized variational equation with each block having the form7

�u̇i = �DF + ��iDH��ui, �1.4b�

here �i is an eigenvalue of A, i=0,1 , ¯ ,N−1. The Jacobian functions DF and DH are the same
or each block, since they are evaluated on the synchronized state. It then follows from �1.4b� that
he largest eigenvalue �0 of A being equal to 0 governs the motion on the synchronized manifold,
nd all of other eigenvalues �i�i�0� control the transverse stability9 of the chaotic synchronous
tate. The stability condition is then given by Lmax+��1�0, where Lmax	0 is the largest
yapunov exponent of a single chaotic oscillator. As a consequence, the second largest eigenvalue

1 is dominant in controlling the stability of chaotic synchronization, and the critical strength �c

an be determined in term of �1,

�c =
Imax

− �1
. �1.4c�

Note that the eigenvalues of A=A�1� are given by �i=−4 sin2�
i /N�, i=0,1 , . . . ,N−1. In

eneral, a larger number of nodes gives a smaller nonzero eigenvalue �1 in magnitude, and, hence,
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larger �c. As a consequence, controlling chaos is apparently of great interest and
mportance.4–7,11,12 In Ref. 11, a new efficient strategy for controlling nonlinear dynamics was
resented. To be self-contained, we briefly describe such procedures. Let

A = �A11 ¯ A1n

] � ]

An1 ¯ Ann
	

n�n

, �1.5a�

e a matrix with the dimension of each block matrix Akl being 2i�2i. By an i-scale wavelet
perator W,2,11 the matrix A is transformed into W�A� of the form

W�A� = �Ã11 ¯ Ã1n

] � ]

Ãn1 ¯ Ãnn

	
n�n

, �1.5b�

here each entry of Ãkl is the average of entries of Akl, 1�k , l�n.
For a given matrix, the above wavelet transform allows a perfect reconstruction �inverse

avelet transform�, by which there is nothing to gain: A=W−1�W�A��. In Ref. 11, a simple opera-
or Ok is introduced to attain a desirable coupling matrix. That is,

C = W−1�Ok�W�A��� = A + �k − 1�W�A� ¬ A + �W�A� , �1.5c�

here Ok is the multiplication of a scalar factor K on each block matrix Ãkl. After such recon-
truction, the critical strength �c is again determined in terms of the second largest eigenvalue of
. A numerical simulation of a coupled system of 512 Lorenz oscillators in Ref. 11 shows that
ith h= I3 and A=A�1�, the critical coupling strength �c decreases linearly with respect to the

ncrease of � up to a critical value �c. The smallest �c is about 6, which is about 103 times smaller
han the original critical coupling strength, indicating the efficiency of the proposed approach.

To verify this phenomenon mathematically, we first consider the coupling matrix A=A���, as
iven in �1.3�. Let n=N /2i�N, where i is a fixed positive integer. We then write A into an n
n block matrix of the form

A = A��� =�
A1��� A2�1� 0 . . 0 A2

T���
A2

T�1� A1�1� A2�1� . . 0 0

0 . . . .

. . . . .

. . . . 0

0 0 . . A2
T�1� A1�1� A2�1�

A2��� 0 . . 0 A2
T�1� Ā1���

	
n�n

, �1.6a�

here

A1��� =�
− 1 − � 1

1 − 2 1 0

. . .

. . .

0 . . 1

1 − 2

	
i i

,

2 �2
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Ā1��� =�
− 2 1

1 − 2 1 0

. . .

. . .

0 . . 1

1 − 1 − �

	
2i�2i

, �1.6b�

nd

A2��� =�
0 . . . 0

. .

. .

0 0

� 0 . . 0
	

2i�2i

. �1.6c�

hen the newly transformed coupling matrix C=C�� ,�� can be written as

��,��

=�
A1��� + Ã1��� A2�1� + Ã2�1� 0 ¯ 0 A2

T��� + Ã2
T���

A2
T�1� + Ã2

T�1� A1�1� + Ã1�1� A2�1� + Ã2�1� 0 ¯ 0

0 � � � ]

] � � � 0

0 ¯ 0 A2
T�1� + Ã2

T�1� A1�1� + Ã1�1� A2�1� + Ã2�1�

A2��� + Ã2��� 0 ¯ 0 A2
T�1� + Ã2

T�1� Ã1��� + Ā
˜

1���

	
¬�

C1��� C2�1� 0 ¯ 0 C2
T���

C2
T�1� C1�1� C2�1� 0 ¯ 0

0 � � � ]

] � � � 0

0 ¯ 0 C2
T�1� C1�1� C2�1�

C2��� 0 ¯ 0 C2
T�1� C̄1���

	 . �1.7�

ere for any matrix B of dimension 2i�2i, the kl entry �B̃�kl of B̃ is defined to be

�B̃�kl =
�

22i�
l=1

2i

�
k=1

2i

�B�kl.

Here � is a scalar factor. The matrix C�� ,�� carries a new relationship among the coupled
scillators, which might not be as simple as the original matrix A. Nevertheless, the stability of the
ynchronous states can be determined by matrix C�� ,��, whose eigenvalues �i�� ,�� �i
0,1 ,2 , ¯ ,N−1� determine the synchronous stability of the coupled chaotic system. The follow-

ng theorem of Shieh et al.9 showed, indeed, the dramatic reduction in the critical coupling
trength can be achieved with the periodic boundary conditions. We summarize their main results
n the following.

Theorem 1.1: Let N�N, N=8k, k�N, be the dimension of the matrix C�� ,1�. Let the
imension of each block matrix in C�� ,1� be 2i�2i. Then the following assertions hold.

i) �iª2 cos�
 /2i�−2 is an eigenvalue of C�� ,1�.

ii) The second eigenvalue �1�� ,1� of C�� ,1� is decreasing in �. Moreover, �1�� ,1�=�i when-
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ever ��−2i�i /4 sin2�2i
 /N�.

ote that C�� ,1� is a block circulant matrix �see e.g., Ref. 3�. A classical result of a block
irculant matrix states that its eigenvalues exactly consist of those of certain linear combinations
f its block matrices �see, e.g., Theorem 5.6.4 of Ref. 3�. The proof of Theorem 1.1 was then
educed to working on the eigenvalues of those linear combinations of block matrices of C�� ,1�.
ote that C�� ,��, ��1 are not block circulant matrix. The objective of the present work is to
resent another approach to study the eigenvalues of C�� ,��. Specifically, we use this new
ethod to study two coupling schemes, the nearest neighbor coupling with periodic boundary

onditions and the nearest neighbor coupling with Neumann boundary conditions. To simplify our
alculation, we consider only the case i=1. In both coupling schemes, we are able to obtain,
espectively, exact form of eigenvalues �m

± �� ,�� of its corresponding matrix C�� ,��, see �2.16�
nd �3.9�. Here �=0 or 1. For each � and �, let �1�� ,�� be the second largest eigenvalue of
�� ,��. We prove that for N being a multiple of 4, then

�1��,1� =
 �1
+��,1� ,

0 � � �
1

sin2 z

n

�n/2
+ ��,1� = − 2,

� �
1

sin2 


n

. �
et N=2n be an even number which is not multiple of 4. We show that �1�� ,1�=��n/2�

+ �� ,1� for
sufficiently large, where �n /2�=the largest positive integer that is less than or equal to n /2.
oreover, we prove that for such N that �1�� ,1�−2, whenever �	1/sin2�
 /n�. With those

esults above, we get considerably more information than those obtained in Ref. 9. Among other,
uch result suggests that if the number N of oscillators is even but not a multiple of 4, then the
avelet method works even better. Specifically, it is better in the sense that the corresponding

econd largest eigenvalue �1�� ,1� is further away from 0, and, hence, gives even smaller critical
ength. Our second main result is concerned with �1�� ,0� of C�� ,0�, which corresponds to the
earest neighbor coupling with Neumann boundary conditions. We show that for all even number
its second largest eigenvalue �1�� ,0� for each � behaves like its periodic counterpart for which

ts corresponding N is a multiple of 4.

I. PERIODIC BOUNDARY CONDITIONS

Here, we consider the nearest neighbor coupling with periodic boundary conditions. The

esulting coupling matrix A�1� is given as in �1.6�. Let the dimension of A1�1�, A2�1�, and Ā1�1�
e 2�2. Then

A1�1� = �− 2 1

1 − 2
� = Ā1�1�, A2�1� = �0 0

1 0
� , �2.1a�

Ã1�1� = ��−
1

2
−

1

2

−
1

2
−

1

2
	 = Ā

˜
1�1�, Ã2�1� = ��

1

4

1

4

1

4

1

4
	 . �2.1b�

˜ ¯ ¯ D
hen Ci�1�=Ai�1�+Ai�1�, i=1 ,2, C1�1�=A1�1�+A1�1�. Thus,
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C1�1� =�−
1

2
�4 + ��

1

2
�2 − ��

1

2
�2 − �� −

1

2
�4 + �� 	 = C̄1�1�, C2�1� =�

�

4

�

4

1

4
�4 + ��

�

4
	 . �2.1c�

e begin by identifying some trivial eigenvalues of C�� ,1�.
Proposition 2.1: For each �, 0 and −4 are eigenvalues of C�� ,1�. If, in addition, n /2�	1� is

positive integer, then −2 is also an eigenvalue of C�� ,1� for any �.
Proof: Let C�� ,1�+4I= �c1 ,c2 , . . . ,cN�, where ci, 1� i�N, are column vectors. Then

j=1
N �−1� j+1c j =0. Thus −4 is an eigenvalue of C�� ,1� for each �	0. Let C�� ,1�+2I
�c1 ,c2 , . . . ,cN�. If N=2n�	4� is a multiple of four, then � j=1

N ��j�c j =0, where

��j� = � 1 if j = 4k or 4k + 1 for some k

− 1 if j = 4k + 2 or 4k + 3 for some k .


hus, −2 is an eigenvalue of C�� ,1� for each � with such N. �

Writing the corresponding eigenvalue problem C�� ,1�b=�b, where b= �b1 ,b2 , . . . ,bn�T and

i�C2, in block component form, we have

C2
T�1�bi−1 + C1�1�bi + C2�1�bi+1 = �bi, 1 � i � n . �2.2a�

eriodic boundary conditions would yield that

C2
T�1�b0 + C1�1�b1 + C2�1�b2 = �b1 = C1�1�b1 + C2�1�b2 + C2

T�1�bn

nd

C2
T�1�bn−1 + C1�1�bn + C2�1�bn+1 = �bn = C2�1�b1 + C2

T�1�bn−1 + C̄1�1�bn,

r, equivalently,

b0 = bn, �2.2b�

b1 = bn+1. �2.2c�

To study the block difference equation �2.2�, we first seek to find the solution bi of the form

bi = �i�1

�
� . �2.3�

ubstituting �2.3� into �2.2a�, we get

�C2
T�1� + ��C1�1� − �I� + �2C2�1���1

�
� = 0. �2.4�

o have a nontrivial solution � 1
�

� to Eq. �2.4�, we need to have

det�C2
T�1� + ��C1�1� − �I� + �2C2�1�� = 0, �2.5a�

r, equivalently,

��4 + �4� + 4 + 2����3 − �8 + 10� + 16� + 4�� + 4�2��2 + �4� + 4 + 2���� + � = 0.

�2.5b�

quation �2.5b� is to be called the characteristic equation of the block difference equation �2.2a�.
o study the property of Eq. �2.5b�, we need the following proposition.

T T
Proposition 2.2: Let D1, D2, and D3 be 2�2 matrices. Suppose D1=D3 and D2=D2. Let x1,
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2, x3, and x4 be roots of det�D1+xD2+x2D3�=0, where x�C. Then we may renumber the sub-
cripts if necessary so that

x1x2 = 1 = x3x4. �2.6a�

f, in addition, diagonal elements of D1 and D2, respectively, are both equal, then

y1y2 = 1 = y3y4. �2.6b�

ere � 1
yi

�, i=1,2 ,3 ,4, are vectors satisfying

�D1 + xiD2 + xi
2D3��1

yi
� = 0. �2.6c�

roof: If D1, D2, and D3 are as assumed, then

det�D1 + xD2 + x2D3� = ax4 + bx3 + cx2 + bx + a �2.7�

or some constants a�0, b, and c. Letting y=x+1/x, then �2.7� can be written as �y2+�y+�,
here �, �, and � depend on the constants a, b, and c. Thus det�D1+xD2+x2D3�=0 is equivalent

o x2−�±x+1=0, where �± are the roots a1y2+b1y+c1=0. Consequently, x1x2=1=x3x4.
Letting D1= � a1

c1

b1

a1
�=D3

T and D2= � a2

b2

b2

a2
�, we write �2.6c� in component form,

�a1 + yib1� + �a2 + yib2�xi + �a1 + yic1�xi
2 = 0, i = 1,2,3,4, �2.8a�

�c1 + yia1� + �b2 + yia2�xi + �b1 + yia1�xi
2 = 0, i = 1,2,3,4, �2.8b�

or i=1, �2.8a� is equal to

�a1 + y1b1� + �a2 + y1b2�
1

x2
+ �a1 + y1c1�

1

x2
2 = 0

r

�a1 + y1c1� + �a2 + y1b2�x2 + �a1 + y1b1�x2
2 = 0

r

�c1 +
1

y1
a1� + �b2 +

1

y1
a2�x2 + �b1 +

1

y1
a1�x2

2 = 0. �2.8c�

sing Eqs. �2.8c� and �2.8b� with i=2, and the uniqueness of yi, i=1,2 ,3 ,4, we conclude that
y1y2=1. Similarly, y3y4=1. We just complete the proof of the proposition. �

We are now in a position to further study Eq. �2.5�. We assume, momentarily, that Eq. �2.5�
as four distinct roots �1, �2, �3, and �4. The general solutions to �2.2a� can then be written as

bi = c1�1
i � 1

�1
� + c2�2

i � 1

�2
� + c3�3

i � 1

�3
� + c4�4

i � 1

�4
� . �2.9�

ere �i, i=1,2 ,3 ,4, are some constants depending on �i.
Applying �2.9� to boundary conditions �2.2b� and �2.2c�, we get

c1��1
n − 1�� 1

�1
� + c2��2

n − 1�� 1

�2
� + c3��3

n − 1�� 1

�3
� + c4��4

n − 1�� 1

�4
� = 0 �2.10a�
nd
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c1�1��1
n − 1�� 1

�1
� + c2�2��2

n − 1�� 1

�2
� + c3�3��3

n − 1�� 1

�3
� + c4�4��4

n − 1�� 1

�4
� = 0.

�2.10b�

riting �2.10� in matrix form, we have

�
1 1 1 1

�1 �2 �3 �4

�1 �2 �3 �4

�1�1 �2�2 �3�3 �4�4

	diag��1
n − 1,�2

n − 1,�3
n − 1,�4

n − 1��
c1

c2

c3

c4

	 = 0. �2.11�

ow if, diag��1
n−1,�2

n−1,�3
n−1,�4

n−1� is singular, then Eq. �2.9� has nontrivial solutions ci, i
1,2 ,3 ,4. Note that diag��1

n−1,�2
n−1,�3

n−1,�4
n−1� is singular if and only if �i, i=1,2 ,3 ,4,

atisfy

�n = 1 �2.12�

nd �2.5b�. To solve the system of equations �2.12� and �2.5b�, we first note that

�m = ei2m
/n, 0 � m � n − 1, �2.13�

re roots of Eq. �2.12�. Substituting �2.13� and �2.5b�, we get that the imaginary part of the
esulting equation is

�− 4 sin
4m


n
��2 + �2� sin

6m


n
− �4� + 16�sin

4m


n
+ 2� sin

2m


n
��

+ �� sin
8m


n
+ 4�1 + ��sin

6m


n
− �8 + 10��sin

4m


n
+ 4�1 + ��sin

2m


n
� = 0.

�2.14�

efore we proceed to compute the real part of the resulting equation, we need the following
emma.

Lemma 2.1: Let a, b, and c be any complex number, then

cos 2��sin 4� + a sin 3� + b sin 2� + a sin �� = sin 2��cos 4� + a cos 3� + b cos 2� + a cos � + 1� .

�2.15�

ince the proof of the lemma is straightforward, we will skip it.
Using �2.14� and �2.15�, we see immediately that the real part of �2.5b� with �=ei2m
/n is a

onstant multiple sin/cos�4m
 /n� / �4m
 /n� of its imaginary part. We next show that �2.14� is
ndeed the characteristic equation of the matrix C�� ,1�.

Theorem 2.1: Let N�N, N=2k, k�N, be the dimension of the matrix C�� ,1�. Let dimension
f each block matrix in C�� ,1� be 2�2. Then the eigenvalues �m

± �� ,1� of C�� ,1� are of the
ollowing form:

�m
± ��,1� =

1

2
�� cos

2m


n
− � − 4� ±

1

2
��� cos

2m


n
− � − 4�2

+ 4�� cos2 2m


n

+ 2�� + 1�cos
2m


n
− 2 − 3���1/2

¬ �̌m��,1� ± �̂m��,1�, m = 0,1, . . . ,n − 1.

�2.16�

Proof: Solving �2.14�, we get �2.16�. Using Proposition 2.2, we see that if �=1 or −1 is a root

f Eq. �2.5b�, then the multiplicity of �=1 or −1 is both two. Thus, we have only proved the
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ollowing. �i� If n /2 is not a positive integer, then for each �, �m
± �� ,1�, m=1,2 , . . . ,n−1, are

igenvalues of C�� ,1�. �ii� If n /2 is a positive integer, then for each �, �m
± �� ,1�, m

1,2 , . . . ,n /2−1,n /2+1, . . . ,n−1, are eigenvalues of C�� ,1�. To complete the proof of the theo-
em, it remains to show that for each �, �0

±�� ,1��=0,−4� are eigenvalues of C�� ,1� for each � and
hat if, additionally, n /2	1 is a positive integer, then for each �, �n/2

± �� ,1��=−2,−2−2�� are also
igenvalues of C�� ,1�. Using Proposition 2.1, we only need to show that −2−2�= ��n/2

− �� ,1�� is
n eigenvalue of C�� ,1� for fixed �. To this end, we see that

trace of C��,1� = − n�� + 4� . �2.17�

et N=2n	4 be a multiple of four, then

�n/2
+ ��,1� + � �

j=1,j�n/2

n

� j
±��,1�� + �0

±��,1� = − 2 − �n − 2��� + 4� − 4. �2.18�

sing �2.17� and �2.18�, we have that the remaining eigenvalue of C�� ,1� for each � is −2−2�,
hich is equal to �n/2

− �� ,1�. We thus complete the proof of the theorem. �

Proposition 2.3: For all �	0, we have that �̂m�� ,1�	0, �̌m�� ,1�0 and �m
± �� ,1��0.

Proof: Obviously, �̌m�� ,1�0. Now, letting t=cos�2m
 /n�, we have that

4��̂m��,1��2 = �t − 1�2�2 + 4�t2 − 1�� + 8�1 + t� = ��t − 1�� + 2�t + 1��2 + 4�1 − t2� 	 0

or any �	0. Thus �̂m�� ,1�	0. To prove the last assertion of the proposition, we note, via �2.16�,
hat

0 	 4�� cos2 2m


n
+ 2�� + 1�cos

2m


n
− 2 − 3��¬ l .

hus,

2�m
± ��,1� = 2�̌m��,1� ± �4�̌m

2 ��,1� + l�1/2 � 0.

e just complete the proof of the proposition. �

Proposition 2.4: If n /2 is not a positive integer, then the eigencurves �m
± �� ,1�, m

1,2 , . . . ,n−1, are strictly decreasing in �� �0,��. If n /2�	1� is a positive integer, then

m
± �� ,1�, m=1,2 , . . . ,n /2−1,n /2+1, . . . ,n−1, and �n/2

− �� ,1� are strictly decreasing in �
�0,��.

Proof: Letting t=cos�2m
 /n�, we write �2.16� as

�m
± ��,1� = 1

2 ���t − 1� − 4 ± ��t − 1�2�2 + 4�t2 − 1�� + 8�1 + t��1/2�

¬

1
2 ���t − 1� − 4 ± �t��1/2� ¬ �t

±��� . �2.19�

hen

2
d�m

± ��,1�
d�

= �t − 1��1 ±
�t − 1�� + 2�t + 1�

�t�
� .

direct computation would yield that

t� � ��t − 1�� + 2�t + 1��2.

hus, d�m
± �� ,1� /d��0. The equality holds only if t=1 or t=−1 for �m

+ . �
�
Proposition 2.5: (i) In the �−� plane, �t �� ,1� interest with �=−2+k at �t,k, where
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�t,k =
2�1 + t� − k2

�1 − t��1 + t + k�
. �2.20�

ii) For −1� t1, lim�→��t
+�� ,1�=−�t+3�.

Proof: Solving equation −2+k=�t
+�� ,1�, we easily get that �t,k are as asserted. Rewriting

t
+�� ,1� as

�t
+��,1� =

− 2��t − 1��t + 3� + 4�1 − t�
��t − 1� − 4 − �t�

,

e see that lim�→��t
+�� ,1�=−�t+3� for −1� t1. �

Theorem 2.2: Let N be any positive even integer. The dimension of each block matrix in
�� ,1� is 2�2. Then (i) suppose N is a multiple of four and N	4. For each �	0, let ��� ,1� be

he second largest eigenvalue of C�� ,1�. Then ��� ,1�=�1
+�� ,1�, for 0���1/sin2�
 /n�ª�1;

nd ��� ,1�=�n/2
+ �� ,1�=−2 for all �� ��1 ,��. See Fig. 1.

(ii) Suppose N is not a multiple of four. Then there exists a �̃c such that ��� ,1�=��n/2�
+ ��� for

ll ���̃c. Here �n /2�= the largest positive integer that is less than or equal to n /2. Moreover,
�� ,1�−2 whenever �	�1. See Fig. 2.

Proof: For �t,k to be positive, we must have

2�1 + t� 	 k2. �2.21�

ow,

�1 − t�2�1 + t + k�2d�t,k

dt
= 2�t + 1�2 − k3 + 4k − 2tk2 	 �1 + t�k2 − k3 + 4k − 2tk2

= − k�k2 + �t − 1�k − 4� = − k�k − t+��k − t−� ,

here t±= �1− t±�16+ �1− t�2� /2. Note that we have used �2.21� to justify the above inequality.
oreover t−0 and t+�2. Thus, d�t,k /dt	0 whenever �=−2+k, 0�k2, and �=�t

+�� ,1� have
he intersections intersect at the positive �t,k. Upon using Proposition 2.4, we conclude that for
�m�n−1, the portion of the graphs of �m

+ �� ,1� lying above the line �=−2 do not intersect each
ther. Thus, ��� ,1� is as asserted.

FIG. 1. The curves �m
± �� ,1� with N=2n=12 are provided. As predicted in Theorem 2.2–�i�, ��� ,1� turns flat after �1.
By Proposition 2.5�ii�, we have that
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lim
�→�

�m
+ ��,1� = − �cos

2m


n
+ 3�¬ �m

� = �t
�.

hen �m
� ,0m�n−1, have a maximum at m= �n /2�. Thus, there exists a �̃c such that ��� ,1�

��n/2�
+ �� ,1� for all ���̃c. The last assertion of the theorem follows from Proposition 2.5-�i� and

roposition 2.1. �

Remark 2.1: �i� Since �t
+�� ,1� is increasing in t and �t

� is decreasing in t, the eigencurves

m
+ �� ,1�, 0m� �n /2� must be crossing each other.

�ii� The first column in Table I contains the values of �m
± �1,1�, m=0,1 , . . . ,5, while the second

olumn contains the eigenvalues of C�1,1� obtained by using MATHEMATICA. As indicated, the
�1,1� and C�5,1� obtained by both methods are identical. The values �m

± �3,1�, m=0,1 , . . . ,8, in
he first and third columns of Table II are computed by MAPLE, while those in the second and
ourth columns are computed by MATLAB. Some discrepancies between the values in the respec-
ive columns occur due to the round-off errors.

�iii� Figure 1 illustrates the graph of �m
± �� ,1�, m=0,1 , . . . ,5, with n=6. The dotted part of the

urve is ��� ,1�. Figure 2 gives the same information with n=9.
�iv� We conclude, via the last assertion of Theorem 2.1, that the wavelet approach works even

etter when N is an even number but not a multiple of four. Indeed, in such case, it synchronizes
aster when � is chosen to be the critical value �̃c.

II. NEUMANN BOUNDARY CONDITIONS

Here, we consider the nearest neighbor coupling with Neumann boundary conditions. The

IG. 2. The curves �m
± �� ,1� with N=2n=18 are provided. As predicted in Theorem 2.2–�ii�, ��� ,1� lies below −2

ventually.
esulting coupling matrix A is then A�0�, given as in �1.6a�. With i=1, we have
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TABLE I. The first and third columns contain the values computed by using
formulas �m

± �� ,1� as given in �2.16�. The values in the second and fourth
columns are eigenvalues of C�� ,1� obtained by using MATHEMATICA.

n=6

�m
± �1,1�

Eigenvalues
of C�1,1� �m

± �5,1�
Eigenvalues
of C�5,1�

�0
+�1,1�=0 0 �0

+�5,1�=0 0

�1
+�1,1�=−

9

4
+

1

4
�37 −

9

4
+

1

4
�37 �1

+�5,1�=−
13

4
+

1

4
�13 −

13

4
+

1

4
�13

�2
+�1,1�=−

11

4
+

1

4
�13 −

11

4
+

1

4
�13 �2

+�5,1�=−
23

4
+

1

4
�181 −

23

4
+

1

4
�181

�3
+�1,1�=−2 −2 �3

+�5,1�=−2 −2

�2
+�1,1�=−

11

4
+

1

4
�13 −

11

4
+

1

4
�13 �4

+�5,1�=−
23

4
+

1

4
�181 −

23

4
+

1

4
�181

�2
+�1,1�=−

11

4
+

1

4
�13 −

11

4
+

1

4
�13 �5

+�5,1�=−
13

4
+

1

4
�13 −

13

4
+

1

4
�13

�0
−�1,1�=−4 −4 �0

−�5,1�=−4 −4

�1
−�1,1�=−

9

4
−

1

4
�37 −

9

4
−

1

4
�37 �1

−�5,1�=−
13

4
−

1

4
�13 −

13

4
−

1

4
�13

�2
−�1,1�=−

11

4
−

1

4
�13 −

11

4
−

1

4
�13 �2

−�5,1�=−
23

4
−

1

4
�181 −

23

4
−

1

4
�181

�3
−�1,1�=−4 −4 �3

−�5,1�=−12 −12

�4
−�1,1�=−

11

4
−

1

4
�13 −

11

4
−

1

4
�13 �4

−�5,1�=−
23

4
−

1

4
�181 −

23

4
−

1

4
�181

�5
−�1,1�=−

11

4
−

1

4
�13 −

11

4
−

1

4
�13 �5

−�5,1�=−
13

4
−

1

4
�13 −

13

4
−

1

4
�13
TABLE II. The first and third columns contain the values computed by
using formulas �m

± �� ,1� as given in �2.16�. The values in the second and
fourth columns are eigenvalues of C�� ,1� obtained by using MATH-
EMATICA.

n=9

�m
± �3,1�

Eigenvalues
of C�3,1� �m

± �10,1�
Eigenvalues
of C�10,1�

�0
+�3,1�=0 0 �0

+�10,1�=0 0
�1

+�3,1��−0.7967 −0.7967 �1
+�10,1��−2.2938 −2.2930

�2
+�3,1��−2.2524 −2.2525 �2

+�10,1��−3.0135 −3.0140
�3

+�3,1��−2.2975 −2.2974 �3
+�10,1��−2.4465 −2.4466

�4
+�3,1��−2.0399 −2.0399 �4

+�10,1��−2.0535 −2.0542
�5

+�3,1��−2.0399 −2.0399 �5
+�10,1��−2.0535 −2.0542

�6
+�3,1��−2.2975 −2.2974 �6

+�10,1��−2.4465 −2.4466
�7

+�3,1��−2.2524 −2.2525 �7
+�10,1��−3.0135 −3.0140

�8
+�3,1��−0.7967 −0.7967 �8

+�10,1��−2.2938 −2.2930
�0

−�3,1�=−4 −4 �0
−�10,1�=−4 −4

�1
−�3,1��−3.9051 −3.9052 �1

−�10,1��−4.0458 −4.0465
�2

−�3,1��−4.2268 −4.2265 �2
−�10,1��−9.2505 −9.2495

�3
−�3,1��−6.2025 −6.2026 �3

−�10,1��−16.5534 −16.5534
�4

−�3,1��−7.7791 −7.7792 �4
−�10,1��−21.3427 −21.3427

�5
−�3,1��−7.7791 −7.7792 �5

−�10,1��−21.3427 −21.3427
�6

−�3,1��−6.2025 −6.2026 �6
−�10,1��−16.5534 −16.5534

�7
−�3,1��−4.2268 −4.2265 �7

−�10,1��−9.2505 −9.2495
�8

−�3,1��−3.9051 −3.9052 �8
−�10,1��−4.0458 −4.0465
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A1�0� = �− 1 1

1 − 2
�, Ā1�0� = �− 2 1

1 − 1
�, A2�1� = �0 0

1 0
� ,

A1�1� = �− 2 1

1 − 2
�, A2�0� = �0 0

0 0
�, Ã2�0� = ��0 0

0 0
� ,

Ã1�0� = ��−
1

4
−

1

4

−
1

4
−

1

4
	 = Ā

˜
1�0�, Ã2�1� = ��

1

4

1

4

1

4

1

4
	 ,

nd

Ã1�1� = ��−
1

2
−

1

2

−
1

2
−

1

2
	 �3.1�

direct calculation would yield that

C2�0� = �0 0

0 0
� ,

C1�0� =�−
1

4
�4 + ��

1

4
�4 − ��

1

4
�4 − �� −

1

4
�8 + �� 	, C2�1� =�

�

4

�

4

1

4
�� + 4�

�

4
	 ,

C1�1� =�−
1

2
�4 + ��

1

2
�2 − ��

1

2
�2 − �� −

1

2
�4 + �� 	, C̄1�0� =�−

1

4
�8 + ��

1

4
�4 − ��

1

4
�4 − �� −

1

4
�4 + �� 	 . �3.2�

s in the case of periodic boundary conditions, the eigenvalue problem C�� ,0�b=�b, where b
�b1 ,b2 , . . . ,bn�T, bi�C2, can be formed as block difference equation

C2
T�1�bi−1 + C1�1�bi + C2�1�bi+1 = �bi, 1 � i � n . �3.3�

ith Neumann boundary conditions, b0, and bn+1 must satisfy

C1�0�b1 + C2�1�b2 = �b1 = C2
T�1�b0 + C1�1�b1 + C2�1�b2 �3.4a�

nd

C2
T�1�bn−1 + C̄1�0�bn = �bn = C2

T�1�bn−1 + C1�1�bn + C2�1�bn+1. �3.4b�

olving �3.4a� and �3.4b�, respectively, we get

b0 = �C2
T�1��−1�C1�0� − C1�1��b1 = �0 1

1 0
�b1 �3.5a�
nd
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bn+1 = C2�1�−1�C̄1�0� − C1�1��bn = �0 1

1 0
�bn. �3.5b�

e then see that the characteristic equation of the block difference equation �3.3� is

det�C2
T�1� + ��C1�1� − �I� + �2C2� = 0. �3.6a�

ere � is such that bi=�i� 1
�

�, where � is a constant depending on �. Expanding the determinant in
3.6a�, we get

��4 + 2�2� + 2 + ����3 − 2�4 + 5� + 2�� + 4�� + 2�2��2 + 2�2� + 2 + ���� + � = 0.

�3.6b�

e assume, momentarily, that Eq. �3.6b� has four distinct roots �1, �2, �3, and �4. The general
olutions to �3.3� can then be written as

bi = �
j=1

4

cj� j
i� 1

� j
� . �3.7�

ubstituting �3.7� into boundary conditions �3.5�, we get

�
�1�1 − 1 �2�2 − 1 �3�3 − 1 �4�4 − 1

�1 − �1 �2 − �2 �3 − �3 �4 − �4

�1
n��1�1 − 1� �2

n��2�2 − 1� �3
n��3�3 − 1� �4

n��4�4 − 1�
�1

n��1 − �1� �2
n��2 − �2� �3

n��3 − �3� �4
n��4 − �4�

	�
c1

c2

c3

c4

	¬ Dc = 0, �3.8�

T

TABLE III. The first and third columns contain the values computed by
using formulas �m

± �� ,0� as given in �3.9�. The values in the second and
fourth columns are eigenvalues of C�� ,1� obtained by using MATH-
EMATICA.

n=3

�m
± �2,0�

Eigenvalues
of C�2,0� �m

± �5,0�
Eigenvalues
of C�5,0�

�0
+�2,0�=0 0 �0

+�5,0�=0 0

�1
+�2,0�=−

5

2
+

1

2
�7 −

5

2
+

1

2
�7 �1

+�5,0�=−
13

4
+

1

4
�13 −

13

4
+

1

4
�13

�2
+�2,0�=−

7

2
+

1

2
�7 −

7

2
+

1

2
�7 �2

+�5,0�=−
23

4
+

1

4
�181 −

23

4
+

1

4
�181

�3
+�2,0�=−2 −2 �3

+�5,0�=−2 −2

�1
−�2,0�=−

5

2
−

1

2
�7 −

5

2
−

1

2
�7 �1

−�5,0�=−
13

4
−

1

4
�13 −

13

4
−

1

4
�13

�2
−�2,0�=−

7

2
−

1

2
�7 −

7

2
−

1

2
�7 �2

−�5,0�=−
23

4
−

1

4
�181 −

23

4
−

1

4
�181
here c= �c1 ,c2 ,c3 ,c4� . We are now in a position to simplify det D,
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det D = ��2�2���4�4��
�1�1 − 1 1 − �1�1 �3�3 − 1 1 − �3�3

�1 − �1 �1 − �1 �3 − �3 �3 − �3

�1
n��1�1 − 1� �2

n�1 − �1�1� �3
n��3�3 − 1� �4

n�1 − �3�3�
�1

n��1 − �1� �2
n��1 − �1� �3

n��3 − �3� �4
n��3 − �3�

�
= ��2�2���4�4���1

n − �2
n���3

n − �4
n��

0 1 − �1�1 0 1 − �3�3

0 �1 − �1 0 �3 − �3

�1�1 − 1 �2
n�1 − �1�1� �3�3 − 1 �4

n�1 − �3�3�
�1 − �1 �2

n��1 − �1� �3 − �3 �4
n��3 − �3�

�
= ��2�2���4�4���1

n − �2
n���3

n − �4
n�����1�1 − 1���3 − �3� + ��1 − �1���3�3 − 1��

��1 − �1�1 1 − �3�3

�1 − �1 �3 − �3
� .

herefore, det D being equal to zero amounts to �i
2n=1 for i=1,2 ,3 ,4.

To get the characteristic equation of C�� ,0�, we need to solve �2n=1 and Eq. �3.6b�. This
eads to the following theorem.

Theorem 3.1: Let N be any positive even integer. The dimension of each block matrix in
�� ,0� is 2�2. Let �m

± �� ,0� be defined as follows:

�m
± ��,0� =

1

2
�� cos

m


n
− � − 4� ±

1

2
��� cos

m


n
− � − 4�2

+ 4�� cos2 m


n
+ 2�� + 1�

�cos
m


n
− 2 − 3���1/2

. �3.9�

hen �m
± �� ,0�, m=1,2 , . . . ,n−1, �0

+�� ,0�=0 and �n
+�� ,0�=−2 are eigenvalues of C�� ,0� for each

	0.
Proof: Substituting �=eim
/n, 0�m�n−1, into �3.6b�, we get �3.9�. Clearly, if ��1 or −1, or

quivalently, cos�m
 /n��1 or −1, then �m
± �� ,0�, m=1,2 , . . . ,n−1, are eigencurves of C�� ,0�.

ince 0=�0
+�� ,0� is an eigenvalue of C�� ,0� for all �, we only need to show that �n

+�� ,0� is,
ndeed, the eigenvalue of C�� ,0� for each �. To this end, we see that trace�C�� ,0��=−�n−2���
4�−6−�. However, �0

+�� ,0�+� j=1
n−1� j

±�� ,0�=−�n−1���+4�= ¬k. Thus, trace�C�� ,0��−k=−2
�n

+�� ,0�. We just complete the proof of the theorem. �

Remark 3.1: �i� Letting t=cos�m
 /n�, �m
± �� ,0�=�t

±�� ,0� and treating t as a real parameter,

FIG. 3. The curves �m
± �� ,0� with N=2n=6 are provided. As predicted in Theorem 3.2, ��� ,0� turns flat after �1.
e see that for fixed �	0, the eigenvalues of C with periodic boundary conditions and Neumann
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oundary conditions, respectively, lie on the curve �t
±�� ,0� in t−� plane.

�ii� Note that �m
± �� ,0�=�2n−m

± �� ,0�.
Theorem 3.2: For each �, let ��� ,0� be the second largest eigenvalue of C�� ,0�. Then

�� ,0�=�1
+�� ,0�, for 0���1/sin2�
 /2n�¬ �̄1; and ��� ,0�=�n

+�� ,0�=−2 for all �� ��̄1 ,��.
We skip the proof of theorem due to its similarity with that of Theorem 2.1 �ii�.
Remark 3.2: Table III and Fig. 3 illustrate, again, the accuracy of our theorems.

1 Ashwin, P., “Synchronization from chaos,” Nature �London� 422, 384–385 �2003�.
2 Daubechies, I., Ten Lectures on Wavelets, CBMS-NSF Series in Applied Mathematics �SIAM, Philadelphia, 1992�.
3 Davis, P. J., Circulant Matrices �Wiley, New York, 1979�.
4 Guan, S., Lai, C. H., and Wei, G. W., “A wavelet method for the characterization of spatiotemporal patterns,” Physica D

163, 49–79 �2002�.
5 Motter, A. E., Zhou, C. S., and Kurths, J., “Enhancing complex-network synchronization,” Europhys. Lett. 69, 334–340
�2005�.

6 Ott, E., Grebogi, C., and York, J. A., “Controlling chaos,” Phys. Rev. Lett. 64, 1196–1199 �1999�.
7 Pecora, L. M. and Carroll, T. L., “Master stability functions for synchronized coupled systems,” Phys. Rev. Lett. 80,
2109–2112 �1998�.

8 Pecora, L. M. and Carroll, T. L., “Synchronization in chaotic systems,” Phys. Rev. Lett. 64, 821–824 �1990�.
9 Shieh, S. F., Wei, G. W., Wang, Y. Q., and Lai, C.-H., “Mathematical proof for wavelet method of chaos control,” J.
Math. Phys. �to be published�.

0 Wei, G. W., “Synchronization of single-side locally averaged adaptive coupling and its application to shock capturing,”
Phys. Rev. Lett. 86, 3542–3545 �2001�.

1 Wei, G. W., Zhan, M., and Lai, C.-H., “Tailoring wavelets for chaos control,” Phys. Rev. Lett. 89, 284103 �2002�.
2 Wu, C. W., “Perturbation of coupling matrices and its effect on the synchronizability in arrays of coupled chaotic
systems,” Phys. Lett. A 319, 495–503 �2003�.

3 Yang, J., Hu, G., and Xiao, J., “Chaos synchronization in coupled chaotic oscillators with multiple positive Lyapunov
exponents,” Phys. Rev. Lett. 80, 496–499 �1998�.

4 Zhan, M., Wang, X. G., and Gong, X. F., “Complete synchronization and generalized synchronization of one-way
coupled time-delay systems,” Phys. Rev. E 68�3�, 036208 �2003�.
ed as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

140.113.38.11 On: Thu, 01 May 2014 01:55:09


